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MONDAY 

Monday, 20th July 2015 

Plenary Session I: Introduction 

Chair: Peter Minnett Rapporteur: Gary Corlett 

09:00-
10:30 

Welcome and introductory talks 

09:00-
09:05 

Welcome to GHRSST XVI Peter Minnett 

09:05-
09:20 

Welcome address from ESA Maurice Borgeaud 

09:20-
09:30 

Overview of GHRSST Peter Minnett 

09:30-
09:55 

SST, instrument development and applications at ESA Craig Donlon 

09:55-
10:05 

The sentinel 3 mission: mission management Susanne Mecklenburg 

10:05-
10:20 

SLSTR data and marine operations Anne O’Carroll 

10:20-
10:30 

Plans for the week ahead Gary Corlett 

Tea/Coffee Break 

Plenary Session II: Review of activities since G-XV (Part 1) 

Chair: Andy Harris Rapporteur: Owen Embury 

11:00-
11:10 

GHRSST Connection with CEOS: SST-VC Anne O’Carroll 

11:10-
11:20 

GHRSST system Components: GDAC Ed Armstrong 

11:20-
11:30 

GHRSST system Components: EU GDAC Jean-François Piollé 

11:30-
11:40 

GHRSST system Components: LTSRF Ken Casey 

11:40-
11:50 

GHRSST system Components: SQUAM and iQUAM Alexander Ignatov 

11:50-
12:00 

GHRSST system Components: Felyx Jean-François Piollé 

12:00-
12:10 

RDAC Update: ABoM Helen Beggs 

12:10-
12:20 

RDAC Update: CMEMS Hervé Roquet 
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Monday, 20th July 2015 

12:20-
12:30 

RDAC Update: CMC Dorina Surcel Colan 

12:30-
12:40 

RDAC Update: EUMETSAT Anne O’Carroll 

12:40-
12:50 

RDAC Update: EUMETSAT OSI SAF Stéphane Saux Picart 

12:50-
13:00 

RDAC Update: JAXA Misako Kachi 

Lunch  

Plenary Session II: Review of activities since G-XV (Part 2) 

Chair: Anne O’Carroll Rapporteur: Ioanna Karagali 

14:00-
14:10 

RDAC Update: JMA Masakazu Higaki 

14:10-
14:20 

RDAC Update: Met Office Simon Good 

14:20-
14:30 

RDAC Update: NASA Jorge Vazquez 

14:30-
14:40 

RDAC Update: NAVO Keith Willis 

14:40-
14:50 

RDAC Update: NOAA/ACSPO Alexander Ignatov 

14:50-
15:00 

RDAC Update: NOAA/NESDIS/STAR Eileen Maturi 

15:00-
15:10 

RDAC Update: NOAA/NCEI Ken Casey 

15:10-
15:20 

RDAC Update: REMO Gutemberg França 

15:20-
15:30 

RDAC Update: RSS Chelle Gentemann 

Tea/Coffee Break 

Posters 

1 
Improving application of data quality information in accessing and 
using satellite data 

Ed Armstrong 

2 
Forecast of SST: calibration of ocean forcing with satellite flux 
estimates (COFFEE) 

Charlie Barron 

3 IMOS AVHRR SST products suitable for near-coastal applications Helen Beggs 

4 
Cloud Detection for sea surface temperature from global area 
coverage products 

Claire Bulgin 

5 Validation of Satellite-derived Lake Surface Temperature Erik Crosman 
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Monday, 20th July 2015 

6 
SST validation: Effect of space-time collocation criteria and 
determination of product-specific internal errors - SQUAM Demo 

Prasanjit Dash 

7 SST CCI status and progress Owen Embury 

8 
Uncertainties in validation of SST analyses using near-surface 
Argo observations 

Emma Fiedler 

9 Fiducial Reference Measurements for CEOS (FRM4CEOS) Nigel Fox 

11 
Pattern recognition enhancements to clear sky mask for VIIRS 
SST 

Irina Gladkova 

13 
Relative error in L4 products and “super-observations” as a 
function of grid resolution 

Alexey Kaplan 

14 Implications of diurnal warming events on atmospheric modelling Ioanna Karagali 

15 
Validation, error analysis and the effect of cloud contamination on 
the quality of VIIRS SST retrievals for various algorithms 

Prabhat Koner 

16 
Effects of low-frequency frontal scale sea surface temperature on 
ocean-atmosphere coupling 

Tim Liu 

17 
The uncertain high latitude SST sampling errors and the reduced 
errors in SST seasonal anomaly 

Yang Liu 

18 Validation of met office OSTIA diurnal analysis using Argo floats Chongyan Mao 

19 
NOAA/NESDIS Operational GHRSST Sea Surface Temperature 
Products 

Eileen Maturi 

20 Bias awareness in optimal estimation of sea surface temperature Chris Merchant 

21 
Infrared radiometers on ships of opportunity for satellite-derived 
sea-surface temperature validation 

Peter Minnett 

22 An update on MODIS and VIIRS Sea-surface Temperatures Peter Minnett 

23 
Fidelity and Uncertainty in Climate Data Records from Earth 
Observation: The FIDUCEO project 

Jon Mittaz 

24 Felyx demo Jean-François Piollé 

25 SST user workshop on uncertainties Nick Rayner 

26 CMEMS OSI TAC progress report Hervé Roquet 

27 Preparing OSI-SAF SEVIRI/MSG SST reprocessing 2004-2012 Stéphane Saux Picart 

28 Experiences with Sentinel-3 Optical Sensor Products Anne O’Carroll 

29 
Upwelling characteristics from SST gradients in the Peru/Chile 
coastal system 

Jorge Vazquez 

30 
The impact of the ocean thermal skin layer on air-sea interfacial 
heat fluxes 

Elizabeth Wong 

31 
Investigating Sea surface temperature diurnal variation over the 
tropical warm pool using MTSAT-1R 

Helen Beggs 

32 
In situ SST Quality Monitor version2 (iQuam2) 

iQUAM Demo 
Xinjia Zhou 

33 
Evaluating SST capability to capture coastal thermal features and 
diurnal warming on the Great Barrier Reef 

Xiaofang Zhu 
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Monday, 20th July 2015 

Welcome reception  

TUESDAY 

Tuesday, 21st  July 2015 

Plenary Session III:  Special session on Passive Microwave SSTs 

Chair: Craig Donlon Rapporteur: Tim Nightingale 

09:30-
10:00 

Recent Cal/Val Updates of the GCOM-W/AMSR2 Misako Kachi 

10:00-
10:30 

Optimal Estimation of Sea Surface Temperature FROM 
AMSR2 

Kevin Pearson 

10:30-
11:00 

In situ validation of sea surface temperatures from the GCOM-
W1 AMSR2 RSS calibrated brightness temperatures 

Chelle Gentemann 

Tea/Coffee Break 

11:30-
12:00 

Comparison of AMSR2 Sea Surface Temperature retrievals 
with in-situ data 

Kevin Pearson/Chelle 
Gentemann/Misako Kachi 

12:00-
13:00 

Open discussion led by session chair 

Lunch 

Plenary Session IV: New horizons 

Chair: Alexander Ignatov Rapporteur: Prasanjit Dash 

14:00-
14:20 

Sea surface temperature retrievals from INSAT-3D: Initial 
results 

Rishi Kumar Gangwar 

14:20-
14:40 

SST retrieval from HIMAWARI-8 Yukio Kurihara 

14:40-
15:00 

SST estimation in upwelling area: issues and strategies Gutemberg França 

15:00-
15:30 

Open discussion led by session chair 

Tea/Coffee Break 

Plenary Session V: Diurnal Variability 

Chair : Carol Anne Clayson Rapporteur: Sandra Castro 

16:00-
16:20 

SST diurnal cycle and heat budget estimates in the 
Mediterranean Sea 

Salvatore Marullo 

16:20-
16:40 

New analysis system for diurnal Sea Surface Temperature James While 

16:40-
17:00 

A facility for near-real time estimation and evaluation of diurnal 
warming 

Gary Wick 
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Tuesday, 21st  July 2015 

17:00-
17:30 

Open discussion led by session chair 

WEDNESDAY 

Wednesday, 22nd July 2015 

Plenary Session VI: Uncertainties in L2P products 

Chair: Helen Beggs Rapporteur: Werenfrid Wimmer 

08:30-
08:50 

Roles of L2 SSES in a L4 production case Mike Chin 

08:50-
09:10 

Redesigned SSES for ACSPO SST Boris Petrenko 

09:10-
09:30 

Modelled SST Uncertainties vs. Empirical SSES Claire Bulgin 

09:30-
10:00 

Open discussion led by session chair 

Tea/Coffee Break 

Plenary Session VII: Applications 

Chair: Peter Cornillon Rapporteur: Gary Corlett 

10:30-
10:50 

SST developments needed in support of climate services Nick Rayner 

10:50-
11:10 

Solar warming of south central Pacific Tim Liu 

11:10-
11:30 

Northeast Pacific SST anomaly Chelle Gentemann 

11:30-
12:00 

Open discussion led by session chair 

Lunch 

Afternoon Team Building 

GHRSST Dinner 
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THURSDAY 

Thursday, 23rd July 2015 

GHRSST Parallel Breakouts for TAGs/WGs 

08:30-10:30 DVWG CDRTAG 

Discussion of the following items: 

 Future DVWG workshop  

 Comparison of models with data sets with a 
focus on their ability to reproduce observed 
diurnal variability.   

 Comparisons of parameterizations 

 New Argo possibilities 

1) Vote for new Vice-Chair 

2) Review International Project Status slides 

3) Talk by Helen Beggs on "23 year data record from 
IMOS AVHRR SST HRPT data" 

4) Talk by Eileen Maturi on "NOAA/NESDIS/STAR 
Reprocessing 5km Sea Surface Temperature 
Analysis" 

5) Presentation by me on Uncertainties in CDR products 
and where the CDR-TAG may go in the future 

6) Discussion 

Tea/Coffee Break 

11:00-13:00 STVAL AUSTAG 

1) Overview of ST-VAL activities since GHRSST-XV (10 
mins) 

2) Action arising from 2014 ST-VAL Meeting:  Where to 
host the ship-borne radiometer L2i data? (5 mins) 

3) Discuss issues relating to satellite SST validation (20 
mins) 

4) Discuss SSES and Quality Level methodologies (60 
mins)  

Some outcomes from the G15 STVAL session were: 

• SSES and QL need to be de-coupled 

• QL should be more continuous rather than a step 
function 

Open Questions: 

i. How should Quality Level be defined? 

ii. How to create consistency in QL across different 
sensors?  

iii. How to create continuous uncertainties across QL?  

iv. How to incorporate "Modelled Uncertainties" per 
pixel?  

v. Do we still need SSES if we have Modelled 
Uncertainties? 

vi. Other questions ... 

vii. Next steps. 

5) Terms of Reference of ST-VAL Technical Advisory 
Group (10 mins). 

1) Terms of reference (overall direction of AUS TAG): 
Jorge Vazquez facilitating discussion 

2) Presentation of new web site and discussion: Gary 
Corlett and all participating in discussion 

3) Discussion on 

a) user survey discussion;  

b) quick start guide 

4) Discussion on identifying any gaps (knowledge gap, 
e.g., not knowing what is desired (user comes in with 
no knowledge of SST. How well do we know what 
products users want?  Current search capabilities don’t 
really account for such a user; communication gap, e.g., 
not providing clear instructions on which products to 
choose, delivery gap, e.g., data interruptions): Prasanjit 
Dash 

5) User support (roles of GDAC and LTSRF): Jorge 
Vazquez/Ken Casey 

6) Review of trends of user statistics: Jorge Vazquez 

7) Future of AUS-TAG membership. Jorge and Prash 

 

Lunch 
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Thursday, 23rd July 2015 

14:00-16:00 EaRWiG DASTAG 

 
 NOAA Big Data Partnership with Amazon, 

Google, Microsoft, IBM, and the Open 
Cloud Consortium., Ken Casey, NODC 

 New technology development and infusion 
at the JPL PO.DAAC, Edward Armstrong, 
Thomas Huang, Vardis Tsontos. NASA 
JPL  

Working with increasingly larger oceanographic data 
and datasets presents some unique challenges as well 
as opportunities to improve the user experience and 
productivity. We will review current technology efforts at 
the NASA Jet Propulsion Lab that address the topics of : 

 On demand data processing, mining, 
visualization and data interrogation 

 Data quality screening service 

 Improved data discovery and search 
relevancy 

 Satellite to in situ data matchup services. 

Many of these efforts are directly using and targeting 
GHRSST data and some sample uses cases will be 
presented. 

 initiatives for virtual research platforms in Europe, 
usage of big data technologies (hadoop, spark) at 
Ifremer, JF Piollé - IFREMER 

Other points of discussion : 

 DOIs: how should we use them in 
GHRSST, who is responsible for 
attributing a DOI? 

 GHRSST GDACs/RDACs model in 
coming years, Ken's proposal for a 
new GHRSST R/GTS framework 

 I am leaving out L2i format discussion 
as it is addressed in ST-VAL and both 
sessions are not in conflict in the 
agenda 

Tea/Coffee Break 

16:30-18:30 ICTAG R2HA2 

 16:30-16:50: Updates 

 16:50-17:40: Discussion “Impact of SSES on L4 SST 
Products” 
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Thursday, 23rd July 2015 

 Including reserved contributions (5 min & 2 slides 
each, no movies) from: 

 Nick Rayner,  
 Emma Fiedler,  
 Mike Chin,  
 Boris Petrenko 

 17:40-18:10: Discussion “L4 SST Error in Coastal 
Zones”  

 Including a kick-off contribution by  

 Gutemberg França 

 18:10-18:30: General discussion and plans for the next 
year 

FRIDAY 

Friday, 24th July 2015  

Plenary Session VIII: L4 analysis 

Chair: Alexey Kaplan Rapporteur: Mike Chin 

08:30-
08:50 

The new high-resolution, optimally interpolated SST dataset 
(1982-2012) for the Mediterranean Sea 

Andrea Pisano 

08:50-
09:10 

Assimilating retrievals of sea surface temperature from VIIRS 
and AMSR2 in the experimental high resolution CMC SST 

analysis 
Dorina Surcel Colon 

09:10-
09:30 

Open discussion led by session chair 

Closing Session 

Chair: Peter Minnett Rapporteur: Gary Corlett 

09:30-
10:00 

Future activities of GHRSST Gary Corlett 

Tea/Coffee Break 

10:30-
10:45 

Report from Advisory Council Craig Donlon 

10:40-
11:30 

Summary of breakout groups 

1 AUS-TAG Jorge Vazquez 

2 CDR-TAG Jon Mittaz 

3 DAS-TAG Jean-François Piollé 

4 DVWG Carol-Anne Clayson 

5 R2HA2 Hervé Roquet 

6 EaRWiG Andy Harris 
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Friday, 24th July 2015  

7 IC-TAG Alexey Kaplan 

8 ST-VAL Helen Beggs 

11:30-
12:15 

Review of action items 

12:15-
12:45 

Identification of priorities for following 12 months 

12:45-
13:00 

Wrap-up/closing remarks 

Close of GHRSST XVI 
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PLENARY SESSION II: REVIEW OF ACTIVITIES I 
 

SESSION REPORT 

Chair: Andy Harris(1), Rapporteur: Owen Embury(2) 

 (1) University of Maryland, College Park, MD, U.S.A., Email: andy.harris@noaa.gov 

(2) University of Reading, UK, Email: o.embury@reading.ac.uk 

 

ABSTRACT 

The second plenary session of the 16th GHRSST Science Team Meeting covered the review of GHRSST 
activities since the previous Science Team Meeting.  This report provides a brief overview of the 12 
presentations given by the various agencies and organizations.  Two of the common themes across many 
talks were the use of DOIs for datasets and move towards providing uncertainty information rather than SSES. 

1. Schedule 

The list of presentations and speakers is shown below in Table 1. 

 

Presentation Speaker 

GHRSST Connection with CEOS: SST-VC Anne O’Carroll 

GHRSST system Components: GDAC Ed Armstrong 

GHRSST system Components: EU GDAC Jean-François Piollé 

GHRSST system Components: LTSRF Ken Casey 

GHRSST system Components: SQUAM and iQUAM Alexander Ignatov 

GHRSST system Components: Felyx Jean-François Piollé 

RDAC Update: ABoM Helen Beggs 

RDAC Update: CMEMS Hervé Roquet 

RDAC Update: CMC Dorina Surcel Colan 

RDAC Update: EUMETSAT Anne O’Carroll 

RDAC Update: EUMETSAT OSI SAF Stéphane Saux Picart 

RDAC Update: JAXA Misako Kachi 

Table 1: The schedule of presentations and speakers during the Monday morning plenary session. 

2. Summary of Presentations 

2.1. CEOS: SST-VC, Anne O’Carroll 

O’Carroll summarized the activities of the SST Virtual Constellations which facilitates interactions between the 
international SST community, GHRSST and the coalition of national space agencies Committee on Earth 
Observing Satellites (CEOS). 

mailto:andy.harris@noaa.gov
mailto:o.embury@reading.ac.uk
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2.2. GDAC, Ed Armstrong 

Armstrong presented the report from the Global Data Assembly Centre (GDAC).  28 new GDS2.0 datasets 
have been added and FTP continues to be the most popular data access mechanism.  The GDAC has 
developed a Metadata Compliance Checker (MCC) which performs granule levels metadata checks to ensure 
all products conform to the relevant standards (CF, ACDD, GDS2.0, etc.).  Issues for consideration include 
improving dataset lifecycle quality descriptions and dataset provider documentation such as ATBDs. 

2.3. EU GDAC, Jean-François Piollé 

Piollé presented the EU-GDAC report which covered the products collected at the EU-GDAC (primarily OSI 
SAF, MyOcean, and Medspiration products), communication and collaboration between the US-GDAC and 
EU-GDACs.  Two tools discussed were a Python based tools for Data search and access (Naiad) and Felyx.  
Issues raised were the difficulty in tracking down the usage of data – particularly when the dataset does not 
have an associated scientific publication.  The use of DOIs for datasets could improve this. 

2.4. LTSRF, Ken Casey 

Casey presented the status of the Long Term Stewardship and Reanalysis Facility (LTSRF) that is now 
operated by the National Centers for Environmental Information (NCEI), which replaces the former individual 
NOAA Data Centers.  The LTSRF dataset list is now dynamically generated from the metadata of archived 
datasets so it is always up-to-date, and the LTSRF has the ability to mint DOIs for hosted datasets. Work on 
Pathfinder v5.3 continues with numerous improvements over v5.2.  Processing is now done in the cloud using 
Amazon Web Services (AWS). 

2.5. SQUAM and iQUAM, Alexander Ignatov 

Ignatov presented reports on the SST Quality Monitor (SQUAM) and in situ SST Quality Monitor (iQUAM).  In 
order to add new SST products into SQUAM they are considering retiring older products which are not actively 
used.  The iQUAM system is now using a netCDF4 format based on the “GDS2i” proposal made at the last 
science meeting. 

2.6. Felyx, Jean-François Piollé 

Piollé presented the current development status of the Felyx system.  It is now in demonstration and testing 
phase, with a full public release expected in early 2016. 

2.7. ABoM, Helen Beggs 

Beggs presented news from the Australian Bureau of Meteorology (BoM) RDAC.  IMOS/BoM have now 
processed their Australian and Antarctic region HRPT AVHRR SST archive back to 1992 and validated against 
IMOS data.  Other BoM work includes ingestion of JAXA AMSR-2 SST into the BoM L4 analyses, further IMOS 
ships of opportunity, and preparation for Himawari-8 SSTs. 

2.8. CMEMS, Hervé Roquet 

Roquet presented the Copernicus Marine Environment Monitoring Service (CMEMS) a new European 
Commission core service.  The OSI TAC contract for satellite SST was awarded to the same consortium as 
MyOcean.  CMEMS satellite SST products include global and regional NRT multi-sensor L3/L4, with a focus 
on high-resolution products.  Issues raised were the NRT access mechanisms that GDAC/PODAAC cannot 
provide; instead users should get NRT data directly from the data provider (NOAA/NASA).  Secondly the issues 
of Single Sensor Error Statistics (SSES) vs uncertainty information, as all OSI TAC L4 producers need reliable 
uncertainty estimates (ideally separated into uncorrelated and correlated components), current SSES standard 
deviation estimates are not suitable. 
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2.9. CMC, Dorina Surcel Colan 

Colan presented the report from the Canadian Meteorological Centre (CMC) RDAC.  The CMC is producing a 
new higher resolution L4 analyses at 0.1 degree resolution.  Future plans include use of CMC 3DVAR ice 
assimilation for the analysis, and addition of lake surface temperatures. 

2.10. EUMETSAT, Anne O’Carroll 

O’Carroll presented the news from the EUMETSAT RDAC, this included the recent launch of MSG-4, the 
imminent launch of Sentinel-3 and future missions.  Ongoing work at EUMETSAT includes a 1D-VAR retrieval 
from IASI which includes uncertainty estimates, and preparation for Sentinel-3 SLSTR SST products. 

2.11. EUMETSAT OSI SAF, Stéphane Saux Picart 

Saux Picart presented the OSI SAF RDAC report that covered real-time SST products from Metop AVHRR 
and SEVIRI, and the current SEVIRI reprocessing.  Issues raised were the use of DOIs for real-time products 
and definition of SSES as many users ignore SSES as they are inconsistent between products. 

2.12. JAXA, Misako Kachi 

Kachi presented the report from JAXA covering: AMSR-E which is now in slow rotation mode (2 rpm) with L1 
data available on request; AMSR-2 on board GCOM-W; and Himawari-8.  AMSR-E data will be reprocessed 
using consistent algorithms and output formats to AMSR-2.  AMSR-2 includes a new research product based 
on the 10 GHz channel, this provides higher resolution than the standard 6 GHz products but is much less 
sensitive to SSTs below ~10 degrees C.  Issues raised included the definition of SSES. 
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GHRSST SYSTEM COMPONENTS: LTSRF 
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(1) NOAA National Centers for Environmental Information, USA, Email: Kenneth.Casey@noaa.gov 

 

ABSTRACT 

Since the 15th GHRSST Science Team Meeting, the Long Term Stewardship and Reanalysis Facility (LTSRF) 
at the NOAA National Centers for Environmental Information (NCEI) has made significant progress in the long-
term stewardship of all GHRSST datasets.  NCEI is the merger of the previous three separate NOAA National 
Data Centers. Operational services were maintained and incrementally improved, with better management of 
multiple versions of GHRSST data products. New services this year include the minting of DOIs for GHRSST 
products on request, deployment of a dynamic data table, and the real-time ingest and archive of selected 
products.  This report summarizes these accomplishments and provides an overview of NCEI’s contribution to 
the international SST community.    

1. Introduction 

The NOAA National Centers for Environmental Information (NCEI) was formed this year as the merger of the 
three, previously distinct National Climatic Data Center (NCDC), National Geophysical Data Center (NGDC), 
and National Oceanographic Data Center (NODC).  NCEI continues in NODC’s place, providing long-term 
stewardship for all GHRSST products provided to the Regional Global Task Sharing (R/GTS) Framework, 
illustrated in in Figure 1.  

 

Figure 1: The GHRSST Regional Global Task Sharing Framework. 
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In addition to providing long-term archival services, the NCEI also serves as a Regional Data Assembly Center 
(RDAC) for the Pathfinder SST climate data record and the Daily OISST products.  Those RDAC activities are 
reported in a separate extended abstract. 

2. Operational Progress Since GHRSST 15 

Table 1 summarizes the progress made by the LTSRF since 2007. Each year, as the volume of the archive 
has grown the number of services available to these data has grown as well. At the time of this report, the 
NCEI LTSRF is capable of providing all GHRSST products through FTP, HTTP 
(http://data.nodc.noaa.gov/ghrsst), OPeNDAP (http://data.nodc.noaa.gov/opendap), and the THREDDS Data 
Server (TDS).  Gridded products are additional made available through the Live Access Server (LAS, 
http://data.nodc.noaa.gov/las) and a wide range of discovery services are enabled though the NCEI-MD 
(formerly NODC) Geoportal Server (http://data.nodc.noaa.gov/geoportal).  MCEI also ensures that GHRSST 
meets the expectations of the Committee on Earth Observing Satellites (CEOS) by providing both collection 
and granule level discovery to the CEOS WGISS Integrated Catalog (CWIC) system. 

 

 
2007 2008 2009 2010 2011 2012 2013 2014 2015* 

Products  22 26 27 40 59 60 62 77 

Accessions  39,048 49,957 59,982 67,906 92,282 105,046 112,182 123,325 

Files  679,000 993,580 1,352,901  
1,662,00

4 
2,459,724 3,290,806 3,971,657 4,894,891 

Volumes 
(TB) 

 13 20 28 34 57 60 81 92 

Services 
ftp 

http 

ftp 

http 

ftp 

http 

DAP 

ftp 

http 

DAP 

WMS 

WCS  

ftp 

http 

DAP 

WMS 

WCS  

LAS 

ftp 

http 

DAP 

WMS 

WCS  

LAS 

Geoportal 

ftp 

http 

DAP 

WMS 

WCS  

LAS 

Geoportal 

Granules 

CWIC 

ftp 

http 

DAP 

WMS 

WCS  

LAS 

Geoportal 

Granules 

CWIC 

ftp 

http 

DAP 

WMS 

WCS  

LAS 

Geoportal 

Granules 

CWIC 

 

Table 1: Summary of LTSRF progress since 2007. * -  data for 2015 are through 17 July 2015. 
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Table 2: User accesses from the LTSRF. 

Table 2 summarizes the user accesses to the GHRSST LTSRF at NCEI through 2014.  Overall growth has 
been seen every year since the LTSRF began serving GHRSST data in 2005.   

Operational services continued to be maintained and sustained since GHRSST-15. NCEI continues supporting 
that seamless linkage between collection and granules, so that once a user discovers a GHRSST collection, 
they can jump directly to a granule (or file) level discovery process using a common look and feel interface. 
The LTSRF also still maintains automated status reporting and provides browse graphics for all ingested data 
files.  Incremental improvements were also made to the LTSRF’s ability to seamlessly manage multiple 
versions of incoming GHRSST products.  As directed by the RDACs, new versions of an existing product are 
shown first and foremost to users through what is known as a “best copy” directory hierarchy.  In those folders, 
the most recent version of a dataset is always shown.  If users truly want an older version they can access that 
through the NCEI archive systems. In addition, a GDS1-only and a GDS2-only directory hierarchy also exist, 
for users who specifically want access to only one GDS version.  Metadata in the discovery systems reflect 
when a product line is either GDS1, GDS2, or contains both versions. 

  

 2006 2007 2008 2009 2010 2011 2012 2013 2014 

Files 
served 
per day 

85 1130 1734 3413 21,956 14,896  28,807 20,056 21,196 

GB 
served 
per day 

0.2 1.8 3.9 18.8 66.3 115 73 145 156 

Users 
served 
per day 

3 7 8 8 11 19 19 24 36 
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3. Dynamic Data Table 

In the last year, NCEI implemented a dynamically generated data table that lists all of the archived GHRSST 
products and some key information about each.  Figure 2 below shows a screenshot of the top of the table. 

 

Figure 2: Dynamic data table showing GHRSST products available at LTSRF and key characteristics. 

The table is generated automatically from the product and system metadata, so it always reflects the most 
accurate information available from the LTSRF. 

4. Digital Object Identifiers 

In the last year, NCEI also minted its first DOIs for GHRSST data sets.  The LTSRF will mint a DOI for GHRSST 
products when requested by the RDAC.  An example for OSPO ACSPO VIIRS L2P is doi:10.7289/V5PR7SX5 
and the landing page is shown below in Figure 3. 

 

Figure 3: Landing page for OSPO’s ACSPO VIIRS L2P product, with its DOI, doi:10.7289/V5PR7SX5. 

http://dx.doi.org/10.7289/V5PR7SX5
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5. Real Time Ingest and Archive 

To better meet the specific requirements of certain RDACs, NCEI also implemented the capability of archiving 
data directly from an RDAC or the GDAC in near real time, without the standard 30-day delay imposed by the 
GDAC interface. In this approach, NCEI archives the data right away, but still performs a check against the 
GDAC data 30 days after observation to ensure the LTSRF is receiving the best available version of a data 
set.  This system was implemented for the OSPO VIIRS ACSPO L2P product. 

6. Conclusion 

The period since GHRSST-15 has been another successful one for the former NODC, now NCEI, LTSRF. In 
addition to maintaining all operations during the significant merger of the three previously separate NOAA 
National Data Centers, NCEI was able to improve service delivery to GHRSST through the provision of a 
dynamic data table, the minting of DOIs, and the successful operation of a real-time archive ingest for the 
OSPO ACSPO VIIRS L2P SST product. 
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ABSTRACT 

The SST Quality Monitor (SQUAM; www.star.nesdis.noaa.gov/sod/sst/squam/; Dash et al., 2010, 2012) and 
the in situ SST Quality Monitor (iQuam; www.star.nesdis.noaa.gov/sod/sst/iquam/; Xu and Ignatov, 2014) are 
two NOAA online near-real time SST monitoring systems. The SQUAM monitors satellite (L2/3) and analysis 
(L4) SST products, produced both at NOAA and by partner organizations, and consistently validates them 
against uniformly quality controlled (QC) in situ SSTs produced by iQuam. The iQuam performs QC of in situ 
data, monitors QCed SSTs online, and serves to NOAA (including SQUAM) as well as external users, for the 
use in satellite Cal/Val. This abstract summarizes the progress made since GHRSST-15, and future work. 

1. Summary of major developments in SQUAM and iQuam 

In SQUAM, two previously tested products are now fully implemented (NAVO VIIRS and ARC); two new NOAA 
ACSPO products added to testing – operational VIIRS L3U and experimental Himawari-8 AHI L2; ,ore 
consistent handling of outliers implemented (maps and histograms are now generated with and without 
outliers); in situ Val uniform regenerated for all products and their monthly statistics added; the gridding code 
optimized; and the previously used RTG replaced with CMC L4 reference, due to improved diagnostic skill. 

In iQuam, v1 is being upgraded to the v2 (temporary placed at www.star.nesdis.noaa.gov/sod/sst/iquam/v2/, 
eventually to be moved to the permanent address www.star.nesdis.noaa.gov/sod/sst/iquam/, once testing is 
complete). The v2 includes several enhancements. First, v2 now covers period from 1981-pr (cf. with 1991-pr 
in iQuam1). The extension was done using ICOADS data. Also, QC in v2 has improved, through adding: the 
2nd reference (CMC L4 SST, in addition to the Reynolds L4 previously available in iQuam1); individual QFs 
from external data products (OSI/SAF CMS black list, ICOADS and ARGO floats, etc); and the new 
“performance history” check (which serves as a more graceful and continuous version of the black list). Four 
new in situ data types were included in v2 (ARGO floats, high-resolution GHRSST drifters, IMOS ships from 
Australian BoM, and moored buoys from the NOAA Coral Reef Watch). The web interface has improved, 
through adding daily statistics, enhancing the web graphics, and redesigning and optimizing the code. Finally, 
the output format has changed from pervious hdf4 in v1, to NetCDF4 in v2, and now better complies with the 
GHRSST data specification version 2, GDS2 for satellite data.  
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Figure 1: Data currently monitored in SQUAM. Top: low resolution (~4km); Bottom: high resolution data (~1km).   

2. SST Quality Monitor (SQUAM) 

The L2/3 SQUAM comprises two modules – low and high resolution (Figure 1). The initial objective of SQUAM 
was to evaluate the NOAA ACSPO SST products from AVHRRs onboard NOAA/Metop and from VIIRS 
onboard S-NPP (Ignatov, et al., 2015, this meeting). Several other NOAA and partners’ polar IR SST products 
were also included in SQUAM, to evaluate the ACSPO SSTs in the appropriate context. Since then, the scope 
of NOAA SST has grown and now includes the new line of ACSPO geo products, from Himawari-8 (H8; 
launched in October 2014) and from GOES-R (to be launched in 2016). Preparations are also underway for 
the two new polar launches – JPSS-1 in early 2017 and Metop-C in 2018. As a result, the SQUAM priorities 
are being revisited.  

In the coming year, partners’ products currently included (e.g., NAVO, IDPS and ARC, Pathfinder) or planned 
to be included in SQUAM (e.g., the SLSTR onboard Sentinel-3, and MOD28/MYD28 products produced by 
NASA/U. Miami) will be reviewed, in the interest of redirecting NOAA resources towards monitoring ACSPO 
polar and geo products. Comparisons with other products may still be occasionally conducted using SQUAM 
functionality, to ensure ACSPO consistency with other community SST products. Non-NOAA data producers 
and users are encouraged to explicitly express their interest, to ensure continuous and systematic data 
processing and display in SQUAM. 

Below, shown are several examples of initial monitoring of the two new ACSPO products in SQUAM – 
operational JPSS L3U (Figures 2-3) and experimental H8 L2P (Figures 4-5). 
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Figure 2: Hovmoller diagram of ACSPO VIIRS L3U minus iQuam drifters SSTs (at night).  

The biases in ACSPO VIIRS retrievals in Figure 2 are mostly seen in the high latitudes and to a lesser degree 
in the tropics, which are predominantly cold (note however increased noise in these areas, due to reduced 
density of in situ data and therefore fewer match-ups; as a result, spots with warm biases are often interleaved 
with cold biases). These systematic patterns may be due to a combination of residual cloud and biases in the 
multi-channel SST retrieval algorithms. Work is underway to understand and minimize those. 

  

Figure 3: Night time Hovmoller diagrams of ACSPO VIIRS L3U minus wrt to (left) CMC and (right) OSTIA L4 fields. 

Figure 3 shows corresponding Hovmoller diagrams with respect to two L4 products widely used in the SST 
community, CMC and OSTIA. The ACSPO SST generally agrees well with both L4s, over most global ocean. 
The largest differences with the OSTIA L4 SST are found in the high latitudes, where the OSTIA SST appears 
much colder than ACSPO which in turn shows cold biases relative to in situ SSTs (cf. Figure 2). Recall that 
OSTIA is currently “anchored” to the OSI SAF Metop-A AVHRR L2 SST, and a similar cold bias is seen in the 
OSI SAF L2 SST relative to CMC L4 and in situ SSTs, whereas OSTIA and OSI SAF products are in close 
agreement (these results are not shown here but available in SQUAM). On the other hand, the CMC SST 
agrees well with the ACSPO VIIRS SST which is assimilated in CMC L4, whereas the OSTIA L4 SST is 
anchored to the OSI SAF AVHRR L2 SST. Both L2/L4 pairs are biased cold in the Northern high latitudes, 
although biases are larger in the OSTIA/OSI SAF tandem. Work is currently underway to explore assimilation 
of the ACSPO VIIRS L3U in OSTIA L4, and to better understand and minimize these cross-product biases 
seen in SQUAM. 
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Figure 4: Validation of NOAA ACSPO H8 and heritage H7 SSTs wrt iQuam drifters in May 2015, before experimental 
production of H8 commenced: (Left) Biases; (right) Standard deviations. Each data point represents: 10min FD for H8; 1 

hr product file for H7. 

Figure 4 shows results of validation of the H8 ACSPO SST (for more information on ACSPO SST, see Ignatov 
et al., this meeting). For comparison, the current operational NOAA SST product produced from MTSAT-2 (H7) 
using the NOAA heritage (pre-ACSPO) geo SST processing system is also shown. Typical biases in H8 
ACSPO SST are within ±0.2 K. There is a ~0.10-0.15 K diurnal cycle in the in situ validation results, due to 
differences between ACSPO skin and in situ bulk SSTs. These performance statistics are typically a factor of 
2 better than for the heritage H7 SSTs. The corresponding H8 ACSPO standard deviations range from 0.4-0.6 
K, smaller numbers being representative of local nights and larger of local days. The H7 standard deviations 
are comparable with the corresponding H8 counterparts at night. However, during the daytime, the H8 ACSPO 
SST shows a significant improvement, from 0.8-1 K for H7 to ~0.6 K. Part of the improvement in the H8 SST 
is due to using AHI sensor onboard H8, with a significantly improved spatial resolution and radiometric 
performance. On the other hand, the initial implementation of the H8 ACSPO SST is expected to evolve, and 
performance of H8 SST will improve in the future development. 

 

Figure 5: (left) Number of clear-sky ocean pixels for H8/7. (Right): Clear-sky fraction (ratio of clear-sky to total pixels). 

Figure 5 shows that H8 product not only has superior performance (cf. Figure 4), but does it in a larger retrieval 
domain. Larger number of clear-sky pixels in H8 is expected, due to its 2km spatial resolution which results in 
larger total number of pixels tan for H7 (4km resolution). The ratio of clear pixels to the total number of pixels 
is therefore more representative. It is also shown in Figure 5. In H8 product, the clear-sky fraction ranges from 
15-27%, whereas in the heritage H7 product it ranges from 8-20%. Larger fraction in H8 is expected, due to 
the finer spatial resolution of AHI sensor. Our initial analyses also suggest that initial settings of the ACSPO 
clear-sky mask may be overly conservative, and can be improved. Work is currently underway to explore 
improved clear-sky mask for AHI. 
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3. In situ SST Quality Monitor version 2 (iQuam2) 

Figure 5 shows the interface of the new iQuam2 system.  

 

Figure 6: The interface of iQuam2. New data added in iQuam2 are ARGO floats, HR drifters, IMOS shops, CRW buoys.  

Complete documentation of iQuam2 is currently underway (Ignatov, et al, 2016). Examples below illustrate 
new data added in iQuam2, including the GHRSST high-resolution (HR) drifters (DBCP-GHRSST, 2010). 
Figure 7 shows that the HR-drifters are mostly found in the N. Atlantic and S. Indian and S. Pacific.  

 

Figure 7: The HR drifters are mostly found in the N. Atlantic, S. Indian and S. Pacific Oceans. 
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Figure 8: Standard deviations of in situ minus reference SST, for two references (left) Reynolds L4; and (b) CMC L4. 

Figure 8 shows that out of the 4 in situ data plotted here, the drifters agree best with both Reynolds and CMC 
L4 analyses. Recall that both analyses assimilate drifter data. The better agreement with CMC than with 
Reynolds may be deceiving as it depends on how strongly one or another analysis is “forced” into in situ drifter 
data. Validation of both L4s against ARGO floats and IMOS ships provides an independent validation, as these 
in situ data have not been assimilated in both L4s. To that end, the agreement with both is closer and more 
stable in time for CMC than for Reynolds, suggesting the improved quality of the CMC analysis. Interestingly, 
the HR drifters do not show improved agreement with either CMC or Reynolds, compared to the conventional 
drifters. (In fact, the agreement with the CMC is even degraded.) This is likely due to the fact that statistics of 
highly regional HR drifters is compared with the global statistics for conventional drifters. Analyses are currently 
underway to compare the regional statistics of the two types of drifters. 

4. Conclusion and Future Work 

Significant progress was made since the GHRSST-15 with both NOAA SST monitoring systems. Major 
SQUAM priorities for the coming year will be: reduced monitoring of the community products for which no 
feedback is received from either data producers or users; adding complete geo capability; redesigning the low 
resolution L2-SQUAM page, to monitor the reprocessed AVHRR GAC products from 2002 – pr; and 
improvement and completion of SQUAM functionality as deemed appropriate. The current iQuam1 will be 
retired and replaced with iQuam2; archival with GHRSST (PO.DAAC, NCEI) will be explored; and iQuam2 will 
be documented. Work towards iQuam3 will include adding the remaining in situ data (SAMOS ships, World 
Ocean Database) and exploring the 3-way error analysis, to determine errors in individual in situ data. 
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GHRSST SYSTEM COMPONENTS: RDAC UPDATE:  
CANADIAN METEOROLOGICAL CENTER 

Dorina Surcel Colan 
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Service of Canada, Environment Canada, Email: dorina.surcel-colan@ec.gc.ca 

 

ABSTRACT 

The Canadian Meteorological Centre (CMC) produces one Level 4 SST analysis in the operational cycle. In 
the last year a new higher resolution product has been developed, using an improved methodology and new 
satellite retrievals datasets. This paper presents details about CMC products and how these products are used 
in the atmospheric and oceanic forecasting systems. 

1. Introduction 

CMC participates in GHRSST with an L4 0.2° SST analysis produced in real time. The release in 2014 of two 
new SST datasets from VIIRS instrument onboard the Suomi National Polar-Orbiting Partnerships (S-NPP) 
satellite and AMSR2 instrument onboard the Global Change Observing Mission-Water (GCOM-W) satellite, 
raised the question of the potential contribution of these datasets to SST analyses. Tests have been done to 
include these datasets into an experimental 0.1° version of the CMC analysis.   

2. L4 CMC SST analyses  

The SST analyses produced at CMC are based on the statistical interpolation method as described in Brasnett 
(2008). This method is also used for the quality control of observations and the bias correction of satellite 
retrievals. The CMC analysis represents SST at a depth where no diurnal variability is present. The assimilation 
methodology uses anomaly from climatology as the analysis variable. The background is based on simple 
persistence.  

The 0.2° SST analysis produced in the operational cycle assimilates data from 4 AVHRR instruments together 
with in situ data from moored and drifting buoys and ships and ice information.  

The new 0.1° SST analysis has been recently implemented in experimental mode. Data from VIIRS and 
AMSR2 instruments are assimilated in addition of data used in the operational analysis. Along with increasing 
the resolution of the analysis grid, additional changes were needed to fully benefit from the improved resolution. 
More details about this new product are included in a separate paper by Brasnett and Surcel.  

Table 1 contains details about each data set used in these analyses. Both analyses are produced in GDS2 
format. Since 2014, the 0.2° SST delivered to GHRSST via PO.DAAC website assimilates also data from 
VIIRS and AMSR2. Reanalysis back to Sept. 1, 1991 using this version are available in GDS2 format. No 
SSES bias or standard deviation errors are used in these analyses. 

Data set Data type Source 

NOAA18 AVHRR L2P NAVOCEANO 

NOAA19 AVHRR L2P NAVOCEANO 

Metop A AVHRR L2P NAVOCEANO 

Metop B AVHRR L2P NAVOCEANO 

AMSR2 L3 RSS 

VIIRS-NPP L2P NOAA/NESDIS/OSPO 

In situ  GTS 

Sea-ice concentration L4 CMC ice analysis 

Table 1: Data sets uses in CMC SST analyses 
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3. Use of SST analysis in the operational cycle at CMC 

At the Canadian Meteorological Centre, forecast models use the SST analysis from the micro scale to the 
global scale. Among these systems, the Global and Regional Deterministic Prediction Systems (GDPS, RDPS) 
and the Global and Regional Ensemble Prediction Systems (GEPS, REPS) use the SST in the initialization 
process. SST values are updated once per day and the field is kept constant during the integration.  

Recently, environmental systems have been implemented to produce ocean and ice forecasts. The Global Ice 
Ocean Prediction System (GIOPS) (Smith et al, 2015) provides daily global ice and ocean analyses and 10-
day forecasts on a 1/4°-resolution grid. GIOPS includes a full multivariate ocean data assimilation system that 
combines satellite observations of sea level anomaly and sea surface temperature together with in situ 
observations of temperature and salinity. The CMC SST analysis is interpolated onto GIOPS grid and 
assimilated directly with a constant error of 0.3°C. This error corresponds closely to the estimated error from 
the CMC SST analysis (Brasnett, 2008) and also provides a good constraint for SST to reduce initialization 
shock when using GIOPS analyses in coupled medium-range forecasts with the GDPS (Smith et al., 2013).  

GIOPS participates in GODAE OceanView Inter-comparison project (Ryan et al, 2015). Evaluations of ocean 
forecasts at different lead times against in situ data show good performance of GIOPS especially for the SST. 
Figure 1 shows the performance of GIOPS compared with other oceanic systems during 2014 for 120h forecast 
of SST. 

 

 

Figure1: 2014 time series of RMSE error for 120h forecast of SST; the forecast is compared with USGODAE in-situ 
drifting buoys. The oceanic forecasting systems participating in GODAE Oceanview intercomparison project are 

described in Ryan et al. (2015). This figure was provided by Jinshan Xu and Fraser Davidson.  

4. Future plans 

With the implementation in the operational cycle of the new higher resolution analysis and the availability of 
reprocessed satellite datasets back to 1981 it is an interest to produce reanalysis of SST for the last 30 years.  

The performance of GIOPS model encourages us to review the methodology of SST analysis in order to 
introduce GIOPS information into the background field. Interests are also to produce a regional surface water 
temperature analysis to include the large number of Canadian lakes. 
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ABSTRACT 

The European Organisation for the Exploitation of Meteorological Satellites (EUMETSAT) delivers operational 
weather and climate-related satellite data, images and products throughout all day and year. EUMETSAT also 
has commitments to operational oceanography and atmospheric composition monitoring. Activities over the 
next twenty years include the continuation of the Mandatory Programmes (MSG, EPS) and future (MTG, EPS-
SG), which all include ocean observations of SST and sea surface winds. Other oceanography activities 
include with and towards sea-ice products, radiative fluxes, significant wave height, sea surface topography, 
sea-ice surface temperature, ocean colour products, turbidity, and aerosol optical depth over water. 

1. Sea Surface Temperature activities 

EUMETSAT operational services from Metop-B (AVHRR, IASI) and Meteosat-10 (SEVIRI) continue. Launches 
related to oceanography for 2015 include MSG-4 (SEVIRI) on 15th July 2015; and the 3rd party/optional 
programmes of Copernicus Sentinel-3A SLSTR in October/November 2015 (Sentinel-3B expected 18months 
later); and Jason-3. Further ahead, Metop-C is planned for 2018; EPS-SG (MetImage, IAS) around 2020; and 
MTG-I1 (FCI) in 2018 and MTG-S1 (IRS) in 2020.  

EUMETSAT supervises and coordinates its Satellite Application Facility (SAF) network. The EUMETSAT 
Ocean and Sea-ice SAF is lead by Meteo-France with a consortium of institutes from EUMETSAT member 
states, and provides reliable and timely operational services related to meteorology, oceanography and the 
marine environment. 

In addition to mandatory programme activities the oceanography group at EUMETSAT collaborates and 
interacts and/or supports the Copernicus programme, OSI-SAF, GSICS, Felyx, Horizon 2020 Fiduceo plus 
others. 

IASI SSTs have been available since April 2008, contained within the EUMETSAT IASI Level 2 product. These 
data are available via EUMETCast, together with vertical temperature and humidity profiles in the BUFR 
product called IASI L2 TWT. The Metop-A IASI L2Pcore SST product follows the GDS2r5 and has been 
available via ftp from the Data Centre since March 2011, with Metop-B available since January 2014. The 
SSTs are based on those available from the IASI L2 product. 

The IASI SST L2Pcore contains skin SSTs from the IASI PPF, flags, quality information and SSES, plus an 
auxiliary wind-speed field, but no further auxiliary data required for the complete GHRSST specification. Within 
the Continuous Development and Operations Phase 2 (CDOP-2) of the EUMETSAT Ocean and Sea-Ice 
Satellite Application Facility (OSI SAF) a full GHRSST specified Metop-A IASI L2P SST is produced based on 
the Metop-A IASI L2Pcore SST from the central facilities. The full L2P product has extra auxiliary data, such 
as sea-ice fraction and aerosol information, which is necessary to fulfil the complete GHRSST specification. 
The SST retrieval from IASI is based on the 1D-VAR Optimal Estimation Method, recently updated with the 
Version 6 of the IASI Level-2 Product Processing Facility (PPF) from 30 September 2014. OSI-SAF IASI SST 
L2P product (OSI-208) has been declared operational and is available from the OSI SAF ftp site at Ifremer or 
via EUMETcast. OSI-208 has been pre-operational since 20 November 2014, and available from the OSI SAF 
ftp site at Ifremer since the end of 2014. The OSI-208 has been available via EUMETcast since 8 January 
2015. 

IASI SSTs have been collocated to in situ drifting and moored buoy measurements, and additionally compared 
with AVHRR SST observations (O’Carroll and Marsouin, 2015). The IASI SSTs from version 6 of the IASI L2 
PPF show a slight cool bias against drifting buoys with the highest quality results (Quality Level 5) displaying 
a cool bias of -0.06 K (standard deviation 0.38 K). The impact of the newly implemented Version 6 of the PPF 
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is to reduce a previously observed IASI cool bias significantly for the higher quality results. For all quality levels 
the cool bias has been reduced by the new version by 0.1–0.2 K. Plans for 2016 include improved aerosol 
detection and flagging for IASI SSTs; and validation of uncertainties and improvements in product 
uncertainties.  

 

Figure 1: IASI buoy SST January to June 2015 

 

 

Figure 2: Binned plots showing the IASI SST minus drifting buoy SST versus latitude, satellite zenith angle, and wind-
speed over the period January to June 2015. 

2. Sea-ice surface temperature activities 

Activities are underway at EUMETSAT towards research and development needed for Copernicus Sentinel-3 
SLSTR sea-ice cloud detection. Further Copernicus activities are planned to follow on algorithm development 
and validation for sea-ice surface temperature and marginal ice zone temperature retrievals. 
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3. Copernicus Sentinel-3 SLSTR 

EUMETSAT is participating in the European Commission’s Copernicus Sentinel-3 programme in partnership 
with ESA, where EUMETSAT will operate the satellite and will serve the marine user community. ESA is 
responsible for the development of the Sentinel-3 space and ground components and will serve the land user 
community. The Sentinel-3 launch is planned for October/November 2015. 

The satellite will have on board the Sea and Land Surface Temperature radiometer (SLSTR), a dual-view 
sensor, and is a successor to the ATSR series but with a wider swath and updated instrument characteristics. 
Information on the products can be found in O’Carroll et al, 2015. 

Level 0 and Level 1 data and products will be generated at and L1 distributed by both EUMETSAT and ESA. 
EUMETSAT will be the Sentinel-3 marine centre and are responsible for the production and distribution of the 
level-2 marine products. Data will be distributed through EUMETCast and the EUMETSAT data centre. Further 
information, including data access, data format , products and (soon) sample Test Data Sets (e.g. Tomazic et 
al, 2015), can be found from:  

http://www.eumetsat.int/website/home/TechnicalBulletins/CopernicusUserPreparation/index.html.  

Preparations towards the EUMETSAT Mission Performance Implementation Plan for Sentinel-3 Calibration 
and Validation activities continue, in coordination with the ESA Mission Performance Centre. Activities include 
the OSI-SAF Federated Activity on the SLSTR Matchup Database, in coordination with ESA Felyx. Activities 
are planned towards a pilot project for better calibrated drifting buoys for satellite validation, in coordination 
with the Data Buoy Cooperation Panel and ESA. 

Preparation activities by the Sentinel-3 Validation Team continue. Further participation is welcome, please 
contact Anne.Ocarroll@eumetsat.int or Craig.Donlon@esa.int for more information. 

4. Third party data activities 

Work towards access to relevant sea surface temperature data from third-parties continues including the 
agreements with NOAA, ISRO, SOA, NSOAS and JAXA. S-NPP VIIRS ACSPO (v2.4) L3U are available 
through EUMETCast. GCOM W2 AMSR2 L2P SSTs are available as a demonstrational service to EUMETSAT 
member states in NRT. An operational service for INSAT-3D is going through approval for a proposed 
dedicated service (L2 SST in HDF format). EUMETSAT also receives a continuous data stream of HY-2a L2 
data. 
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ABSTRACT 

The OSI SAF objective is to provide users with operational data of the ocean surface derived from 
meteorological satellites. As far as Sea Surface Temperature is concerned, the OSI-SAF is currently delivering 
a suite of products in near real time mode (see table below).  

 

These products are disseminated through various means: 

 

In 2014-2015, OSI-SAF has been finishing and testing the implementation of the new polar orbiter processing 
chain which will deliver operational SST products derived from METOP-B/AVHRR. This chain includes the 
algorithm correction scheme (Le Borgne et al., 2011) using NWP model outputs to perform brightness 
temperature simulations for each clear sky pixels. The products of this chain will replace METOP-B/AVHRR 
products OSI-201, OSI-202 and OSI-204. The EUMETSAT Operational Readiness Review is planned for the 
end of 2015 and will result in the beginning of the operational delivery of these products. 

OSI-SAF is also working on the reprocessing of MSG/SEVIRI archive. This reprocessing will cover 2004 to 
2012 and the dataset resulting is planned to be delivered mid-2016. It will consist in hourly fields projected 
onto a regular 0.05°x0.05° lat/lon grid. It is envisaged that two datasets will be delivered: one using the 
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algorithm correction method (Le Borgne et al., 2011), and one using the optimal estimation method (Merchant 
et al., 2013). In the coming months, most of the effort at Météo-France/CMS will be directed towards the 
elaboration of these datasets. 

As far as high latitude is concerned, sea-ice surface temperature has been included in SST OSI-203 high 
latitudes regional product and OSI-205 full resolution in satellite projection (granules) product. The operational 
delivery of these products is planned for the next few months. 
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ABSTRACT 

Recent Japan Aerospace Exploration Agency (JAXA) activities are summarized and reported.  

All AMSR2 standard products have been updated to version 2 in March 2015. In addition to standard products, 
eight research products including 10-GHz SST and All-weather Sea Surface Wind Speed are defined. GCOM-
C, which carrying SGLI instrument, is currently scheduled to be launched in Japanese Fiscal Year of 2016. 
AMSR-E has restarted but in slow rotation of 2-rpm since December 2012 to implement cross-calibration 
between AMSR2. TRMM satellite, which was JAXA-NASA joint mission, completed its mission operation in 
April 2015, and satellite re-entered to the Earth’s atmosphere over the Southern Indian Ocean on 16 June 
2015 (UTC). JAXA-NASA joint mission Global Precipitation Measurement (GPM) Core Observatory was 
launched on 28 February 2014 (JST) and all data are released to public.  

New SST products produced from GPM-Core/GMI in GDS 2.0 format is added to the JAXA GHRSST server 
(http://suzaku.eorc.jaxa.jp/GHRSST/) in addition to AMSR2, AMSR-E, WindSat and VIRS in GDS 2.0 format. 
JAXA also prepares to distribute SST of the JMA’ geostationary satellite Himawari-8 in GDS 2.0 fromat in 
August 2015 (http://www.eorc.jaxa.jp/ptree/). 

JAXA data policy regarding environmental satellite data, including GCOM and GPM, was changed and accepts 
free distribution to third parties and commercial use without restriction, and products in JAXA GHRSST server 
can be provided to GDAC and LTSRF, except Himawari-8 SST that follows JMA’s data policy.  

1. Introduction 

JAXA developed the Advanced Microwave Scanning Radiometer (AMSR) as passive microwave imagers to 
observe SST, onboard the ADEOS-II, AMSR for EOS (AMSR-E) onboard NASA’s EOS Aqua satellite, which 
has been operating since 2002, and launched AMSR2 onboard the GCOM - Water (GCOM-W) in May 2012. 
C-band (6.9-GHz/7.3 -GHz) channels on AMSR, AMSR-E and AMSR2 are indispensable for retrieving global 
sea surface temperature and soil moisture. All-weather and frequent measurements enables analyses of rapid 
changes of SST. 

JAXA is currently developing the Second generation Global Imager (SGLI), which will be carried by the Global 
Change Observation Mission (GCOM) - Climate (GCOM-C) scheduled to be launched in Japanese Fiscal Year 
(JFY) 2016.  

Two JAXA-NASA joint missions, the Tropical Rainfall Measuring Mission (TRMM) and the GPM Core 
Observatory, carry SST instruments provided by NASA. TRMM has the TRMM Microwave Imager (TMI), which 
has 10-GHz channels, and Visible Infrared Scanner (VIRS). The GPM Core Observatory carries GPM 
Microwave Imager, which has 10-GHz channels. 

JAXA exchanged agreement between Japan Meteorological Agency (JMA) to distribute their geostationary 
satellite Himawari-8 Level 1 data from the JAXA server to non-commercial users in NRT basis. JAXA Himawari 
Monitor web site opens to public in August 2015 (http://www.eorc.jaxa.jp/ptree/), and some Level 2 products, 
including SST, produced by JAXA are also released in this server. 
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2. Current status of JAXA missions 

2.1. AMSR-E  

AMSR-E was launched in May 4, 2002, and halted its observation in 4 October 2011. AMSR-E has restarted 
observation at 2-rpm (in slow rotation) since December 2012 to implement cross-calibration with AMSR2. 
Details about slow rotation AMSR-E operation are available from the AMSR-E web site 
(http://sharaku.eorc.jaxa.jp/AMSR/products/amsre_slowdata.html). 

Currently, AMSR-E L1B data in 2-rpm mode is distributed to public through the GCOM-W Research Product 
web page (http://suzaku.eorc.jaxa.jp/GCOM_W/research/terms.html). 

We are preparing new AMSR-E products, which are processed with new calibrated L1, AMSR2 L2 algorithms 
and output in AMSR2 formats, to produce continuous and coherent dataset between AMSR-E and AMSR2. 

2.2. AMSR2 on GCOM-W 

AMSR2 is multi-frequency, total-power microwave radiometer system with dual polarization channels for all 
frequency bands. The instrument is a successor of AMSR and AMSR-E. The frequency bands include 6.925, 
7.3, 10.65, 18.7, 23.8, 36.5, and 89.0-GHz.  

AMSR2 onboard the GCOM-W satellite was launched on 18 May 2012 (JST) from Tanegashima Space 
Center, Japan. The GCOM-W satellite has joined A-train orbit since 29 June. After GCOM-W was inserted into 
the planned position on the A-Train orbit, AMSR2 was spun up to 40-rpm, and then set to “science mode” to 
start observation in 3 July. Initial checkout of the satellite and the instrument has completed in 10 August 
without major problem. The GCOM-W satellite was installed in front of the Aqua satellite to keep continuity of 
AMSR-E observations and provide synergy with the other A-Train instruments for new Earth science 
researches. 

AMSR2 standard products are distributed through the GCOM-W1 Data Distribution Service system 
(http://gcom-w1.jaxa.jp) as well as AMSR-E and AMSR standard products. The first public release version 1 
of AMSR2 standard products were released in 2013.  

On 26 March 2015, JAXA updated L1 and L2 algorithms from Ver.1 to Ver.2.0, and on 3 April 2015, updated 
again to Ver.2.1 to correct inappropriate parameter settings in L1 processing system. Reprocessing of L1 
Ver.2.1 for the past period was completed, and that of L2 is planned to be completed in autumn 2015. 

AMSR2 SST product version 2 was validated by comparing with the quality controlled buoy SST observations 
of the iQUAM version 1 provided by NOAA/NESDIS. Each match-up data will include AMSR2 footprints around 
buoy stations within radius of 30 km and 2 hours. Root mean square error (RMSE) between AMSR2 and buoy 
SSTs from August 1, 2012 to July 31, 2014 is 0.58 °C, which is including both ascending (noon) and 
descending (night). Detailed results are shown in Kachi et al. (2015) in GHRSST XVI. We also opens AMSR2 
Validation Monitoring web (http://suzaku.eorc.jaxa.jp/GCOM_W) to check variability of the products. 

Eight research products were defined for AMSR2 in Mar. 2015, including 10-GHz SST and all-weather sea 
surface wind speed. 10-GHz SST (research product) has been included in standard SST product from Ver.2, 
but not distributed in GDS2.0 format from the JAXA GHRSST server. 

AMSR2 standard SST algorithm uses 6.9-GHz channels to retrieve SST, but has a weak point that horizontal 
resolution of 6.9-GHz is the worst in the AMSR2 channel set. The 10-GHz channel also has sensitivity to SST 
higher than 10-12 °C, and can provide SST with finer horizontal resolution, and less missing areas along the 
coast lines (Figure 1). RMSE of AMSR2 10-GHz SST versus buoy observation is 0.61 °C for SST higher than 
9 °C.  10-GHz SST under 9 °C is set as missing in the current version. 
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Figure 1. Comparison of AMSR2 standard (6-GHz) SST (left) and 10-GHz SST (right) in descending orbit  
on July 8, 2014.  

2.3. VIRS on TRMM 

TRMM is a joint mission between JAXA and NASA, which was launched in November 1997 and completed its 
mission operation on April 8, 2015. The Visible Infrared Scanner (VIRS), which was developed by NASA, on 
board the TRMM satellite turned off on 21 March, 2014, due to satellite bus battery anomalies and considering 
operational priority within the mission. TMI completed its operation on April 8, 2015. The satellite re-entered to 
the Earth’s atmosphere over the Southern Indian Ocean on 16 June 2015 (UTC). 

TRMM Version 8 products, which will be the products applying GPM algorithms to TRMM data, plan to use 
GPM V05 algorithms but not next GPM V04 algorithms due to waiting results of cross-calibration between the 
Precipitation Radar (PR) and Dual-frequency Precipitation Radar (DPR) L1 products. 

2.4. GMI on GPM Core Observatory 

The GPM Core Observatory, a joint mission between JAXA and NASA, was launched from JAXA Tanegashima 
Space Cenrter on 28 February, 2014 (JST). GPM Microwave Imager (GMI) was developed by NASA as a 
successor of TMI on board the TRMM satellite. GPM V03 for DPR, GMI, combined products (standard) and 
JAXA global rainfall map GSMaP (national), have been released in Sep. 2014. NASA global rainfall map 
IMERG (national) V03 has been released in Mar. 2015. Standard products are availale from JAXA G-Portal 
(http://www.gportal.jaxa.jp/) and also from NASA PPS. 

Next major algorithm version up (V04) is scheduled in January 2016 for DPR, GMI, DPR/GMI compbined, and 
the first GPM latent heating products. 

JAXA has developed the GMI 10GHz SST, GMI sea ice concentration (SIC), and DPR SIC products as JAXA’s 
GPM research products. GMI 10-GHz SST is already available at JAXA GHRSST server in GDS 2.0 format. 
Its accuracy is almost same or slightly worse than AMSR2 10-GHz SST product. Next version up of GMI 10-
GHz SST is scheduled in January 2016, followwing update of GMI L1 products to V04. 

2.5. SGLI on GCOM-C 

SGLI is a versatile, general purpose optical and infrared radiometer system covering the wavelength region 
from near ultraviolet to infrared. SGLI system consists of two components; SGLI-VNR (Visible & Near infrared 
push-broom Radiometer); and SGLI-IRS (shortwave & thermal InfraRed Scanner) to optimize optics for each 
wavelength range. Two major new features are added to SGLI, they are 250 m spatial resolution for 11 
channels and polarization/multidirectional observation capabilities. The GCOM-C satellite is currently 
scheduled to be launched in Japanese Fiscal Year of 2016. 
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The 250m resolution data of SGLI-VNR will enable to detect more fine structure in the coastal area such as 
river outflows, regional blooms, and small currents SST and ocean color products derived from SGLI will 
provide additional information to AMSR2 SST. 

2.6. AHI on Himawari-8 

JMA’s new geostationary satellite Himawari-8 (means sunflower) was launched in October 2014, and has 
replaced observation by MTSAT-2 since July 7, 2015. Himawari-8 carries the Advanced Himawari Imager 
(AHI). The functions and specifications are notably improved from those of the imagers on board MTSATs 
(see more details at JMA’s web site: http://www.jma-net.go.jp/msc/en/support/index.html). 

JAXA exchanged agreement with JMA to receive the AHI L1 products provided by JMA in near-real-time basis 
in order to distribute them to user community of non-profit purposes. In addition, JAXA produces own L2 
products from AHI L1 data, seeking synergy with JAXA’s other Earth Observation missions.  

JAXA has started operation of the web site “JAXA Himawari Monitor” and ftp server called as the P-Tree 
system (http://www.eorc.jaxa.jp/ptree) since August 31, 2015. L1 products are in Himawari Standard Data 
(HSD) format, and consist of Full-disk data in 10-minute intervals, Japan area (region 1 & 2) in 2.5-minute 
intervals, and Target area (region 3) in 2.5-minute intervals. We also provide Color Image Data in png format. 
JAXA’s L2 products are in netCDF format, and currently Aerosol Properties including optical thickness and 
angstrom exposition, and SST including day/night SST and nighttime SST are provided. SST algorithm is same 
as that is developing for SGLI on GCOM-C.  Users also can look at browse images of Himawari-8 SSTs from 
the above web site (Figure 2). 

 

Figure 2. Sample of JAXA Himawari-8 Monitor web with day/night SST (10-minute) at 04:00UTC on September 20, 2015 
(left) and nighttime SST (1-hour average) at 13UTC on September 20, 2015 (right).  

3. Current status of JAXA GHRSST Server 

The JAXA GHRSST server (http://suzaku.eorc.jaxa.jp/GHRSST/) has been operating. Web site shows 
information of available SST products produced by JAXA, registration form to download data, and near-real-
time monitor of products. 

Simple registration is needed to access to password protected ftp site to download data. Several passive 
microwave imagers, such as AMSR2, AMSR-E, and NOAA’s WindSat onboard the Colioris, and the Visible 
Infrared Scanner (VIRS) onboard the Tropical Rainfall Measuring Mission (TRMM) satellite are available. GMI 
10-GHz SST was newly added since March 2015. L2P and L3C SST products of those instruments will be 
available in GDS 2.0 format. AMSR2, GMI and Windsat SSTs are provided both in near-real-time and standard 
(late) modes.  

JAXA data policy regarding environmental satellite data, including GCOM and GPM, was changed in 2013 and 
accepts free distribution to third parties and commercial use without restriction, and products in JAXA GHRSST 
server, except Himawari-8 products that follows JMA’s data policy, can be provided to GDAC and LTSRF. 
Currently, we are working with GDAC how to establish data flow. 
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Himawari-8 SSTs are provided to users not from the JAXA GHRSST server but from the JAXA’s P-Tree system 
(http://www.eorc.jaxa.jp/ptree) along with the other Himawari-8 products. Himawari-8 SST products follow 
GDS2.0 format and in 2km resolution in Full Disk area. Day/night SST has both L2P (10-minute intervals) and 
L3C (1-hour average) products. Nighttime SST has only L3C (1-hour average) product. Utilization of Himawari-
8 products including SSTs are limited to non-profit purposes only due to the JMA’s data policy. 

4. Activities and Plan for 2015-2019 

Currently, we’re planning following activities during 2015 and 2019 as shown in Table 4. 

Year Activities and plans 

2015 Update of AMSR2 SST algorithm 
Release of GMI SST data to public 
Release of Himawari-8 SST data to public 
Release of AMSR2 10-GHz SST data to public 
Establish connection between JAXA GHRSST server and GDAC 

2016 Release of AMSR-E SST processed by AMSR2 algorithm 
Update of GMI SST algorithm 

2017 Launch of GCOM-C satellite 
Update of AMSR2 SST algorithm 
Update of Himawari-8 SST algorithm 

2018 Release of SGLI data products to public (TBD) 
Addition of SGLI SST to JAXA GHRSST server (TBD) 

2019 or later Launch of AMSR2 follow-on (TBD) 

Table 4. List of JAXA activities and plans from 2015 to 2019 

Conclusion 

Activities and future plans of JAXA are described. Both of GCOM-W satellite and AMSR2 instruments are in 
good condition after the launch in May 2012, and their performances are excellent. All AMSR2 standard 
products were updated to Version 2 in March 2015 and distributed through the GCOM-W Data Providing 
Service System (https://gcom-w1.jaxa.jp). AMSR2 10-GHz SST is accepted as one of eight research products 
in March 2015, and included in the AMSR2 standard SST product as complementary information. 

The GPM Core Observatory and its instruments are also in good condition after the launch in February 2014. 
All GPM standard products are released to public in September 2014 through the JAXA G-Portal 
(http://www.gportal.jaxa.jp/) and also from NASA PPS. JAXA has developed GMI SST algorithm applying 
AMSR2 10-GHz SST algorithm, and distributed data through the JAXA GHRSST server since March 2015. 

Himawari-8 SST products produced by JAXA as well as JMA’s Himawari-8 L1 products and other JAXA-
produced L2 products have been distributed from the JAXA P-Tree system (http://www.eorc.jaxa.jp/ptree) 
since August 31, 2015, based on agreement between JAXA and JMA. Himawari-8 SST L2P product is 
distributed in GDS2.0 format with 2km resolution and 10-minute intervals. We also produce L3C products in 
1-hour average for day/night SST and nighttime SST. 

JAXA GHRSST server (http://suzaku.eorc.jaxa.jp/GHRSST/) currently distributes SST data from AMSR2, 
Windsat, VIRS and GMI in GDS 2.0 format. In corresponding to change of JAXA data policy accepting 
distribution of JAXA products, except Himawari-8 products, from GDAC and LTSRF, we started coordination 
with GDAC to establish data flow.  
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PLENARY SESSION II – REVIEW OF ACTIVITIES II 
 

SESSION REPORT 

 

Chair: Anne O’Carroll(1), Rapporteur: Ioanna Karagali(2) 

 

(1) EUMETSAT, Darmstadt, Germany, Email: Anne.Ocarroll@eumetsat.int 
(2) DTU Wind Energy, Risø Campus, Roskilde, Denmark, Email: ioka@dtu.dk 

 

1. RDAC JMA: Masakazu Higaki 

Main activities 

 MGDSST in GDS2 in preparation, expected release date 2015 

 Improvement of MGDSST: plan for new sat data VIIRS and MetOp-B, shorter timescale AMSR2 

 Regional analysis development using MTSAT SST, plan to use HIMAWARI 8 

 HIMAWARI 8 L3 being prepared 

ΜGDSST specs: 

 Global, 0.25 deg, daily, L4 

 Input data NOAA18,19, METOPA, AMSR2, windsat, in situ 

 Prompt and delayed analysis and reanalysis 

Regional SST analysis 

 Western pacific, 1/10 deg, daily (MTSAT, AMSR2, in situ) 

 Comparison with MGDSST shows that SST analysis has sharper SST gradient 

Transition from MTSAT to HIMAWARI8 (more frequent obs, better resolution), HIM8 is operational, will observe 
15 years 

MTSAT1/HIM8 L3 SST> MTSAT2 produced, planning for HIM8 L3 SST 

2. RDAC Met Office: Simon Good 

NRT products with full operational support (OSTIA L4, GMPE, diurnal analysis, seasonal and monthly OSTIA) 

Reprocessing products (ESA SST CCI, HadISST, HadSST, HadIOD, reanalysis using OSTIA) 

Dissemination of GHRSST products (to GDAC via ftp, Copernicus Marine Environment Monitoring Service, 
CMEMS for GMPE, diurnal, OSTIA bias and anomaly) 

Reprocessing of products (ESA SST CCI L4, OSTIA reanalysis, HADISST1, HADIOD) 

GHRSST data inputs (NRT feeds for OSTIA from PODAAC and data producers, for GMPE from PODAAC) 

Main activities since GHRSST XV: 

mailto:Anne.Ocarroll@eumetsat.int
mailto:ioka@dtu.dk
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 Diurnal SST analysis operational: hourly SSTskin 

 Validation of diurnal analysis using Argo 

 Assess Argo network for validation of SST analyses 

 Workshop on Uncertainties 

 Update SST CCI User Requirements Doc 

 Currently: Climate Assessment Report for CCI 

 Update assimilation code used by OSTIA 

 NRT GMPE operational 

 Operational activities in super computer 

 Efficiency of sat data pre processing 

 Testing new sat data in OSTIA 

 HadSST uses buoys as reference 

 Update method of uncertainty calculation in HadSST 

 New version of HadISST (CCI AVHRR, ARC ATSR): larger analysis ensemble 

 New version HadIOD (1850-2014) 

3. RDAC NASA: Jorge Vasquez 

Physical Oceanography main focus: support PO missions in orbit and in development, studies related to 
missions 

NASA GHRSST support: all GDAC activities, MISST, funded datasets 

Current missions (MODIS, VIIRS, AMSR2, GMI) and future (HYSPIRI) 

Support and Overview (evolution of GHRSST) 

 MUR users/volume GB by month about 200 users/month but increasing trend) 

 MODIS2: stable trend, lower amount of users 

 Increase of users for AVHRR_OI but less volume GB due to lower resolution 

 Messages 

 Use such statistics for maintained GHRSST products, MUR most popular 

 Continuous support of NASA to GHRSST 

4. RDAC NAVO: Keith Willis 

L2P production (NOAA, MetOp A/B, VIIRS) in GDS2 

L2P Input data, output file content (new version VIIRSS has land/sea flag using method of Sasa) 

List of statistics for L2P 
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10 km L4 NAVOCEANO (updated 4 times/daily) 

User statistics (people still get v1 data even though are turned off) 

VIIRS SST v2 (upgrades: 10km from 100km in daily climatology, improved cloud mask, full swath processing, 
etc), v2 shows improved coverage 

Accomplishments: update NAVO cloud mask, etc 

Future Plans  

 Improvements to cloud mask  

 Use Pathfinder SST climatology  

 Ice data in 10km L4   

 Obtain Sentinel 3 L2P 

 10km L4 SST in GDS2 

5. RDAC NOAA/ACSPO: Alexander Ignatov 

Update on processing system: 2 regional data assembly centers (OSPO-operational and STAR-research). 
Most of processing at STAR 

List of products (operational, reanalysis, experimental) 

Progress since GHRSST XV: VIIRS in GDS2, AVHRR (transition to GDS2), HIMAWARI-8 (experimental), 
GOES-R (plan for cal/val support and experimental products) 

VIIRS: 2 ACSPO versions, underway a reanalysis, new versions next year (use pattern recognition where 
there is deviation from L4 but L4 is also wrong, rely on SST). L2P and L3U validation show same standard 
deviation 

HIMAWARI 8: experimental product, diagnostics in SQUAM. Next year: improve clear sky mask, experimental 
L3 product. More conservative cloud mask 

AVHRR: 2 versions, new SSES, only 2 sensors at a time (1 day, 1 night) 

Topics for discussion: help with archival of ACSPO within GHRSST, discuss with users testing ACSPO in L4 
analyses, Users feedback on future ACSPO development, Annual JPSS meeting  

6. RDAC NOAA/NESDIS/STAR: Eileen Maturi 

Operational GHRSST products in GDS2 (MSG-3 to be replaced by 4) 

Geostationary Improvements: in Radiative Transfer, Bayesian Cloud mask, matchup data in netCDF  

SST retrievals using Physical Retrieval Methodology 

5 km Blended Analysis: 1/20 deg, paper in BAMS, with polar and geo, improvements (replace reference NCEP 
RTG with OSTIA). Product accuracy, mean bias -0.03 K 

Reprocessing geo-polar blended SST (from 1994-when GOES/A started to 2015) 

Applications: 

 Coral reef watch product originally depended on AVHRR only. Now based on the 5km SST analysis: 
much greater precision but climatology is not derived from the same dataset. 

 Oceanic Heat Content for various basins 
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7. RDAC NOAA/NCEI: Ken Casey 

NCEI RDAC Update: Summary of datasets (Pathfinder 5.2, working on 5.3 L2P, CoRTAD version 5), 
processing on Amazon Web Services. Planning on quarterly updates.  

Improvements of Pathfinder V5.3 (identify anomalous periods in different regions) 

Daily OISST L2 v2 (working towards higher resolution OI mapped to same grid as Pathfinder), match-ups and 
coefficients from Bob Evans. 

Collect statistics for L2P 

Service Level Agreement for delivery of Pathfinder within Copernicus could be discussed. 

8. RDAC REMO: Gutemberg França 

SST analysis 0.05deg, August 2002-March 2015, for a specific area (oil producing): validation with buoys 

New SST product from March 2015 up to now, bias correction processing 

Observing System Experiments: SST, SLA and Argo assimilation and impact of SST in HYCOM 

 High impact of SST in specific regions: Malvinas and Newfoundland 

9. RDAC RSS: Chelle Gentemann 

In GDS2 (NRT and reprocessed)  

WindSAT: indications that is failing 

Issues: should optional variables be removed from GHRSST files? 

Validation of GPM GMI: good statistics of v7GMI despite it is not fine-tuned (but no temperature below 12 
degrees used), statistics get bad under 12 degrees, how to flag bad data?  

Helen Beggs pointed out that producers maybe should not decide to remove flagged data, because users not 
always care about accuracy (example SST quality flag 2 used for mapping currents from users) 
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RDAC UPDATE: JMA 

Masakazu Higaki(1), Shiro Ishizaki(2), Toshiyuki Sakurai(1), Mika Kimura(1), Akiko Shoji(1), 
 and Yoshiaki Kanno(1) 

(1) Office of Marine Prediction, Japan Meteorological Agency, Tokyo (Japan), 
Email: m-higaki@naps.kishou.go.jp 

(2) Sapporo District Meteorological Observatory, JMA, Sapporo (Japan) 

 

ABSTRACT 

This report describes the recent activities of Japan Meteorological Agency (JMA) related to GHRSST. The 
highlights include: (1) JMA launched its new-generation geostationary meteorological satellite, Himawari-8, in 
October 2014, and started its operation in July 2015. The L3 SST product of Himawari-8 is being prepared. (2) 
JMA continues the improvement of its global L4 SST analysis, MGDSST, and the development of a new 
regional SST analysis by utilizing MTSAT/Himawari SST products. (3) The GDS 2.0 implementation of 
MGDSST is ongoing. 

1. Introduction 

Japan Meteorological Agency (JMA) is the National Hydrological-Meteorological Service (NHMS) of Japan, 
and focuses its efforts on monitoring the earth's environment and forecasting natural phenomena related to 
the atmosphere, the oceans and the earth. In this line, it has operated a series of meteorological geostationary 
satellites, and also provides oceanographic information including SST. In this report, we describe the main 
activities related to SST since GHRSST XV.  

2. Himawari-8 and its SST product 

JMA has operated a series of geostationary meteorological satellites that observe the East Asia and Western 
Pacific Region, contributing to the space-based global observation system. Himawari-8 is the latest satellite of 
the series and the world’s first next-generation geostationary meteorological satellite. It was launched on 7 
October 2014, and started operation at 02 UTC on 7 July 2015, replacing its predecessor, MTSAT-2. In 
addition, Himawari-9 is scheduled to be launched in JFY2016. These two satellites, Himawari-8 and -9 will 
observe the East Asia and Western Pacific regions for a period of 15 years (Figure 1). 

 

Figure 1: Schedule of JMA’s geostationary meteorological satellites: MTSAT-1R/2 and Himawari-8/9.  

Himawari-8 and -9 are equipped with highly improved Advanced Himawari Imagers (AHI), which have 16 
observation bands (3 for visible, 3 for near-infrared, and 10 for infrared), while the MTSAT series have five 
bands. The horizontal resolution of Himwari-8/9 is also enhanced to 0.5 – 1 km for VIS, and 1 – 2 km for IR, 
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approximately twice those of its predecessor. Furthermore, Himawari-8 observes the full disk of the Earth with 
a repeat cycle of 10 minutes, while MTSAT does with a cycle of 30 minutes. Those enhancements enable 
Himawari-8 to provide more detailed information on atmosphere, ocean, and land than MTSAT did. 

3. L3 SST products of MTSAT-2 and Himawari-8 

Meteorological Satellite Center (MSC) of JMA produces L3 SST by using the observation of MTSAT-2 on a 
routine basis, at this writing. It is based on 1D-VAR retrieval algorithm of Kurihara (2012), which includes single 
layer radiative transfer calculation in order to take into account effects of water vapor absorption and sea 
surface emissivity. The L3 SST is produced hourly with 0.04-degree horizontal resolution, and the coverage 
of 60S – 60N, 80E – 160W. Following the commencement of the Himawari-8 operation, MSC/JMA is now 
preparing a new L3 SST product derived from Himawari-8 observation. The horizontal resolution of Himawari-
8 L3 SST will be enhanced by 0.02-degree, by taking advantage of the enhanced horizontal resolution of 
Himawari-8 AMI. The other specifications such as spatial coverage and data frequency are identical to those 
of MTSAT L3 SST. The production of Himawari-8 L3 SST is planned to start soon. 

4. Current Status of MGDSST 

JMA has operated an SST analysis system to generate global daily SST data (Merged satellite and in-situ data 
Global Daily Sea Surface Temperature: MGDSST) on a routine basis since 2005. The system adopts an 
optimal interpolation (OI) method which considers not only spatial correlation but also temporal correlation. It 
produces 0.25° resolution, daily global SST analysis, using both satellite and in-situ SST observation. The 
satellite data currently ingested to MGDSST are: AVHRR SST (NOAA-18, NOAA-19 and MetOp-A), WindSat 
SST and AMSR2 SST.  MGDSST is used in various operational systems in JMA. In the regional ocean data 
assimilation system (MOVE/MRI.COM-WNP; Usui et al., 2006), MGDSST is used as observation data. It is 
also used as lower boundary conditions in numerical weather prediction (NWP) models at JMA. Since long 
term, consistent time series of the SST analysis is needed for climate research, JMA also conducted the 
reanalysis of MGDSST for the 1982 – 2006 period using AVHRR Pathfinder Version 5.0/5.1 SST and 
AQUA/AMSR-E SST. 

Those data are available through the North-East Asian Regional GOOS (NEAR-GOOS) Regional Real Time 
Database (RRTDB): http://ds.data.jma.go.jp/gmd/goos/data/database.html. Note that the URL of the website 
has been changed since October 2014. Currently, the data come with text format, not GDS 2.0. However, we 
are preparing the GDS 2.0 implementation of MGDSST, to facilitate the use of JMA’s SST products in GHRSST 
activities. Recently, we have made a program to convert MGDSST into GDS2.0 and sample data files. The 
metadata parameters like center name and product name, and the file name of the data set (which would 
be“201509010600-JMA-L4_GHRSST-SSTfnd-MGDSST-GLOB-v02.0-fv01.0.nc”) need to be determined and 
registered to GDS 2.0 Specification. JMA will take procedures needed to release the data set during the 
intersessional period of GHRSST ST. 

To improve MGDSST, several developments are planned in JMA. One is introducing new satellite data such 
as ACSPO VIIRS and MetOp-B. Recently we started the routine data acquisition of ACSPO VIIRS, and are 
accumulating the data in order to calculate the statistics required for the OI in MGDSST analysis. We are also 
considering the use of the shorter timescale (10- to 27-day) components from AMSR2 observation for better 
temporal response in MGDSST. 

5. Regional SST analysis with MTSAT/Himawari-8 SST 

Although MGDSST meets various kinds of needs such as the boundary condition for ocean data assimilation 
system and NWP models, SST analyses with a higher resolution are expected to provide better information to 
such applications. Therefore, JMA is now developing a regional high resolution (0.1°) SST analysis system for 
the western North Pacific region. Its analysis framework is based on that of MGDSST. In addition to the satellite 
data used in MGDSST, the components of smaller spatio-temporal scale derived from MTSAT L3 SST product 
are ingested to the regional analysis (Figure 2). 
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The regional SST analysis is still under development and we are examining its performance by conducting 
several kinds of verifications. Figure 3 is an example of such verifications, and shows the SST gradients 
calculated from MGDSST (left) and the regional analysis (right) in the same manner as in Martin et al (2012).  
The regional SST analysis shows sharper SST gradients than those of MGDSST because of its higher grid 
resolution and the use of short wavelength components from MTSAT. 

6. Conclusion 

The recent activities of JMA related to GHRSST are summarized. Himawari-8, JMA’s new geostationary 
meteorological satellite, is now operational, and its L3 SST product is being prepared. JMA plans to improve 
MGDSST by introducing new satellite data, and is also developing a regional SST analysis by taking advantage 
of MTSAT/Himawari L3 SST. The GDS 2.0 implementation of MGDSST is also ongoing. 

 

Figure 2: Spacio-temporal decomposition in JMA’s SST analysis. Yellow boxes indicate the components which are 
derived from MTSAT observation and to be added to the regional SST analysis. 

 

Figure 4: Comparison of SST gradients (left: MGDSST, right: regional analysis).  

Regional SST 

w/ MTSAT 

MGDSST 
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RDAC UPDATE: UK MET OFFICE 

Simon Good, Jonah Roberts-Jones, Emma Fiedler, Chongyuan Mao, John Kennedy, Chris Atkinson, 
Nick Rayner, James While 

Met Office, Exeter, UK, Email: simon.good@metoffice.gov.uk 
 

ABSTRACT 

Met Office products related to GHRSST include: the Operational Sea Surface Temperature and Sea Ice 
Analysis (OSTIA) foundation SST analyses; the OSTIA diurnal hourly average skin SSTs; the GHRSST Multi-
Product Ensemble (GMPE) and climate datasets such HadSST, HadISST and HadIOD (the Met Office Hadley 
Centre’s SST, interpolated Ice and SST and Integrated Ocean Database). 

Activities since the last GHRSST science team meeting have included transitioning the GMPE and OSTIA 
diurnal systems to operational production, porting of the suites to a new supercomputer, assessment and use 
of Argo data to validate SST analyses and improvements to the Met Office Hadley Centre’s climate datasets. 

1. Introduction 

At the Met Office, a range of products are produced that are relevant to GHRSST. In near real time the 
Operational Sea Surface Temperature and Sea Ice Analysis (OSTIA) is produced. This is a gap-free global 
gridded foundation SST product on a 0.05° grid and is produced daily (Donlon et al., 2012). Associated 
products include estimates of biases relative to reference instruments and monthly and seasonal averages. 
Also produced daily are hourly average skin SSTs produced by combining the OSTIA foundation SST with a 
‘warm layer’ model (which assimilates satellite SSTs) and a cool skin model. This was described in a separate 
presentation at the GHRSST meeting by James While. The GHRSST Multi-Product Ensemble (Martin et al., 
2012) takes various level 4 analyses as its input, places them on a common grid and produces files containing, 
amongst other things, the median and standard deviation of the ensemble. All these products are available 
through the Copernicus Marine Environment Monitoring Service (CMEMS; http://marine.copernicus.eu/). The 
OSTIA foundation analyses are also available via the GHRSST GDAC. 

Reprocessed/climate dataset are also produced at the Met Office. There is a reprocessed version of OSTIA 
covering 1985-2007 (Roberts-Jones et al., 2012) available from CMEMS. More recently, analyses produced 
as part of the ESA SST Climate Change Initiative project (Merchant et al., 2014) have been made available 
via the UK’s NERC (Natural Environment Research Council (NERC) Earth Observation Data Centre (NEODC) 
(http://neodc.nerc.ac.uk). Long (>100 year) climate datasets are produced by the Met Office Hadley Centre: 
HadISST (the Hadley Centre Sea Ice and SST reconstructions; Rayner et al., 2003), HadSST (non-interpolated 
gridded data which uses an ensemble to represent uncertainty; Kennedy et al. 2011 a and b) and HadIOD (the 
Hadley Centre Integrated Ocean Database which includes both surface and subsurface observations; Atkinson 
et al. 2014). Data are available from www.metoffice.gov.uk/hadobs except HadIOD (which can be made 
available on request). Note also that a more recent version of HadISST is also available on request.  

2. Activities since GHRSST-XV 

A brief summary of the activities at the Met Office since the last science team meeting relevant to GHRSST is 
given below. Where indicated more detail is available in other talks and posters. 

A variety of technical developments have taken place at the Met Office over the past year. Progress has been 
made towards updating the data assimilation code used to produce the OSTIA foundation SST analysis. The 
aim is to move to using a variational data assimilation scheme (NEMOVAR) in place of the current optimal-
interpolation-like scheme. A demonstration system is running operationally but is not yet ready to disseminate 
products. 

Over the summer the Met Office transitioned to using a new Cray supercomputer. This necessitated work to 
port the processing suites used to produce the GHRSST products onto the new system. Work is also underway 



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 53 of 225 

to improve the efficiency of our code to pre-process incoming satellite data in preparation for new data streams 
such as from the Sea and Land Surface Temperature Radiometer (SLSTR).  

The GMPE and OSTIA diurnal SST analyses are now running within operational suites at the Met Office, which 
means that they enjoy 24 hour per day support. Products are delivered daily to users via CMEMS. A description 
of the diurnal system was given in the talk by James While at the science team meeting. Validation of the 
diurnal analyses is being performed using near surface Argo data, as described in the poster by Chongyuan 
Mao. 

Under the E-AIMS (Euro-Argo Improvements for the Marine Service) project, the Argo network has been 
assessed for its suitability in validating SST analyses. This was described in the poster ‘Uncertainties in 
validation of SST analyses using near-surface Argo observations’ by Emma Fiedler. Plots of validation 
statistics for the GMPE system using Argo data can be viewed at http://ghrsst-
pp.metoffice.com/pages/latest_analysis/sst_monitor/argo/.  

Evaluation has been taking place of data types with the aim of including these within OSTIA. This evaluation 
yields various statistics that may be of interest to data providers.  

As part of the ESA SST CCI project a user workshop on uncertainties was hosted at the Met Office in 
Novermber 2014. This was described at the science team meeting in a poster by Nick Rayner; more 
information can be found at https://eos.org/meeting-reports/communicating-uncertainties-in-sea-surface-
temperature (for a summary) or http://www.esa-sst-cci.org/PUG/workshop.htm (for a full report). 

Work has also progressed on the Met Office Hadley Centre’s climate datasets. HadSST was updated to use 
buoys as its reference, which required an update to the method to calculate the uncertainty in the dataset. 
There is ongoing work to calculate biases for individual ships while retaining independence of the dataset from 
satellite data. There is a new version of HadISST2 based on ESA SST CCI AVHRR data and ARC (ATSR 
Reprocessing for Climate) ATSR data. Improvements to HadISST’s interpolation scheme and the use of the 
new HadSST ensemble will allow the generation of a larger HadISST2 ensemble to represent uncertainty. 
HadIOD was updated to cover 1850-2014 and a monthly update cycle is planned. 

3. Conclusion 

GHRSST related activities at the Met Office since the last science team meeting have included: 

 Technical developments aimed at transitioning the OSTIA system to use the NEMOVAR data 
assimilation scheme. 

 Porting of our operational systems to a new Cray supercomputer. 

 Work on improving the efficiency of our code to pre-process satellite observations. 

 Transition of GMPE and the OSTIA diurnal system into operational suites. 

 Assessment and use of Argo data for validating SST analyses. 

 Evaluation of new data to include in OSTIA. 

 Hosting of a user workshop on uncertainties in SST data as part of the ESA SST CCI project. 

 Improvements to the Met Office Hadley Centre’s marine climate datasets. 
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ABSTRACT 

The Advanced Clear Sky Processor for Ocean (ACSPO) is the NOAA enterprise SST retrieval system. ACSPO 
is currently used to generate operational AVHRR products from NOAA GAC and Metop FRAC, and from S-
NPP VIIRS. Experimental L2 SSTs are produced from Himawari-8 AHI and from two MODISs onboard Terra 
and Aqua. Preparations are made for two new launches – GOES-R in 2016 and JPSS-1 in 2017. Two 
reprocessing efforts are underway: S-NPP VIIRS (from Jan 2012 – pr) and AVHRR GAC (from 2002 – pr). 

Two ACSPO versions were implemented since GHRSST-15, v2.31 and v2.40. V2.31 fixed cloud leakages 
from low stratus, particularly noticeable in the high latitudes. V2.40: 1) introduced a new SSES in ACSPO (see 
Petrenko et al., this meeting); 2) implemented destriping of VIIRS and MODIS BTs; and 3) generated a new 
Level 3 uncollated (L3U) product. Work toward v2.50 and v2.60 is underway. V2.50 will improve VIIRS and 
MODIS SST imagery, and v2.60 will explore it to enhance the ACSPO clear-sky mask (particularly, in the 
dynamic, coastal, and high latitude regions), and to generate a new SST frontal product.  

The ACSPO VIIRS SST product is used in the NOAA geo-polar blended and in the Canadian Met Centre L4 
analyses. It is also explored at UK MO, Australian BoM, and JMA as input in the corresponding OSTIA, 
GAMSSA and MGDSST L4 analyses. ACSPO AVHRR GAC data from 2013-2015 were requested by U. 
Maryland ocean analysis group, for the use in their assimilation. 

1. Two NOAA RDACs: OSPO and STAR 

This report discusses the status of ACSPO products at the two Regional Data Assembly Centers (RDACs) at 
NOAA NESDIS: the Center for Satellite Applications and Research (STAR; research arm of NESDIS), and the 
Office of Satellite Products and Operations (OSPO; operational arm of NESDIS). Operational ACSPO products 
are produced at OSPO whereas experimental and reprocessed products are produced at STAR. 

Typical file names produced by the ACSPO system look like this 

20150712000000-OSPO-L3U_GHRSST-SSTskin-VIIRS_NPP-ACSPO_V2.40_0.02-v02.0-fv01.0.nc  

20150711000000-STAR-L2P_GHRSST-SSTskin-AHI_H08-ACSPO_V2.41b02-v02.0-fv01.0.nc  
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The 1st file is a 10min L3U VIIRS granule operationally produced by ACSPO v2.40 at OSPO. The 2nd file is a 
full disk L2P file experimentally produced at STAR by ACSPO 2.41b02 (beta02 of the ACSPO v2.41, which is 
currently under development and testing). 

2. S-NPP VIIRS 

Figure 1 shows a time series of ACSPO VIIRS validation statistics, against iQuam drifters (see Ignatov et al., 
this meeting). The retrievals are generally well within specs (shown by horizontal lines superimposed on the 
graphs), excepting very early in the mission. Also, regular periodic outliers are observed once a quarter caused 
by the warm-up cool-down (WUCD) exercises performed by the NASA VIIRS Calibration Team. Time series 
are more stable and regular in the last year, due to ACSPO processing improvements. Reprocessing is 
underway to generate a consistent time series from 20 Jan 2012 (the beginning of SST record) up to the 
present. Work is also in progress with the VIIRS calibration team to improve sensor performance during the 
WUCD events. 

 

Figure 1: Time series of ACSPO VIIRS L2 SST minus iQuam drifters: (left) median bias, and (right) standard deviation.  

Performance of the L3U product is comparable to that of L2P.  

Note that the v2.30 L2P product has been archived at the PO.DAAC and at the NOAA Center for Environmental 
Information (NCEI) since May 2014, whereas the L3U product is only available from May 2015 (with 
implementation of v2.40). The links to ACSPO VIIRS SST are as follows 

PO.DAAC 

http://podaac.jpl.nasa.gov/dataset/VIIRS_NPP-OSPO-L2P-v2.4 - L2P v2.40 (5/19/2015 - pr) 

http://podaac.jpl.nasa.gov/dataset/VIIRS_NPP-OSPO-L3U-v2.4 - L3U v2.40 (5/19/2015 - pr) 

http://podaac.jpl.nasa.gov/dataset/VIIRS_NPP-OSPO-L2P-v2.3 - L2P v2.30 (5/20/204 - 5/19/2015) 

NCEI 

http://data.nodc.noaa.gov/cgi-bin/iso?id=gov.noaa.nodc:GHRSST-VIIRS_NPP-OSPO-L2P - L2P 

http://data.nodc.noaa.gov/cgi-bin/iso?id=gov.noaa.nodc:GHRSST-VIIRS_NPP-OSPO-L3U - L3U 

Reprocessing of the full VIIRS SST record with ACSPO v2.40 is currently underway in conjunction with U. 
Wisconsin (Liam Gumley’s group). Once reprocessed data are available, the corresponding directories will be 
populated and the community will be notified. 

Work is also in progress on two new ACSPO versions, v2.50 and v2.60. The 1st one will improve the VIIRS 
SST imagery, by filling in bow-tie deleted areas and correcting the bow-tie distortions which become significant 
at the swath edges (Gladkova, et al., 2015a). The 2nd one will explore the new imagery to improve the ACSPO 
clear-sky mask and derive a new SST frontal product (Gladkova, et al., 2015b). 
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3. Himawari-8 (H8) AHI and preparation for GOES-R launch in 2016 

An experimental H8 ACSPO L2P SST product has been generated at NOAA STAR beginning on 11 June 
2015, in the original swath projection (2km at nadir; degrading towards swath edges) and at 10 minute intervals. 
The data are processed in near-real time in STAR using automated scripts, and posted at 
ftp://ftp.star.nesdis.noaa.gov/pub/sod/sst/acspo_data/l2/ahi/. There are a total of 142 files per 24hr period (full 
disks at 0240 and 1440 UTC are missing due to service performed on AHI), with a total volume of ~45 GB/day. 
This data volume is challenging to archive and use for various applications. Work is underway to produce a 
smaller size L3 or L2C (collated in time) product.  

Corresponding composite imagery including comparisons with VIIRS are also routinely generated and posted 
in the same directory, along with global and regional movies. Example of AHI vs. VIIRS nighttime composite 
is shown in Figure 2. The SST distribution is similar. Note that only 1-2 images per day contribute to the VIIRS 
composite, whereas in case of AHI, it may be up to 70 full-disk images. As a result, the coverage is somewhat 
superior in the AHI composite, due to multiple looks. Work is also underway to continuously monitor AHI SST 
in SQUAM (see Ignatov, et al, 2015).  

Once reduced volume L3/L2C data is produced, the efforts will be directed at improving each element of the 
processing chain, including the ACSPO clear-sky mask and SST algorithms (currently, the regression SST is 
based on 8.6, 10.4, 11.2, and 12.3 µm, for consistency between day and night, and for smooth reproduction 
of the diurnal cycle). We will also explore improved L3/L2C compositing approaches, to best reduce the data 
while preserving the information content of the high spatial and temporal resolution of AHI SST. 

Figure 2: Night time composite SST images on 18 July 2015: (left) H8 AHI; (right) S-NPP VIIRS.  

Work with Himawari-8 is directed at (1) replacement of the MTSAT2 product at NOAA which will be 
discontinued in December 2015, and (2) preparation for the late 2016 launch of GOES-R, which will carry the 
ABI onboard, an instrument nearly identical to the AHI aboard Himawari-8.  

4. NOAA and METOP AVHRR  

NOAA currently produces ACSPO SST products from several NOAA and Metop AVHRRs (in case of Metop 
for both GAC and FRAC). However, the product is generated in a heritage hdf4 format and is stored and 
accessed at NOAA CLASS. Work is underway to switch to GDS2 netcdf format, and start storing with 
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PO.DAAC and archiving at NCEI. Once that occurs, reprocessed GAC data from 2002-pr will be backfilled 
with AVHRR Reanalysis-1 (RAN1) reprocessed data, and the GHRSST community notified.  

Figure 3: Time series of night time SST from ACSPO RAN1 (left) fixed regression coefficients (right) variable coefficients. 

Time series of ACSPO RAN1 minus iQuam drifters is shown in Figure 3, using two methods of calculating  the 
regression coefficients in the MCSST equation: fixed coefficients (calculated once and used for the mission of 
a satellite), and variable coefficients (calculated on each day using a 3-month moving window) (for more 
details, see Petrenko, et al., 2014a,b). Each data point represents a daily match-up statistic. Every day, the 
data from two platforms will be reported: one PM (a combination of NOAA16, 18 and 19), and one AM (a 
combination of NOAA17 and Metop-A). Work is underway with users at the U. Maryland to test out the data 
and perform sensitivity study to evaluate its information content. 

5. Conclusion and Future Work 

Progress is being made with the NOAA ACSPO SST system, along several major priorities. First, new products 
requested by users (L3U) and functionalities (new SSES, producing of destriped imagery) are being added. 
Active efforts are being made to comprehensively test the Himawari-8 retrieval system, produce reduced size 
L3/L2C product from AHI/ABI with minimal information losses, and get ready for the GOES-R launch in 2016. 
Two reprocessing efforts, with VIIRS and AVHRR GAC, are underway. The ACSPO AVHRR product is being 
converted to GDS2 format. Near-future ACSPO work will be mostly directed at the improved SST imagery and 
its use to open up a larger SST domain, through using an improved clear-sky mask based on pattern 
recognition approaches. The improvements are expected to be most noticeable in the dynamic, coastal, and 
high-latitude areas of the ocean. A byproduct of the pattern recognition processing, SST fronts will be also 
produced and reported in the ACSPO files. These improvements should be in place by the time the JPSS-1 
satellite is up in 2017. As part of the US-European Joint Polar System agreement, NOAA will continue 
producing ACSPO SST products from Metop-A and -B, and generate a new product from Metop-C following 
its planned launch in 2018. 
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ABSTRACT 

The NOAA National Centers for Environmental Information (NCEI) was formed this year as the merger of the 
three, previously distinct National Data Centers and continues to provide extensive contributions to the 
GHRSST community. In addition to providing GHRSST with science team members, the co-Chair of the SST 
Virtual Constellation, and GHRSST archive services, NCEI provides the AVHRR Pathfinder climate data record 
product and the Daily Optimally-Interpolated SST (OISST) product.  Pathfinder is currently available in L3C for 
Version 5.2, but a release later this year will make several improvements to Version 5.3 and will include L2P 
and L3U as well.  The AVHRR-only Daily OISST product continues to be updated in real time and provided to 
GHRSST, and work is underway to revitalize the microwave OISST, modernize the code base, and create a 
high resolution OISST at the same 4 km resolution of Pathfinder. 

1. Introduction 

The NOAA National Centers for Environmental Information (NCEI) was formed this year as the merger of the 
three, previously distinct National Climatic Data Center (NCDC), National Geophysical Data Center (NGDC), 
and National Oceanographic Data Center (NODC).  Both NCDC and NCDC previously served as independent 
RDACs, and their existing products still utilize those RDAC codes.  Future products will bear the NCEI RDAC 
name, however.   As an organization, NCEI provides to the GHRSST community two science team members, 
a member of the GHRSST Advisory Council, the co-chair of the CEOS SST Virtual Constellation (VC), the 
archive of the Level 0/Level 1 AVHRR, GOES, and NPP data sets used by many other RDACs, the GHRSST 
Long Term Stewardship and Reanalysis Facility (LTSRF) where all current GHRSST products are archived, 
and two sets of GHRSST datasets.  The LTSRF and SST-VC activities are detailed in other reports, and this 
report focuses on NCEI’s datasets. 

2. AVHRR Pathfinder  

Currently, NCEI continues to provide the AVHRR Pathfinder climate data record for SST to the GHRSST 
community.  Version 5.2 is available now twice-daily at ~4 km resolution and spans 1981 through 2013 in 
GHRSST L3C format, though sst_dtime and the bias and uncertainty values are currently empty.  Pathfinder 
Version 5.2 has a Digital Object Identifier (DOI), which can be used to formally cite the data set 
(http://dx.doi.org/10.7289/V5WD3XHB).  Figure 1 shows a subset of the Pathfinder Version 5.2 dataset. 

 

Figure 1: Browse-graphic subset of the AVHRR Pathfinder Version 5.2 dataset. 

In the near future, NCEI will provide a substantial new update to Pathfinder, bringing the dataset up to Version 
5.3.  . This new version, scheduled for release in October of 2015 corrects several shortcomings in V5.2: 

 In addition to L3C products, Pathfinder Version 5.3 for the first time will include L2P and L3U products 
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 SSTs will be available for all quality levels, including quality of 0 which was left out of V5.2 due to 
memory issues in the production code 

 Sun glint regions will be better included in the data 

 Cloud tree tests for NOAA-7 and NOAA-19 will be consistent now with the rest of the sensors. In 
Version 5.2 they were not 

 The L2P and L3U will now include SST_dtime, though L3C still will not 

 SSES bias and standard deviation still won’t be available until the release of Version 6, planned for 
late 2016 

 Anomalous hot-spots at land-water boundaries are better identified and flagged than in Version 5.2 

 The land mask has been updated (based on Global Lakes and Wetlands Database: Lakes and 
Wetlands Grid Level 3, 2015)  

 Sea ice data over the Antarctic ice shelves are marked as ice 

 The output netCDF is netCDF version 4 in classic mode. In Version 5.2 the netCDF-4 files were not 
explicitly identified as “classic”. 

The current plan calls for the future Version 6.0 to include uncertainty estimates and be fully processed by 
NCEI in fiscal year 2016. 

3. Daily Optimally Interpolated SST  

NCEI also continues to produce and provide in near-real time to the GDAC and LTSRF the Daily AVHRR_OI 
dataset, at 25 km resolution back to 1981.  The AVHRR_AMSR_OI remains available but with the demise of 
the AMSR-E instrument the dataset is no longer produced in near real time.  It is available for 1981 through 
September 03, 2013.  A major effort to revitalize and modernize the Daily OI SST software base is underway 
and is expected to be complete by the end of the year.  Other development work includes revitalizing the 
microwave OISST product with the newly available microwave data from JAXA, and creating a 4 km resolution 
OI product that matches the Pathfinder gridding scheme. Once complete, NCEI will have a comprehensive 
and consistent set of L2P, L3U, L3C, and L4 products all available globally at the 4 km resolution. 

 

Figure 2: Browse-graphic of the Daily AVHRR-only OISST v2 dataset. 

4. Conclusion 

NCEI continues to make substantial contributions as an RDAC to the GHRSST community, combining the 
efforts of the once separate NCDC and NODC. 
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ABSTRACT 

AMSR2 onboard the GCOM-W satellite has started its continuous scientific observation since July 3, 2012, 
and released the first public distribution products (version 1) in January 2013 for Level1 brightness temperature 
and in May 2013 for Level 2 geophysical parameters through the GCOM-W1 Data Providing Service (DPSS, 
https://gcom-w1.jaxa.jp/).  

On March 26, 2015, JAXA has released new version (version 2) of AMSR2 Level 1-3 products to public through 
DPSS. In Level 1, geolocation accuracy is improved and partial error in brightness temperature of low 
frequency channels (7-18GHz) is reduced. In Level 2, several improvements are applied to each algorithm. 
Regarding SST product, effects of RFI and sea surface wind speed are reduced. Evaluation of AMSR2 SST 
with NOAA’s iQuam buoy dataset indicates RMSE of 0.58 degC for new version (version 2) for the period from 
August 2012 to July 2014, while current version (version 1) shows that of 0.59 degC for the same period.  

From version 2, AMSR2 SST product includes high spatial resolution SST using 10GHz channel as the second 
layer of geophysical parameters. While standard SST algorithm uses 6GHz channel for retrieval, 10GHz 
channel also sensitivity to SST higher than 10-12 degC and has finer spatial resolution about (30km) than 
6GHz channel (about 50km). 10GHz observed SST is defined as one of the AMSR2 standard products in 
March 2015, and added to the product file in addition to standard 6GHz SST in order to provide complementary 
information to users. In version 2 product, 10GHz SST that is less than 9 degC is set to missing value, since 
10GHz channel has poor sensitivity to low temperature range. Evaluation of AMSR2 10GHz SST with iQuam 
buoy dataset indicates RMSE of 0.94 degC, but 10GHz SST higher than 12 degC shows almost equal 
performance to that of 6GHz SST. 

1. Introduction 

The Advanced Microwave Scanning Radiometer 2 (AMSR2) is multi-frequency, total-power microwave 
radiometer system with dual polarization channels for all frequency bands. The instrument is a successor of 
AMSR-E on the NASA’s EOS Aqua satellite.  

AMSR2 onboard the GCOM-W satellite was launched on 18 May 2012 (JST) from Tanegashima Space 
Center, Japan. The GCOM-W satellite has joined A-train orbit since 29 June. After GCOM-W was inserted into 
the planned position on the A-Train orbit, AMSR2 was spun up to 40-rpm, and then set to “science mode” to 
start observation in 3 July. Initial checkout of the satellite and the instrument has completed in 10 August 
without major problem. The GCOM-W satellite was installed in front of the Aqua satellite to keep continuity of 
AMSR-E observations and provide synergy with the other A-Train instruments for new Earth science 
researches. 
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2. Overview of the AMSR2 

Observation targets of the GCOM-W satellite and AMSR2 are water-energy cycle. AMSR2 is designed to 
continue AMSR-E observations, and basic concept of AMSR2 is almost identical to that of AMSR-E. Major 
differences between AMSR2 and AMSR-E are; 1) deployable main reflector system with 2.0m diameter while 
that of AMSR-E is 1.6m; 2) addition of 7.3GHz channel for RFI mitigation; 3) two-point external calibration with 
improved HTS (hot-load); and 4) addition of a redundant momentum wheel to increase reliability. Table 1 is a 
summary of frequency channels of AMSR2 and their resolutions. 

Table 2 is a list of the AMSR2 standard products. Brightness temperature (Level-1B, -1R) and eight 
geophysical parameters (Level-2) are provided. Release accuracy should be achieved when data is released 
to general users. Standard accuracy should be satisfied when AMSR2 completes its designed mission life, 
and goal accuracy is target as an extra success of the mission. Note that those accuracies are defined as root 
mean square error (RMSE) except precipitation, snow depth, and soil moisture products. Accuracy of 
precipitation product is defined as relative error (RMSE/Mean in percent), and that of snow depth and soil 
moisture content products is defined as Absolute Mean Error (AME). 

Center 
Freq.[GHz] 

Band width 
[MHz] 

Pol. 
Beam width [deg] (Ground res. 

[km]) 
Sampling interval 

[km] 

6.925/7.3 350 

V 
and 
H 

1.8 (35 x 62) 

10 
10.65 100 1.2 (24 x 42) 

18.7 200 0.65 (14 x 22) 

23.8 400 0.75 (15 x 26) 

36.5 1000 0.35 (7 x 12) 

89.0 3000 0.15 (3 x 5) 5 

Table 1: AMSR2 Channel Set 

 

Products Areas 
Resolutio

n 
Release 
accuracy 

Standard 
accuracy 

Goal 
Accuracy 

Range 

Brightness 
Temperature 

Global 5-50km ± 1.5 K ± 1.5 K 

±1.0K 
(systematic) 

±0.3K 
(random) 

2.7 - 
340K 

Integrated 
Water Vapor 

Global, over 
ocean 

15km ± 3.5 kg/m2 ± 3.5 kg/m2 ±2.0 kg/m2 
0 - 

70kg/m2 

Integrated 
Cloud Liquid 

Water 

Global, over 
ocean 

15km ± 0.10 kg/m2 ± 0.05 kg/m2 ±0.02kg/m2 
0-

1.0kg/m2 

Precipitation 
Global, 

except cold 
latitude 

15km 
Ocean ± 50 %  
Land ± 120 % 

Ocean ± 50 % 
Land ± 120 % 

Ocean ±20% 
Land ±80% 

0 - 
20mm/h 

Sea Surface 
Temperature 

Global, over 
ocean 

50km ± 0.8 °C ± 0.5 °C 
±0.2 C 

(zonal mean) 
-2 - 35 C 

Sea Surface 
Wind Speed 

Global, over 
ocean 

15km ± 1.5 m/s ± 1.0 m/s ±1.0m/s 0 - 30m/s 

Sea Ice 
Concentration 

Polar region, 
over ocean 

15km ± 10 % ± 10 % ±5% 0 - 100% 

Snow Depth Land 30km ± 20 cm ± 20 cm ±10cm 
0 - 100 

cm 

Soil Moisture 
Content 

Land 50km ± 10 % ± 10 % ±5% 0 - 40% 

Table 2:  List of AMSR2 standard products 
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3. Update of Level 1 Products 

The AMSR2 Level 1 algorithms and parameters were updated to Version 2.1 on April 3, 2015 based on the 
validation results of previous Ver.1.1 products. There is almost no variation in brightness temperatures 
between Ver. 2 and Ver. 1.1 under normal situation. Highlights of updates of Level 1 are; 1) correction of the 
antenna temperature of the cold calibration target  (CSM) that leads maximum 0.2K differences for 6.9 V/H, 
7.3 V/H; 2) removal of radio frequency interference (RFI) included in the CSM that leads maximum 3K 
differences for 10.65 V and maximum 0.1K for 18.7 V; 3) removal of RFI included the hot calibration target 
(HTS); 4) optimization of scan-bias correction that leads maximum 2.5K differences for 6.9 V/H, 7.3 V/H and 
10.65 V/H but only at the scan-edge; 5) optimization of geometric calibration; and 6) modification of weighting 
coefficients to calculate brightness temperatures in L1R products from those in L1B products.  

4. Update of Level 2 Standard Ocean Products 

AMSR2 Version 2.1 products were released to public on April 3, 2015, at the same timing with Level 1.  

Major updates of the AMSR2 SST version 2 are; 1) addition of RFI removal method; 2) refining 6GHz Vertical 
polarization brightness temperature correction table; 3) refining sea surface wind speed correction method; 
and 4) addition of 10GHz observed SST (research product, missing values stores SST less than 9 ºC) to the 
second layer in the SST product. By those updates, there were improvements in RFI error removal, brightness 
temperature error correction, and sea surface wind speed error removal. 

AMSR2 SST product is validated by comparing with the iQuam buoy dataset, which is compiled and quality 
controlled by NOAA, and obtain monthly root mean square error (RMSE). Each match-up data includes 
AMSR2 footprints around buoy stations within radius of 30 km and 2 hours. RMSE between AMSR2 Version 
2 and iQuam buoy SSTs from August 1, 2012 to July 31, 2014 is 0.58 °C and correlation coefficient (R) is 
0.998 (Figure 1, left). New version shows smaller error compared to old Version 1 (Figure 1, right). This value 
also satisfied release accuracy of 0.8 ºC. 

 

Figure 1: Scatter plots of AMSR2 SST and buoy SST (iQUAM V1) data from August 1, 2012 to July 31, 2014 for both 
ascending and descending orbits. Left: Version 2.1. Right: Version 1.1. 

Major updates of AMSR2 sea surface wind speed product4) are; 1) improvements in wind direction correction; 
and 2) improvements in wind speed conversion table. Improvements in positive biases of AMSR2 in weak wind 
speed range. By those updates, there were improvements in positive biases of AMSR2 in both strong and 
weak wind speed ranges.  

AMSR2 sea surface wind speed product is validated by comparing with quality controlled buoy wind speed 
observations. We have applied several quality control checks to buoy data, such as moving speed check, time 
continuity, and comparison with numerical models. Condition of match-up data is same as SST. RMSE 
between AMSR2 and buoy sea surface wind speed from July 23, 2012 to July 31, 2014 is 1.11 m/s and is 
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0.920 (Figure 2, left). New version shows smaller error compared to old version (Figure 2, right). This value 
also satisfied release accuracy of 1.5 m/s. 

5. Research Products 

The AMSR2 research products were defined in March 2015 in order to provide new and challenging products 
obtained from AMSR2 data. Eight new products are defined and summarized in Table 3. There are two ocean 
related products, All-weather sea surface wind speed and 10-GHz SST. 

Products Area Resolution Target accuracy Range 

All-weather sea surface wind 
speed 

Ocean 60 km 
± 7 m/s 

(at 15-40 m/s range) 
0 - 70 m/s 

10-GHz Sea Surface 
Temperature 

Ocean 30 km ± 0.8 °C 9 – 35 °C 

Soil moisture and vegetation 
water content based on the 

land data assimilation 
Africa, Australia 25 km 

soil moisture: ± 8% 
vegetation water: ± 1 kg/m2 

0 – 100 % 
0 - 2 kg/m2 

Land surface temperature Land 15 km 
forest area: ± 3 °C 

nondense vegetation: ± 4 °C 
0-50 °C 

Vegetation water content Land 10 km ± 1 kg/m2 0 – 4 kg/m2 

High resolution sea ice 
concentration 

Ocean in high 
latitude 

5 km ± 1 % 0 – 100 % 

Thin ice detection Okhotsk sea 15 km ± 80 % N/A 

Sea ice moving vector 
Ocean in high 

latitude 
50 km 2 components: 3 cm/s 0 - 40 cm/s 

Table 3: List of AMSR2 Research Products 

The All-weather sea surface wind speed (AWS) can estimate wind speed under tropical cyclones or heavy 
rainfall regions by using both 6-GHz and 10-GHz channels. Figure 2 is comparison of AMSR2 standard sea 
surface wind speed and all-weather sea surface wind speed for the same observation on July 9, 2015, 
descending orbits. Typhoons No.9 and No.11 in 2015 (within red dashed circles) were located in the south of 
Japan. 

JAXA has been processing All-weather sea surface wind speed from AMSR-E and Windsat as research 
product, and same algorithm was applied to AMSR2. Test processing of All-weather sea surface wind speed 
was implemented in near-real-time basis, and the Japan Meteorological Agency (JMA) uses this research 
product in their operational typhoon analysis.  

Validation of all-weather sea surface wind speed is not simple because of lack of available in-situ observations 
in strong wind speed area. Currently we are working on evaluation of ASW accuracy for future data release 
that is scheduled in autumn 2015. Figure 3 is early validation results using match-up data with GPS-dropsonde 
data provided by NOAA. Present version shows RMSE of 6.52 m/s for all wind speed ranges. Although it 
satisfied target accuracy defined in Table 3, which is RMSE should be within 7m/s at 15-40m/s ranges, we 
plan to refine the algorithm further before the release. 
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Figure 2: Comparison of AMSR2 sea surface wind speed on July 9, 2015, in descending orbit. Left: Standard product: 
Sea Surface Wind Speed. Right: Research product: All-Weather Sea Surface Wind Speed. 

 

 

Figure 3: Early validation results of AMSR2 All-weather Sea Surface Wind Speed (AWS) in comparison with 
GPS-dropsonde data. Left: Location of match-ups from July 23, 2012 to October 16, 2014. Right: Scatter plot 
of AMSR2 AWS and dropsonde. GPS-dropsonde data are provided courtesy of the NOAA/AOML/Hurricane 
Research Division in Miami, FL (USA). 

The standard AMSR2 SST algorithm uses 6.9-GHz channels to retrieve SST, but it has a weak point that 
horizontal resolution of 6.9-GHz is the worst in the AMSR2 channel set. 0-GHz channel, however, also has 
sensitivity to SST higher than 10-12 ºC, and has finer spatial resolution (about 30km) than 6-GHz channel 
(about 50km) as shown in Figure 4. From Version 2 product, 10-GHz observed SST is included in the AMSR2 
SST product file in addition to standard 6-GHz SST, in order to provide complementary information to users. 

Figure 5 is validation result of 10-GHz SST, and that of 6-GHz SST is also shown for reference (same as 
Figure 1. Left). Validation of 10-GHz SST uses same method and data to those of 6-GHz SST. RMSE of 
10GHz SST to iQuam buoy SST from August 1, 2012 to July 31, 2014 is 0.61 ºC, and 10-GHz SST more than 
10 ºC shows almost equal performance to that of 6-GHz SST. In the current product, 10-GHz SST that is less 
than 9 ºC is set to missing value since 10-GHz channel has poor sensitivity to low temperature range.  

 



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 66 of 225 

 

Figure 4: Comparison of AMSR2 standard (6-Ghz) SST (left) and 10-GHz SST (right) for the descending orbit  
on July 16, 2014.  

 

 

Figure 5: Scatter plots of AMSR2 SST and buoy SST (iQUAM V1) data from August 1, 2012 to 31 July 2014 for both 
ascending and descending orbits. Left: Standard product: 6-GHz SST. Right: Reseach Product: 10-GHz SST. 

The 250m resolution data of SGLI-VNR will enable to detect more fine structure in the coastal area such as 
river outflows, regional blooms, and small currents SST and ocean color products derived from SGLI will 
provide additional information to AMSR2 SST. 

6. Collaboration with the Global Precipitation Measurement (GPM) 

The GPM Core Observatory, a joint mission between JAXA and NASA, was launched from JAXA Tanegashima 
Space Cenrter on 28 February, 2014 (JST). The GPM Microwave Imager (GMI) was developed by NASA as 
a successor of the TRMM Microwave Imager (TMI) on board the Tropical Rainfall Measuring Mission (TRMM) 
satellite, which completed its operation on April 8, 2015.  

Since GMI has 10-GHz channels same as TMI and has a capability to measure SST higher than 10-12 °C, we 
have applied the AMSR2 10-GHz SST algorithm to GMI to retrieve SST. Figure 6 is validation result of GMI 
SST comparing with buoy SST. RMSE of GMI SST to iQuam buoy SST from March 4, 2014 to April 10, 2015 
is 0.63 ºC, and shows almost equal performance to that of AMSR2 10-GHz SST. In the current product, GMI 
SST that is less than 10 ºC is set to missing value since 10-GHz channel has poor sensitivity to low temperature 
range, but we plan to update the algorithm and retrieve SST more than 9 ºC same as AMSR2 10-GHz SST. 

We also collaborate with the GPM to produce the Sea Ice Concentration data retrieved from the Dual-
frequency Precipitation Radar (DPR) as well as GMI. DPR Sea ice concentration was produced by comparing 
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noise power of DPR Ku-band (13.6-GHz) and AMSR2 SIC. Finer resolution SIC maps (5 km) can be obtained 
although the coverage is smaller. 

 

Figure 6: SST retrieved from the GPM Microwave Imager (GMI) (left), and scatter plots of GMI SST and buoy SST 
(iQUAM V1) data from March 4, 2014 to April 10, 2015. 

7. Conclusion 

Both of GCOM-W satellite and AMSR2 instruments are in good shape after the launch in May 2012, and their 
performances are excellent.  

AMSR2 standard products are distributed through the GCOM-W Data Providing Service (https://gcom-
w1.jaxa.jp/). The latest version of the products are version 2.1. The system also distributes AMSR and AMSR-
E standard products. Also, registered users can obtain near-real-time data by applying special user form. 

AMSR2 6-GHz SST and GMI SST data are also provided in GDS 2.0 format through the JAXA GHRSST server 
(http://suzaku.eorc.jaxa.jp/GHRSST/) as well as Windsat, AMSR-E and TRMM/VIRS SSTs. We also plan to 
distribute AMSR2 10-GHz SST from the server in near future as well as the JMA’s new geostationary satellite 
“Himawari-8” SST. 
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ABSTRACT 

We present ongoing work to apply the method of optimal estimation to the AMSR2 microwave instrument 
particularly aimed at the retrieval of Sea Surface Temperatures (SST). An information content analysis is 
described that results in a prioritized channel order and a prediction, under idealised circumstances, of a mean 
uncertainty in retrieved SST of 0.38K using all 14 channels. These are compared to simulated retrievals over 
the same profile set which produce a mean error of 0.06K with standard deviation of 0.39K. Application to real 
AMSR2 data is also shown, highlighting the need to characterize biases between the forward model and 
observations. 

1. Introduction 

Remote sensing measurements of SST are often carried out at infrared frequencies given that the location of 
the peak in the thermal blackbody emission from the ocean lies in this region. Despite poorer signal to noise 
and a larger spatial footprint, microwave instruments also have a potentially useful role to play as they can 
make SST measurements in regions that would be obscured by cloud in the infrared. The method of optimal 
estimation (Rodgers, 2000) has been applied to retrievals from infrared instruments under the ESA SST CCI 
project in similar way to that of Merchant et al. (2008). As part of the same project, we are investigating the 
potential for applying an optimal estimation scheme to data from the microwave radiometer AMSR2.  

Optimal estimation provides a best estimate of the geophysical parameters in the vector x, given an initial 
estimate xa with corresponding modelled observations ya and new (real) observations y as 

𝒙 = 𝒙𝑎 + 𝑺𝑎𝑲
𝑇  [𝐊𝐒𝑎𝐊

𝑇 + 𝐒𝜀]
−1(𝐲 − 𝐲𝒂) . 

Here Sa is the covariance matrix of the a priori information contained in xa and Sε is the covariance matrix of 

the observation vector y. K is the Jacobian matrix 
𝜕𝑦𝑖

𝜕𝑥𝑗
 expressing the sensitivity of each of the observations to 

each of the geophysical variables. For this application, the observation vector contains the brightness 
temperature in each of the 14 AMSR2 channels and the state vector contains SST, the logarithm of the total 
column water vapour (TCWV), the two horizontal wind components and the logarithm of the total cloud liquid 
water (TCLW). Forward modelling to calculate ya and to generate the terms for the Jacobian matrix is carried 
out using RTTOV (Hocking, 2013).  

The expected uncertainty in a retrieval scheme can be found using an information content analysis. This is 
expressed in a retrieval uncertainty covariance matrix S given by 

𝑺 = [𝐊𝑇𝐒𝜀
−1𝐊 +  𝐒𝑎

−1]. 

In practice, this will always be a somewhat idealised estimate as it assumes perfect characterization of the 
observation system in order to generate the matrices on the right hand side of the equation. 

2. Application to AMSR2 

An information content study was carried out using profiles (approximately 2700) from the NWP SAF q-
sampled dataset (Chevallier, 2006) to calculate the predicted retrieval uncertainty across a range of conditions 
although in the absence of any rain. Both Sa and Sε were assumed to be diagonal. Values for the  
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a priori uncertainties followed the precedent of Prigent et al. (2013) by using 3.31K for SST and 0.92 m/s for 
each of the two wind components. An uncertainty of 10% was used for TCWV and TCLW. The mean expected 
SST uncertainty from the retrievals when all 14 channels are used is plotted in Figure 1. This shows a strong 
peak but long tail. The mean uncertainties across the profiles are SSST=0.38K, Sln(TCWV)=0.11, Su=0.64m/s, 
Sv=0.71m/s, Sln(TCLW)=0.078. By considering all the possible channel combinations it is possible to rank the 
channels in order of which are most effective in reducing the expected uncertainty in SST. Figure 2 shows the 
predicted uncertainty for the best single channel and then for each subsequent additional channel, in turn, that 
is most usefully added. 

 

Figure 1: Predicted retrieved SST uncertainty distribution from an information content analysis using all 14 AMSR2 
channels. 

Simulated retrievals were carried out using the same profile set as above. Noise was added according to the 
assumed uncertainties to produce a synthetic “true” state with “true” observations using RTTOV to which the 
retrieval equation was then applied. The error distribution across the profile set between the retrieved and 
“true” value of SST is plotted in Figure 3. The standard deviation of the retrieval error is plotted in ranked 
channel order in Figure 4. Using all channels, the standard deviation of the retrieval error for each of the state 
variables was σSST=0.39K, σln(TCWV)=0.14, σu=0.71m/s, σv=0.77m/s, σln(TCLW)=0.083. The mean error in SST 
across the profile set SST was 0.06K. 

The retrieval scheme has been applied to a day of AMSR2 orbit data from 15 December 2012 in the form of 
the L1R product where the brightness temperature from each of the channels is resampled onto a common 
footprint. ECMWF analysis data was interpolated to the observed location and used as the a priori information. 
A consistency check between the observed and modelled brightness temperature was also applied by 
calculating 

𝜒2 = 𝜹𝒚𝑇𝑺𝑦
−1𝜹𝒚 

where 

𝜹𝒚 = 𝒚 − 𝒚𝑎 

and 

𝑺𝑦 = 𝑲𝑺𝑦𝑲
𝑇 + 𝑺𝜀. 
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A map of retrieved SST with overlying χ2 mask is shown in Figure 5. This masking scheme provides a means 
of detecting factors that have not been included in the forward model such as rain or RFI. However, it does not 
provide a means to be able to discriminate between the causes of such bad retrievals. The values of χ2 
generated by the retrieval are much larger than would be expected for a system with 14 channels of 
measurements. This reflects the effect of a bias between the forward model and observed brightness 
temperature. We have implemented a form of ‘bias-aware’ optimal estimation (Merchant, this volume) that 
retrieves the bias value for each channel along with the physical variables. It is possible to trace out the form 
of the brightness temperature dependence of this bias by carrying out the retrievals in order of increasing 
brightness temperature. This is shown in Figure 6. Such a dependency suggests it arises from instrument 
calibration effects. This form of bias adjustment significantly improves the χ2 distribution but additional sources 
of bias remain, particularly those related to wind-speed effects, that are due to limitations in the forward model. 
Work to incorporate these into the bias-aware scheme is ongoing. 

 

Figure 2: The predicted uncertainty in the retrieved SST from the information content analysis plotted against the number 
of channels included in the retrieval scheme. The best additional channel to include in the scheme is indicated. 
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Figure 3: The retrieved SST error distribution from a simulated retrieval scheme using all 14 AMSR2 channels. 

 

 

Figure 4: Standard deviation of the retrieved SST error distribution for the simulated retrieval plotted against the number 
of channels included in the retrieval scheme. The best additional channel to include in the scheme is indicated. 
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Figure 5: Map of retrieved SST, using all 14 AMSR2 channels, from 15 December 2012. A mask based on χ2 between 
the observed and modelled brightness temperatures has been applied to exclude regions with unreliable retrievals due to 

rain, RFI etc. 

 

 

Figure 6: Brightness temperature dependence of the bias between the forward model and measured brightness 
temperature in the 6V channel.  
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3. Conclusion 

The information content and simulated retrievals show that an optimal estimation approach has the potential 
to derive SST with sufficient accuracy to contribute to the climate record. Practical application to real data 
shows the importance of proper representation of the biases between the forward model being used and the 
instrument. Work is ongoing to incorporate this into the retrieval scheme. 
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ABSTRACT 

Retrieval schemes for Sea Surface Temperature, using data from the GCOM-W1 AMSR2 microwave 
instrument, from Remote Sensing Systems (RSS), the Japan Aerospace Exploration Agency (JAXA), and the 
University of Reading (UoR) were compared using simultaneous collocations with in situ observations. Overall, 
at the commonly agreed locations for good retrievals, the RSS and JAXA schemes gave very similar results 
with mean differences from the in situ values of -0.039 K and 0.033 K with standard deviations 0.55 K and 0.54 
K for the RSS and JAXA retrievals respectively. The recently developed UoR scheme produced a mean 
difference of -0.26 K with a standard deviation 0.71 K and showed the effects of under-corrected, wind-
dependent biases in the forward model brightness temperatures.  This method of validation primarily examines 
the actual algorithm accuracy and does not test the accuracy of each institutions data flagging. 

1. Introduction 

We have carried out a comparison between three retrieval schemes for Sea Surface Temperature (SST) from 
the AMSR2 microwave instrument used by the Japan Aerospace Exploration Agency (JAXA), Remote Sensing 
Systems (RSS) and the University of Reading (UoR). The JAXA and UoR algorithms use version 2 of the JAXA 
calibrated AMSR2 brightness temperatures (see 
http://suzaku.eorc.jaxa.jp/GCOM_W/materials/product/AMSR2_L1_2.pdf).  The RSS algorithm uses the RSS 
calibrated AMSR2 brightness temperatures (Hilburn and Gentemann, submitted). The standard JAXA retrieval 
scheme (Shibata 2013) is based on the brightness temperature in the 6V channel. Corrections are applied for 
the atmospheric effects of water vapour and cloud liquid water using the 23V and 36V channels respectively. 
A further correction for the effect of wind speed is applied based on the 6H channel and both 36 GHz channels. 
In this comparison, we have used a new research product for the JAXA retrieval that follows the same approach 
but is based on the 10V channel rather than 6V.   

The RSS scheme (Wentz and Meissner, 2000, 2007) uses weighting coefficients derived from the RSS 
physical radiative transfer model to combine together the brightness temperatures in all of the channels to 
produce an initial estimate of SST and wind speed. A second stage uses the appropriate set of coefficients 
from a set trained across the range of SST-wind speed pairs to provide an improved SST retrieval.   

The UoR scheme uses an optimal estimation technique based on that currently used in the SST CCI project 
for infrared instruments that is similar to that of Merchant et al. (2008). This uses a priori information from 
ECMWF analysis fields to simulate AMSR2 brightness temperature using the forward model RTTOV. This 
information is combined using the sensitivity of each channel to each of the retrieved physical variables and 
the covariance matrices of both the a priori information and the measurements to derive an updated estimate 
of the physical state.  

Retrievals from each of the schemes over the period 1 July 2012 to 30 June 2014 were compared to a 
collocated set of in situ observations. These came from the Hadley Centre Integrated Ocean Database 
(HadIOD, Atkinson et al., 2014) that merges data taken from the latest versions of the International 
Comprehensive Ocean-Atmosphere Data Set (ICOADS) for surface observations and the Met Office Hadley 
Centre EN dataset (EN4) for subsurface observations. Further data from the Global Tropical Moored Array 
(GTMBA) was downloaded directly and added to the database. Additional quality control was carried to 
eliminate any remaining unreliable measurements and a final set of collocated matches to satellite overpasses 
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was extracted that contained 803 991 drifting buoys, 12 910 Global Tropical Moored Array and 63 024 Argo 
float measurements. The full time window between the in situ measurement and the satellite overpass 
extended ± 4 hours but 88% of observations were within 1 hour.  

The RSS retrievals have associated quality information distinguishing between those that are bad (eg. due to 
rain or high wind), those useable but with potential caveats (eg. showing strong diurnal warming or nearby 
rain) and those of best quality. For this inter-comparison, only the best quality data was used. The other two 
retrieval schemes made no distinction between quality levels for successfully retrieved values. Thus, for these 
two schemes, all of the “good” retrievals were used in the comparison. The JAXA scheme does include a flag 
indicating the origin of “bad” retrievals. The UoR scheme, however, eliminates retrievals on the basis of a χ2 

value and therefore does not distinguish between the potential causes of bad retrievals. 

The distribution of the difference between the retrieved SST and the in situ value for each of the schemes is 
shown in Figures 1 to 3 with summary statistics listed in Table 1. The equivalent statistics including only those 
locations where all of the schemes generated a valid retrieval are shown in Table 2. The results from JAXA 
and RSS schemes are very similar both in the mean and standard deviation of the difference. The UoR scheme 
also produces small values of the mean and standard deviation but these are somewhat larger than the other 
two schemes reflecting that it is still under development.  

A summary list of the JAXA and RSS flags for the commonly agreed locations of excluded data is given in 
Table 3. A direct comparison of the numbers is difficult due to a difference in flagging philosophy. The JAXA 
data only includes a single flag for any given observation but the RSS retrievals can be flagged as bad for 
multiple reasons at once. 

 

Figure 4: RSS error distribution 
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Figure 2: JAXA error distribution 

 

 

 

Figure 3: UoR error distribution 
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  JAXA RSS UoR 

Good Retrievals 568 761 517 671 511 716 

Matching Good 
Buoys 

549 864 501 304 495 506 

Mean Error 0.035 -0.028 -0.21 

Std. Dev. 0.63 0.59 0.75 

MAD (equiv. 
Std. Dev.) 

0.31 (0.45) 0.29 (0.43) 0.42 (0.62) 

Table 1: Error statistics summary, using all the good retrievals from each scheme: 

 

 JAXA RSS UoR 

Good Retrievals 365 997 365 997 365 997 

Matching Good 
Buoys 

355 394 355 394 355 394 

Mean Error 0.033 -0.039 -0.26 

Std. Dev. 0.54 0.55 0.71 

MAD (equiv. 
Std. Dev.) 

0.28 (0.41) 0.26 (0.39) 0.40 (0.59) 

Table 2: Error statistics summary, using the common set of good retrievals 

 

 JAXA RSS Common 

Total Excluded 
Retrievals 

337 556 400 056 301 760 

Land 66 142 31 465 30 844 

Ice 55 184 49 111 39 117 

Rain 146 106 222 814 118 937 

Wind 16 987 - - 

Other 48 225 162 352 - 

Sunglint - 42 681 - 

RFI - 1 938 - 

Missing 4 912 1 - 

Warnings - 204 502 - 

 

Table 3: Origin of the bad data flag in the JAXA and RSS retrievals. JAXA data is flagged for only one cause, whereas 
the RSS data can be flagged for several causes. 
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Mean differences, with their standard errors, for retrievals binned by various geophysical variables are shown 
in Figures 4 to 7. These include only the commonly retrieved locations. Figure 4 shows the retrievals plotted 
against wind speed. The UoR scheme shows the effect of a bias between the RTTOV forward model and the 
observations. The UoR retrieval scheme includes a method to automatically compensate for a fixed bias or 
linear bias-windspeed dependency but non-linear effects still remain. Work to incorporate an enhanced form 
of this bias-aware scheme to include higher order terms is ongoing. Both the RSS and JAXA schemes are 
reasonably robust to wind speed although the RSS data does show a small increase in the size of the bias 
with wind speed above 10 m/s. 

Figure 5 shows the retrievals plotted against in situ SST. The UoR retrieval again shows the residual effect of 
a forward model bias. Both the JAXA and RSS retrievals appear approximately constant for temperatures 
above 285K although there is a small trend below this value in the RSS data. The results are plotted against 
latitude in Figure 6. All of the retrievals show no trend for lower latitudes. Above about 40ºN the UoR results 
show an increased offset probably reflecting the trends at higher wind speed and cooler temperatures in the 
previous two figures. Figure 7 shows the results as a function of Total Column Water Vapour (TCWV). The 
RSS retrievals are flat across the whole range of values. The JAXA scheme, however, shows a steady trend 
with increasing water vapour. The UoR scheme is also relatively unaffected by TCWV except at the highest 
values. 

 

 

Figure 4: Mean Error comparison against windspeed. (The UoR retrievals include a linear windspeed-dependent bias 
correction) 
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Figure 5: Mean Error Comparison against in situ SST 

 

Figure 6: Mean Error Comparison against Latitude 
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Figure 7: Mean Error Comparison against TCWV 

2. Conclusion 

The RSS and JAXA retrieval algorithms show similar results in terms of their overall error distributions. There 
are some differences between the two relating to trends with different geophysical variables but overall the two 
schemes are comparable. The UoR scheme shows a larger mean error and broader distribution with some 
noticeable structure when plotted against geophysical variables. This reflects some as yet under-corrected 
biases between the forward model and the observations. 
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PLENARY SESSION IV: NEW HORIZONS 

SESSION REPORT 

Chair: Alexander Ignatov(1), Rapporteur: Prasanjit Dash(2) 

 (1)NOAA STAR, Email: Alex.Ignatov@noaa.gov 

 (2)NOAA STAR and CSU CIRA, Email: Prasanjit.Dash@noaa.gov 

 

ABSTRACT 

The session featured three speakers representing three organizations, and an open floor discussion.  

Summary of Speakers and Organizations 

SST from INSAT-3D: Initial Results (20min) – Rishi Kumar Gangwar 

SST from Himawari-8 (20min) – Yukio Kurihara 

SST in upwelling areas: Issues and Strategies (20min) – Gutemberg França 

Open floor discussion (30min) 

1. Summary of presentations 

The highlights for each talk and floor discussion are given below.  

1.1. SST from INSAT-3D – Rishi Kumar Gangwar 

This presentation was made on behalf of the Satellite Application Center (SAC) of the ISRO, in Ahmedabad. 
Geo SST is important for India which has a long coastline (Arabian Sea, Bay of Bengal, and Indian Ocean) 
and needs support Fisheries, NWP for monsoon, acoustic propagation, and climate change studies. 
Atmosphere is very opaque in the tropics and the top-of-atmosphere signal mostly originates from the water 
vapor rather than from SST. AVHRR and ATSR SSTs may be subject to errors over the Indian Ocean due to 
high water vapor load. India launched Kalpana-1 geostationary satellite in Sep 2002, which had only one 
thermal IR – wide band from 10.5-12.5. Using a single channel SST algorithm resulted in >2K RMSE. Including 
water vapor term as an explicit predictor reduced RMSE to ~1K. The water vapor information was obtained 
from TMI when available, or ICOADS. In April 2003, INSAT-3A was launched, with the same single channel 
set up. In May 1999, Oceansat-1 with a microwave scanning Microwave Radiometer (MSMR) was launched, 
with 6.6, 10.6, 18, and 21 GHz (V & H). It provided SST retrievals with RMSE ~1K, and was used in conjunction 
with the Ocean Color Monitor also onboard Oceansat-1, to map potential fisheries zones. ISRO also worked 
with other satellites and sensors on SST retrievals using split-window bands, including AVHHR/HIRS onboard 
NOAA satellites, ATSR onboard ERS1, TMI onboard TRMM, and MODIS onboard Aqua and Terra. Validation 
against pyrometer skin temperature suggests RMSEs~0.6-0.8K. INSAT-3D was launched in July 2013. 
Onboard are imager (with pretty much AVHRR bands for SST retrievals, one centered at 3.9 µm, and two split-
window long wave bands, centered at 10.8 and 12 µm), and sounder which also has window bands. Several 
geophysical products are derived, including SST. In pre-launch period, RTM modeling was performed, using 
MODTRAN code with the TIGR database. Simulations were performed for the SST imager’s bands and several 
representative NEdTs and view zenith angles (VZA). A quadratic split window SST equation was derived, and 
it was proposed to derive the regression coefficients using collocated buoy SSTs. During the daytime, only 
split-window bands are used; at night, the 3.9 µm is additionally employed. In case of failure of one of the split-
window bands, the graceful degradation assumes using a Kalpana/INSAT-3A single channel algorithm, with a 
water vapor predictor. Cloud screening is performed using a cloud flag from an external cloud mask routine, 
plus VIS/IR thresholds, spatial coherence, and split-window brightness temperature difference. Additional QC 
is performed by comparing the retrieved SST to the previous cycle SST and Reynolds 1º SST. Validation is 
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performed against ARGO floats, Triton moorings, research vessels, and other available SST fields (MODIS, 
other GHRSST products). The processing chain was tested by applying to data of GOES-11. Post-launch, 
GSICS bias correction (derived against IASI) would be applied, and validation performed against buoys and 
other satellite SSTs. Operational SST production from split-window bands commenced on Oct 1, 2013. The 
product is generated every 30min, at 4km resolution. Daily, weekly and monthly composites are also produced. 
Validation against drifters in Oct-Nov 2013, suggests a bias from -0.5-0.7K, and RMSE ~1.3-1.6K. 
Comparisons with MODIS SST shows ~-0.6K bias and RMSE~1-2 K. SST gradients are also produced and 
analyzed, to identify potential fishing zones. Evolution of SST fronts can be monitored from geo platforms. 
Overall, the daytime accuracy of SST is better than at night, when sun light may be impinging on the black 
body. Suitable GSICS calibration is not available for such anomalies. Several issues which are being 
addressed, include filtering the warm low clouds, degraded performance of the SST algorithm at the swath 
edges, different geolocation errors in different band leading collocation errors (which may be also scan angle 
dependent), destriping, and generating a degraded resolution (10km) SST product for better cloud filtering. 
Future SST missions at ISRO include planned launch of INSAT-3DR in 2016, INSAT-3DS in 2017, and 
Oceansat-3 series, tentatively planned for launch in 2017, 2019, and 2020.  

1.2. SST from Himawari-8 – Yukio Kurihara 

Himawari-8 (H8) was launched in October 2014. It stays at 36,000 km above 140E and observes SE Asia, W. 
Pacific, and Australia every 10min. Advanced Himawari Imager (AHI) is onboard. H8 became operational on 
7 July 2015 replacing the MTSAT-2. Spatial resolution in IR bands has improved to 2km (from 4km on MTSAT-
2). AHI has more SST bands, better radiometric performance, and provides full disk every 10min (compared 
with 30min on MTSAT-2). Skin SST algorithm was developed which uses bands centered at 10.4 and 11.2 
µm, whereas bands at 12.4, 8.6 and 3.9 bands are used optionally. Coefficients and parameters used in 
retrievals were calculated with RTTOV/NWP simulations in advance. Bayesian method is used to detect cloud. 
Data in 10.4, 12.4, and 3.9 µm bands, angles (view, solar, and relative azimuth), and MGDSST analysis are 
used in the Bayesian algorithm (Merchant et al, 2005; Embury, Merchant, 2014). Preliminary validation of the 
experimental SST product against buoy data was performed using 3hourly data in May 2015 data, using cloud 
probability <0.3 which was shown to provide a reasonable spatial coverage. Base “split” algorithm (10.4+11.2 
µm)+12.4, split+8.6, and split+3.9 were tested. Drifting buoys were taken from NOAA iQuam system. Matchups 
were created within 3km, 3hrs. Nighttime validation shows that Split+12.4 gives bias~+0.1K and RMSE~0.7 
K; Split+8.6 results in bias~-0.17 and RMSE~0.52 K; Split+3.9 gives bias~-0.30 and RMSE~0.46 K. During 
the daytime, Split+12.4 gives bias~0.2 and RMSE~0.60 K; Split+8.6 results in bias~0 and RMSE~0.48 K. The 
dependencies on the VZA of all retrieval algorithms are relatively stable, up to ~65º. Future plans include 
making H8 L2 SST available via JAXA ftp server, and including monitoring and validation in SQUAM at NOAA. 
GCOM-C SST will be retrieved using the H8 algorithm.  

1.3. SST in upwelling areas: Issues and Strategies – Gutemberg França 

A regional L4 SST 0.05º daily analysis product is produced at the Oceanographic Modeling and Observation 
Network (REMO) of the Applied Meteorology Laboratory at the Federal University of Rio de Janeiro 
(LMA/UFRJ) and archived at http://podaac.jpl.nasa.gov/dataset/REMO_OI_SST_5km-UFRJ-L4-SAMERICA-
v1.0. This presentation provided an update of the recent changes to this product, and issues and challenges 
the team is facing. Up until recently, REMO used NAVO AVHRR L2 products from NOAA-18 and -19 and from 
the microwave imager onboard TRMM, to produce analysis from 45ºS-15ºN, and from 15-70ºW. NAVO 
discontinued NOAA-18 processing in Mar 2015, and TRMM data quality has been questionable since Nov 
2014. In the new version of the product which became operational on Dec 1, 2014, NOAA-18 AVHRR data 
have been replaced with Metop-A data, and TRMM with AMSR2 and Windsat. The REMO L4 SST has been 
continuously validated against moored and drifting buoys and against some other GHRSST SST products. 
The agreement is generally good. At the same time, the domain covered by the product was extended and 
now covers from 78ºS-60ºN, and from 100ºW-45ºE. The REMO Data Assimilation System (RODAS) now uses 
HYCOM-1/4. Comparisons with OSTIA L4 suggest generally a good agreement, except in some dynamic and 
coastal areas where the two products may significantly differ. The resolution in the full domain is same at 0.05º, 
but in the close vicinity to Brazil, in the Campos and Santos basins, higher resolution product was requested 
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by users. Two 0.01º resolution products are currently generated from 12-34ºS, 30-54ºW, one from 
observations only (NOAA-19 LAC 1.1km, Metop-A global 1.1km, and VIIRS 1.1km). The plan is also to include 
GOES-13 and microwave in the assimilation. The larges challenge is producing high-quality SST analysis in 
the Campos and Santos basin areas during the upwelling events. The problem was illustrated with a buoys 
launched by the Instituto de Estudos do Mar Almirante Paulo Moreira (IEAPM) in Jul 2013, in the immediate 
vicinity of Brazilian coast. During upwelling events, this buoy shows a strong vertical stratification of the ocean. 
Comparison of REMO and OSTIA analyses during the upwelling events suggest that REMO is a little closer 
to the SST measured by the buoy, and a little more realistically reproduces the spatial structure of the SST 
distribution around the buoy. However, all analyses including REMO, OSTIA and MUR overestimate the SST 
measured by the buoy, sometimes by >4ºC. Moreover, analyses of all satellite data in the area also suggest 
that they all “don’t see” the upwelling, and measure SSTs >4ºC warmer than what the buoy reads. Moreover, 
the top-of-atmosphere brightness temperatures measured by AVHRRs appear to be warmer than SST 
measured by the buoy. Additional analyses have shown that during the upwelling period, monthly mean values 
of the air temperature measured by the IEAPM buoy maybe warmer than SST by as much as 4ºC. Approaches 
to work around this issue were discussed, including calculation of local coefficients in the standard 
MCSST/NLSST algorithms, or development of alternative atmospheric correction algorithms. These results 
and proposed approach have stirred a live discussion (see below). 

2. Summary of Floor Discussion (discussion/suggestions/action) 

2.1. SST from INSAT-3D 

 The presentation showed ‘ship – sat’ vs. Water Vapor and question was raised “why ship” and 
concerns were shown due to a low number of matchups. 

 Comment: GSICS cal correction is not adequate (Andy H) 

 Is scene dependent bias (GSICS) implemented (Andy H) 

 Comment: how do we capture the questions raised by Rishi and others and respond (Craig D.). 
(Peter M.: after the meeting, offline). Craig also urged all to give support to Rishi/ISRO, if requested. 

 Catch up on mid-night calibration (Eileen M.) 

2.2. SST from Himawari-8 

 Q: Night time validation against buoys? How it compares to ACSPO (Helen B.) 
A: We are between 0.4-0.6K general (Sasha I.) 

 Chris M. asked to explain more about the retrieval algorithm (p13 the ppt) and commented that SST 
derived at each IR band should have the same value, at least theoretically. 

 Comment: The observed nighttime negative bias, e.g., -0.30 K in Split+3.9, could be because of 
cloud leakage. Using 3.9 micron channel, you see a bit more (Andy H.) 

2.3. SST in upwelling areas: Issues and Strategies 

 During upwelling, BT was seen to be more than Buoy temperature (a series of Questions by Peter 
M.) 
Comments/Q: very thought provoking presentation. Show the time-series of air temperature (air-sea 
tempt) time-series: very unusual. Which direction is the wind flowing? (Peter M.) 
A: from the East (Gutemberg F.) 
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 Q: Do you know relative humidity? Do you have fog? (Peter M) 
A: No (Gutemberg F.) 
Comment: then RH is not high, you got to have a stable boundary layer. These are unusual 
phenomena and could be very well a failure in the algorithms. 

 Q: What you call Winter in the Southern Hemisphere (Sasha I) 
A: OK, this is actually local summer (Gutemberg F.) 

 Q: is the upwelling ever identified as clouds? Is it ever rejected? There is a lot of cold temperature 
(Charlie) 
Comment: I was thinking the same thing. This is one of the things we should take into account. What 
Peter said is impressive. Because you have strange air-sea T difference (audience) 
Comment: We see some problem in CA and is a broader problem we should consider (Charlie) 

 Q: what are the wind speeds? (Peter M) 
A: Not sure (Gutemberg F.) 
Comment: when you have large air-sea T, fluxes go down to zero. You got a stable boundary layer 
in the ocean and atmosphere. The air-sea will tend to move heat to ocean (latent heat) (Peter M) 
Response: I was told buoys are wrong and got technicians to check. Another problem is cloud 
(Gutemberg F) 

 Q: Do you have this plot for daytime (BT comparison against buoys)? Because its hard to identify for 
nighttime (Andy H) 
A: I do not have daytime plot, here (Gutemberg F.) 
Comment: You need to show that there is no cloud there, really important. My gut reaction is, it 
(satellite) is not able to see surface; that is why it is negative. You should check for daytime (Andy H) 

 Comment: If you have subsidence, surface RH will be low (Peter M) 
Comment: look the difference between ch4 and ch5 is low, means no water vapor (Andy H., Charlie) 
Comment: so for me, cold sea (Craig D.) 
Response: yes, if we have WV, difference between ch4 and ch5 should be high (Gutemberg F) 

 Q: is it possible to have more than one buoy? (Irina G) 
A: Yes, but we need more money (Gutemberg F.) 

 Comments: we did some comparisons, between off Chile. We did not necessarily see any of these 
biases. It might be interesting to see how conditions differ between these geographical areas. There 
must be some regional differences. Will be interesting to see this. (Jorge V.) 

 Comments: this is one of those areas, GHRSST should look at, may be using Felyx. Make a box and 
keep monitoring. Fascinating area. (Craig D.) 

 Q: What is the depth of the buoy? (Peter M) 
A: My God!, 2mts (Gutemberg F.) 
Comment: What you might have is a very large T-gradient just above that, may be very strong 
diurnal heating that is not eroded in night (Peter M.) 

 Close: provocative presentation & lots of comments. Any other comments before closing (Sasha I)  

 Closing comments: we heard the importance of MW today. Also, Geostationary is very important. 
May be we should focus on consolidating Geo products. The 3rd thing is coastal thing. For those who 
are interested to lead it and present next year. (Gary C.) 

 Comments: quick follow up on Gary’s comment. Ocean RS 2016 just sent out the agenda; we might 
want to look at it and GHRSST can participate (Jorge V.)  
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SEA SURFACE TEMPERATURE RETRIEVALS FROM INSAT-3D: INITIAL RESULTS 
AND VALIDATION 

Rishi Kumar Gangwar(1)  and Aloke Kumar Mathur(2) 

(1) GRD/AOSG/EPSA, Space Applications Centre (ISRO), Ahmedabad, India, 
Email: rgbly1986@sac.isro.gov.in 

(2) CVD/ADVG/EPSA, Space Applications Centre (ISRO), Ahmedabad, India, 
Email: alokemathur@sac.isro.gov.in 

 

ABSTRACT 

India on 26th July 2013 successfully launched its advanced meteorological spacecraft INSAT-3D by Ariane-5 
launch vehicle from the spaceport of Kourou in French Guiana and parked at 82˚E. INSAT-3D is designed for 
enhanced meteorological observations, monitoring of land and ocean surfaces, generating vertical profile of 
the atmosphere in terms of temperature and humidity for weather forecasting and disaster warning. It carries 
four payloads viz. 6 channel multi-spectral Imager, 19 channel Sounder, Data Relay Transponder (DRT) and 
Search and Rescue Transponder. For sea surface temperature (SST) measurement, Imager has two split 
window channels (10.3-11.3 µm and 11.5-12.5 µm) and a mid-IR channel (3.8-4.0 µm) with 4 km ground 
resolution. Post-launch operations included characterization of various payload instruments for first few 
months. Thermal Imager level-1B data was available in October, 2013 after first level of commissioning phase. 
After correcting for initial bias in INSAT-3D Imager channels with reference instrument as IASI onboard 
METOP-A and METOP-B following the standard procedure of Global Space-based Inter-Calibration System 
(GSICS), INSAT-3D level-1B and geophysical parameters data has been released for internal users. Sea 
Surface temperature (SST) product has also routinely generated using Imager thermal split window channels 
on half hourly, daily, weekly and monthly time scale. Various near simultaneous satellite SST products like 
GHRSST from NPP and swath product from MODIS as well as quality controlled in-situ SST observations like 
ARGO drifter/moored buoy have been used to monitor the quality and accuracy of SST retrievals from INSAT-
3D generated for each half-an-hourly acquisition. Initial results of validation for six months duration from July 
to December 2014 with MODIS SST shows root mean square deviation of ~1K. However, during certain time-
window (around 11hrs -2000hrs GMT) anomaly in TIR-1 and TIR-2 are observed resulting in sudden drop and 
then rise in brightness temperatures. The most likely reason for this phenomenon may be the switching-off 
and switching-on of ‘onboard-heaters’ during ‘Sun-intrusion’ into the payload and blackbody housing of the 
spacecraft. 

1. Introduction 

Tropical Indian oceans are distinctively characterized with respect to mid and high latitude oceans due to 
prevailing higher sea surface temperatures as well as higher atmospheric water vapor loading above them. 
Satellite SST retrievals through infrared sensors for these regions are therefore required to account for the 
atmospheric correction arising out of such water vapor loading and its vertical distribution. Low clouds 
formation due to convective systems activity also poses a challenge in delineating such clouds during SST 
retrievals. Understanding of diurnal SST variations requires more accurate and frequent observations over 
these oceans. Ever since India’s space program’s conception, such a requirement was pending. Considering 
the importance of the SST over the Indian oceans in understanding the regional meteorological phenomenon 
like monsoon as well as its tele-connection with other global weather and climate processes, India launched 
its advance weather satellite INSAT-3D on 26th July 2013 from Kourou, French Guiana. Table 1 and 2 
respectively are showing the channel characteristics as well as instrument specifications of INSAT-3D Imager. 
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Table-1: Imager channels’ characteristics 

Channel no. Spectrum (μm) Resolution (Km) S/N or NEDT (K) 

1 0.52 – 0.72 1 150:1 

2 1.55 – 1.70 1 150:1 

3 3.80 – 4.00 4 0.27 

4 6.50 – 7.00 8 0.18 

5 10.3 – 11.2 4 0.10 

6 11.5 – 12.5 4 0.25 

 

Table-2: Imager specifications 

Telescope Aperture 310 MMΦ 

Number of channels Six 

Channel separation Beam splitter 

Channel definition Interference Filters 

IFOV 

28μrad  VIS  and SWIR (1km) 

112μrad MIR, TIR1 & TIR2 (4km) 

224μrad  WV  (8km) 

Sampling interval 
1.75 samples/IFOV for VIS, SWIR,MIR  &  TIR-1 and TIR-2 

3.5 samples/IFOV for WV 

Scan step angle 
Linear in E-W direction (8 μR step size) 

Line step 224 μrad N-S  

Scan rate 20º/sec + 0.2 sec turn around 

Scan linearity 56 μR ( peak-peak) 

In-flight calibration Full aperture blackbody and spaceview 

Scan modes Full, normal and programmable sector 

Frame time 25 minutes for normal mode 

Radiometric performance See Table-2 

Signal quantization 10bits/sec 

Down link data rate 4.0MB/sec 

System power 140Watts 

System weight 98Kg (without cooler) 

 

INSAT-3D IR camera was switched on 7 August 2013, first IR image corresponding to 1658 GMT is shown in 
Figure-1. Subsequently all the cameras were switched-on successfully. After commissioning phase operations 
of different sensors and payload, geophysical parameters from INSAT-3D Imager viz. Sea surface 
temperature, rainfall, Outgoing longwave radiation, Upper tropospheric humidity and atmospheric motion 
vector winds etc. were generated operationally for all the half hourly acquisitions since 1st October 2013. These 
products are available from Meteorological and Oceanographic Satellite Data Analysis Centre 
(www.mosdac.gov.in) after registration. Real time products from INSAT-3D are also displayed through India 
Meteorological Department website (www.imd.gov.in). Every SST image, developed at sensor resolution of 4 
km, consists of 2816 scan lines and 2805 pixels. SST data products (half hourly, daily, weekly, monthly, 
seasonally and annually) are being generated in HDF-5 format. 
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Figure 1 

2. Retrieval algorithm 

Radiance from Earth’s terrestrial emission peaks at around 9.6 µm and it has minimum absorption by 
atmospheric gases, hence in order to measure earth’s temperature, space borne sensors are designed around 
this band (8-12 µm). Still this band is not completely transparent. Atmospheric water vapour and CO2 are the 
major components that attenuate the IR signal reaching at the top of the atmosphere. Since CO2 is a uniformly 
mixed gas, its effect can be taken care, but water vapour being highly variable its effect can only be removed 
by its measurement (directly or indirectly). Retrieval of sea surface temperature (SST) from thermal infrared 
window channels (10-12 µm) requires atmospheric corrections arising due to attenuation of signal by 
intervening moisture. This correction is more in tropics during summers due to higher amount of atmospheric 
moisture (Barton 1983, Anding and Kauth 1970, Gohil et al 1994, Mathur and Agarwal 1991, 2002, Shenoy 
1999). Our radiative transfer simulations studies have shown that with proper characterization of tropical 
marine conditions in the atmosphere, a suitable algorithm can be developed for accurate SST retrieval (<0.7K) 
using split thermal window and mid IR thermal channels provided the sensor noise is of the order of 0.1K.The 
SST retrieval uses IMDPS’s pre-launch satellite zenith angle based retrieval coefficient sets, for both day and 
night (Mathur et al, 2006). SST at each cloud-free pixel is retrieved using the equation  

𝑆𝑆𝑇 = 𝐴0 + 𝐴1𝑇11 + 𝐴2𝑑𝑇 + 𝐴3𝑑𝑇
2     (1) 

Where A0, A1, A2 and A3 are coefficients determined by simulation and may have satellite zenith angle 
dependence. 

𝑑𝑇 = 𝑇11 − 𝑇12       (2) 

where T11 and T12 are brightness temperatures for the split-window channels.  

To determine the regression coefficients in the above equation, radiative transfer simulations to generate 
INSAT-3D channels’ brightness temperatures for Indian marine tropical environmental conditions have been 
carried out. The important step in regression is to ensure that the sample dataset is fully and solely 
representative of the population for which the SST is to be derived. Instrument noise in simulated data for 
INSAT-3D channels have been introduced in the simulated dataset. 
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A typical example of half hourly, daily, weekly and monthly SST products generated operationally is shown in 
figure 2(a, b, c, d). 

 

         

(a)                                                                               (b) 

 

                      

                             (c)                                                                      (d) 

Figure 2 (a) Half-hourly (b) Daily (c) Weekly (d) Monthly SST products 

3. Validation of retrieved SST 

Before retrieval of SST over any pixel, INSAT-3D brightness temperature  data for both the split thermal window 
channels are checked for land/ocean mask, cloud detection, upper and lower thresholds, differential check, 
satellite zenith angle. SST thus retrieved undergoes a climatological SST check. The climatological SST 
dataset is prepared from NOAA-AVHRR and buoy observations of 1981-2001 and is known as Reynolds SST 
climatology. Since MODIS SST has been very well validated for global oceans and represent best as far as 
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satellite derived ocean skin temperature is concerned, this product was chosen to validate INSAT-3D derived 
SST. Moreover, the validation of the retrieved SST from INSAT-3D has also been performed with GHRSTT 
from NPP satellite and in-situ drifter buoy measurements of SST.  

MODIS provides sea surface temperature at 1-km (Level 2) and 4.6 km, 36 km, and 1° (Level 3) resolutions 
over the global oceans. This product consists of four global SST fields: daytime (D1) and nighttime (N1) SST 
derived from the 11-micron channel and daytime (D2) and nighttime (N2) SST derived from the 4-micron 
channel. In addition, a quality-assessment parameter is included for each pixel. The Level 2 product is 
produced daily and used to generate the gridded Level 3 products daily, 8-day, monthly, and yearly for day 
and night conditions. A quality parameter is provided for each data set. In the present validation exercise 
MODIS swath data with 1 km resolution has been used and re-gridded to 0.04 X 0.04 degree to match INSAT-
3D pixel resolution. 

The spatial and temporal collocation criterion for INSAT-3D derived SST at pixel resolution with respect to 
MODIS-SST and NPP-GHRSST was 0.04º and ±30 minutes. Accordingly, MODIS-SST swath data and NPP-
GHRSST data were re-gridded to 0.04º. For validation with ARGO drifter buoys we have taken 0.1º as spatial 
resolution and ±30 minutes as temporal resolution. 

The errors in SST retrieved from INSAT-3D has been quantified in terms of bias and root mean squared 
difference (RMSD). Bias and RMSD were calculated as per the following expressions: 

𝐵𝑖𝑎𝑠 =  
1

𝑁
∑ (𝑆𝑆𝑇𝑎(𝑖) − 𝑆𝑆𝑇𝑏(𝑖))
𝑁
𝑖=1     (3) 

 

𝑅𝑀𝑆𝐷 = √
1

𝑁
∑ (𝑆𝑆𝑇𝑎(𝑖) − 𝑆𝑆𝑇𝑏(𝑖))

2𝑁
𝑖=1     (4) 

Where, SSTa and SSTb are the SST from INSAT-3D and from in-situ or other satellite like MODIS and NPP, 
respectively. N is the number of matchup points. 

4. Results and discussions 

The validation of the retrieved SST from INSAT-3D has been performed with GHRSST from NPP, drifter buoys 
SST from ARGO and SST from MODIS swath based data. The following sections describes the validation 
results. 

4.1. Comparison with GHRSTT from NPP:  

Figure 3 shows the spatial distribution of retrieved SST as well as concurrent SST fields from NPP GHRSST 
while figure 4 is showing the bias and RMSD in the retrieved SST with respect to NPP GHRSST for the period 
02-08 November, 2013. From the figure 3 it can be seen that the retrieved SST matches well with the GHRSST 
except over north Arabian Sea where the retrieved SST is showing less values as compared to GHRSST. This 
behavior can be attributed to the fact that over north Arabian Sea the aerosol dust affects the satellite 
measurements and we have not accounted this correction in our retrieval algorithm. 
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Figure 3: Spatial distribution of SST from INSAT-3D and NPP GHRSST 

 

Figure 4: Bias (orange) and RMSD (blue) in retrieved SST with respect to NPP GHRSST 

We can point out from figure 4 that bias is variable with respect to time and RMSD is less than 1K for almost 
all the time. 
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4.2. Comparison with ARGO drifter buoys:  

We have validated retrieved SST with in-situ SST from ARGO drifter buoys. The following figure 5 shows the 
locations of ARGO buoys for the period Oct-Nov 2013 for which the validation exercise has been carried out. 

 

Figure 5: Coverage of ARGO drifter buoys for Oct-Nov 2013  

Table 3 is showing the mean (bias) and standard deviation (Std) of the difference between retrieved SST and 
buoy SST for October and November 2013. We can see that for both the months INSAT-3D is underestimating 
the SST values. Also the higher standard deviation can be explained by the fact that the buoys measure bulk 
SST while satellite measures the skin SST, therefore for appropriate comparison of satellite SST we should 
first convert skin SST into bulk SST and then perform the validation exercise. In this exercise we haven’t 
conducted the conversion process therefore getting the higher errors in SST with respect to buoy SST. 

Table3: Statistics of comparison of retrieved SST with buoy SST 

Data Used BIAS (K) Std (K) No. of collocated points 

Oct 2013 -0.68 1.57 15463 

Nov 2013 -0.47 1.33 5970 

 

4.3. Comparison with MODIS swath SST 

To compare the retrieved SST from INSAT-3D with MODIS-AQUA swath based SST products we have 
collocated both the products as per collocation criterion given in the above section for the period of July to 
November 2014. Figure 6 shows the retrieved as well MODIS SST for 01 June 2014. It can be seen from the 
figure that the trends are well captured by the retrieved SST i.e. showing high SST at equatorial region and 
decreasing gradually towards higher latitudes on both the sides. One more thing can be pointed out that over 
north Arabian Sea the retrieved SST is showing less values as compared to MODIS SST. Similar kind of 
behavior was observed in the retrieved SST while comparing with buoy SST.  
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Figure 6: Spatial distribution of SST retrieved (left) and concurrent SST from MODIS (right)  

 

Figure 7(a) 

 

 

Figure 7(b) 
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Figure 7(c) 

 

 

Figure 7(d) 

 

 

Figure 7(e) 

 



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 94 of 225 

Figures 7(a, b, c, d, e) are showing the bias corrected RMSD for hourly comparison of the retrieved SST with 
MODIS SST for July to November 2014. We can see from these figures that in all the months the RMSD 
increases after 1100 GMT. This can be partially attributed to sun intrusion impact on onboard blackbodies and 
payload lack of suitable GSICS calibration for conversion of radiance. We have also performed the same 
validation exercise with MODIS-TERRA SST data and got similar error trends in the retrieved SST. 

5. Conclusion 

SST products for every half hourly acquisition, daily, weekly and monthly from INSAT-3D are operationally 
generated. Half hourly and daily products are available from MOSDAC site (www.mosdac.gov.in) after 
registration. Validation of the SST products of INSAT-3D have been carried out on instantaneous basis for one 
year with three different sources i.e. ARGO buoys, GHRSST from NPP and SST from MODIS. Initial validation 
with MODIS skin SST and GHRSST from NPP shows that the accuracy of INSAT-3D SST is ~1K. An accuracy 
of ~1.5 K has been found in comparison with buoy SST. The sensitivity of diurnal sensor response and onboard 
calibration is being studied in detail to improve the accuracy. Furthermore, incorporation of first guess SST 
from general circulation models is also attempted to improve the results.   
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ABSTRACT 

We developed a new SST algorithm which estimates SST from multi-band infrared data. The algorithm 
calculates SSTs by solving a parameterized simple form of the radiative transfer equation inversely. We 
applied the algorithm to Himawari-8 data and validated retrieved SSTs by comparing with BUOY data. 
Comparison result shows 0.54 ~ 0.57 of root mean square difference (RMSD) and -0.16 ~ -0.17 K of bias. In 
this paper, brief outline of the algorithm and validation result is presented. 

1. Introduction 

The Himawari-8 is a Japanese meteorological satellite operated by the Japan Meteorological Agency (JMA). 
Himawari-8 was launched on 7 October 2014 and located at 140.7 degrees east. It observes eastern Asia and 
the western Pacific region every 10 minutes. The Advanced Himawari Imager (AHI) onboard Himawari-8 
carries 16 bands (3 for visible, 3 for near-infrared and 10 for infrared). Bands centered at 3.9, 8.6, 10.4, 11.2 
and 12.4 microns are available for SST. Spatial resolution of these bands is 2 Km at nadir. Quality of retrieved 
SST is expected to be improved with these advanced observation functions of Himawari-8. 

We developed a new SST algorithm which calculates skin SST by taking infrared radiative transfer processes 
approximately into account. With this algorithm, SST can be calculated from any combination of two or more 
than two IR data. JAXA is preparing L2P Himawari-8 SST product. SSTs calculated from 10.4, 11.2 and 8.6 
micron data and those from 10.4, 11.2 and 3.9 micron data are provided via JAXA's FTP server [1]. 

Cloud areas are detected by the Bayesian inference method. Cloud mask and quality level based on the 
calculated cloud probability is provided with the retrieved SSTs. Bias and standard deviations against BUOY 
data is also calculated as a function of the probability and will also be provided as SSES information. 

JAXA's Himawari-8 SST is going to be monitored and compared with other Himawari-8 SSTs at SQUAM by 
NOAA. Our new SST algorithm is introduced by the Meteorological Satellite Center (MSC) of JMA. JMA will 
generate another Himawari-8 SST product by using this SST algorithm and their original cloud mask. 

This paper presents a brief outline of the algorithm and validation results.  

2. Algorithm 

 The (1) is the basic infrared radiative transfer equation under clear sky condition. Note that each parameter is 
decomposed into a mean part and the difference part from the mean part. 
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To parameterize (1), we introduced (2) and (3). Here, 𝑅𝑠𝜆0 and 𝑅𝜏𝜆0 on the right side of (2) are the orthogonal 

components of △ 𝐼𝑠𝜆0 and △ 𝜏𝜆0, respectively. Using (2) and (3), SST can be calculated at each IR band from 

a pair of 𝑅𝑠𝜆0 and 𝑅𝜏𝜆0. From these calculated SSTs, the most-likely SST and its residual are calculated by the 

least square method. Calculated residual generally depends on the input pair of the orthogonal components. 
Therefore, it is reasonable to define the best SST as the most-likely SST which is calculated with the smallest 
residual. The best SST is derived by iterating the calculation: 

 

 

Here, the x𝑛 is the orthogonal vector and the 𝒓(x𝑛) is the residual vector calculated with the most-likely SST 
(Rodgers 1990 [2], Merchant et al. 2008 [3]).  

Clouds are detected with the Bayesian inference method (Merchant et al. 2005 [4]). 10.4, 12.0 and 3.9 micron 
data and SST analysis are used to calculate cloud probability. SST analysis is generated and provided by 
JMA. The 3.9 micron data were used as an alternative to visible data. However the use of this is turned off at 
this point because of a problem around the sun glint area. 

3. Validation 

We validated Himawari-8 SSTs by comparing with BUOY data. BUOY data were downloaded from iQUAM of 
NOAA. Himawari-8 SSTs were calculated from 10.4, 11.2 and 8.6 micron data observed in June 2015 to 
August 2015. We chose SSTs with cloud probability smaller than 0.3 and compared with the BUOY data, which 
were located and observed within 3 km and 3 hours. Table 1 shows the monthly statistics of the retrieved SST. 
Statistics are almost constant during this period, i.e., 0.54~0.57 K of RMSD, -0.16~-0.17 K of bias. Calculated 
negative biases agree with prior research on the skin and bulk SST (Donlon et al. 2002 [5]). Figure 1 shows 
the dependency on the satellite zenith angle (SZA). While biases are stable at the SZA smaller than 60 degrees 
in night time, biases in daytime show slight dependency, especially positive tendency against the night time 
bias at smaller SZA. This tendency can be caused by daytime worming, because the data at smaller angle are 
located in the equatorial ocean around 140 degrees of east longitude where strong heating is expected in 
daytime. Large positive tendencies at SZA larger than 60 degrees are shown more clearly in figure 2. Positive 
biases in the Northern Pacific can be caused by ocean fog. However, this should be examined for carefully.  

 

Table 1: Monthly statistics of the SST retrieved from 10.4, 11.2 and 8.6 micron data of Himawari-8 
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Figure 1: Biases and standard deviations as a function of the satellite zenith angel.  
The color of green, blue and red denotes the month of June, July and August. The solid line shows the result for daytime 

and the dotted line shows night time. 

 

 

Figure 2:  Regional dependency of bias. Biases for daytime (left) and for nighttime (right) are calculated at each 5x5-
degree square  

4. Conclusion 

We developed a new SST algorithm, which calculates skin SST by solving parameterized radiative transfer 
calculation. We applied this new algorithm to the data from Himawari-8. Validation result shows 0.54~0.57 K 
of RMSD and -0.16~-0.17 K of bias. These negative biases agree with the mean difference between skin and 
bulk SSTs by former research. Any remarkable dependency was not found. However, strong positive biases 
were found in high latitudinal area where the satellite zenith angle is larger than 60 degrees. These biases and 
seasonal bias will be examined for after annual data become available. 
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ABSTRACT 

The Sea Surface Temperature (SST) estimation from sensors on board satellites has great importance to 
assimilation in oceanographic numerical models for many purposes. In order to reach this goal, sub-optimal 
interpolation scheme has been implemented using NOAA-19, Metop-A, AMSR-2 and Windsat satellites data 
through REMO (Oceanographic Modeling and Observation Network) to obtain a cloud-free daily SST. In 
particular, the problem is how to estimate the SST field in upwelling zone alongside of Rio de Janeiro´s state 
coast in Brazil. The area of this upwelling could extend an area of approximately 40.000 km2 or even bigger in 
mentioned region. Due to the upwelling importance for atmospheric-ocean models and others oceanographic 
issues, a buoy (called IEAPM buoy) was settled on the southern coast of Arraial do Cabo (coordinates 
22.994oS and 42.187oW), around 6 km far from the coast, in July 2013. The daily SST buoy has been 
comparing with SST analysis and the differences between them have shown that SST analysis overestimated 
the in situ SST in about 4 K during upwelling events. Therefore, our idea is to present alternative ways to 
estimate appropriately SST analysis - by calibrating regionally the MCSST algorithm - during aforementioned 
events. Preliminary results will be presented and discussed. 

1. Introduction 

A simple system for daily cloud free sea surface temperature (SST) composition, named REMO SST, has 
been updated based on thermal AVHRR data from NOAA 19 and Metop-A, and microwave data from AMSR-2 
and Windsat is provided by REMO's group. Barnes’ objective analysis (França et al., 2013) is applied as an 
interpolator to merge these two data sources, which have different spatial and temporal resolutions in a daily 
SST composition and in a regular grid product (0.05o) in netCDF GDS v2 format. Validation has been carried 
out with moored and drifting buoys and also against GHRSST products. The results are quite good in open 
ocean when compared with in situ data and with GHRSST products, but near the coast during the upwelling 
event the differences between SST analysis and SST from the buoy located approximately 6km from the coast 
are high. The present challenge is to develop a better SST analysis during an upwelling event in Campos and 
Santos basins as it follows in Figure 1. 

 

Figure 1: Upwelling region. 



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 100 of 225 

2. SST updates at REMO 

The previous series available at PODAAC is a daily SST analysis using NOAA18-19 & TRMM data 
(ftp://podaac.jpl.nasa.gov/OceanTemperature/ghrsst/data/GDS2/L4/SAMERICA/UFRJ/REMO_OI_SST_5km/
v1/). NOAA18 and TRMM were discontinued and a new series (spatial resolution of 0.05o) has been produced 
since March 2015 using NOAA 19, Metop-A, AMSR-2 and Windsat. The results are quite good as illustrated 
in Figure 2 (a),(b) and Figure 3. 

 

Figure 2: New version of REMO SST (a) and RMSE field generated from REMO SST and OSTIA SST during the period 
from March 2015 to June 2015 (b). 

 

 

Figure 3: Validation with some drifting buoys (March-June 2015). 
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3. Applied data and Challenge 

A study case related to upwelling event from January 14th to February 14th, 2014 was analyzed. The upwelling 
study area lies between latitudes 20°S and 27°S and longitudes between 48°W and 40°W where a strong 
upwelling event was recorded by the buoy (IEAPM buoy) located near the Brazilian coast. 

Figure 4 depicts a comparison between buoy and SST products (a) and buoy and SST estimation (b) during 
the upwelling period. The comparisons between in situ SST from this buoy and all SST products (REMO, 
OSTIA and MUR) and SST estimations (from NOAA, MSG, GOES and METOP-A) have overestimated SST 
from the buoy in about 4oC for the period aforementioned (during the summer). 

 

Figure 4: Comparison between buoy and SST products (a) and buoy and SST estimation (b) for upwelling period. 

Figure 5 depicts a comparison between in situ SST (buoy), METOP-A SST and METOP-A BT3 and BT4. 
Unexpectedly, the buoy SST is less than the Brightness Temperature (BT) measured by the satellite. The 
reason for it is unknown and is being investigated. One hypothesis is a thermal inversion process. Figure 6 
depicts the differences between the air temperature and buoy SST, where during the upwelling event are 
significative. 
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Figure 5: Comparison between in situ SST (buoy), METOP-A SST and METOP-A BT3 and BT4. 

 

Figure 6: The difference between the air temperature (Tair) and buoy SST (SSTb)during the upwelling event. In blue: Tair–
SSTb (daily difference), in orange: Tair–SSTb (monthly mean difference). 

4. Considerations and way-forward 

It is not clear why, during the upwelling event, the SST estimated by satellites and all products of GHRSST 
overestimated the buoy SST. In order to try to solve this problem, some strategies are currently under 
development for the REMO SST product, as it follows: 1) To estimate local coefficients (in situ versus BT’s); 
and 2) To develop local atmosphere correction algorithm. 

Regarding estimation of local coefficients, a locally match-up database is building up. For the period of two 
years (2011 and 2012) the match-up is ready with approximately 60.000 coincident points between METOP-A 
and buoys database from GTS. Currently, 2013, 2014 and 2015 are under development. The previous results 
of SST estimated using local coefficients for the first two years show values in upwelling area closer than 
IEAPM buoy. 

5. References 
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2013.  



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 103 of 225 

PLENARY SESSION V: DIURNAL VARIABILITY 
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ABSTRACT 

The Met Office has, through the Copernicus Marine Environment Monitoring Service (CMEMS), recently begun 
providing a daily gap-free analysis of the global diurnal cycle in SST. This diurnal cycle is combined with the 
OSTIA foundation SST in-order to produce hourly maps of the ocean skin temperature. SST observations from 
the SEVIRI, GOES-W, MTSAT2, and NOAA-AVHRR satellite instruments, with geostationary observations 
being especially valuable, are used to improve the analysis through the use of a variational assimilation 
technique.  In order to assimilate SST observations they must first be converted to observations of diurnal 
SST; this is done by subtracting a foundation estimate from each observation.  Validation using independent 
near surface Argo measurements has shown the benefit of assimilating these observations.  

In this work we describe the analysis system and also demonstrate the impact of assimilating diurnal SST 
observations.   For the observations we describe how nighttime values are used to calculate a biased 
foundation SST for each data set (i.e. for each satellite).  This foundation estimate is then removed from each 
SST measurement, with the assumed unbiased residuals treated as representing observations of diurnal SST.  
A 4DVar like scheme is used to assimilate the daytime observations, where the assimilation adjusts the applied 
wind and heat forcing so that the diurnal model better fits the data. 

1. Introduction 

The Met Office has since March 2015 been providing a daily analysis product of skin SST to users through the 
Copernicus Marine Environment Monitoring Service (CMEMS;http://marine.copernicus.eu/).  This product is 
the sum of three components - a foundation SST, a warm layer correction, and a cool skin correction – all of 
which are modeled separately. Furthermore a data assimilation technique is used to improve the 
representation of the warm layer by assimilating satellite SST data. 

A schematic diagram of the diurnal analysis system is shown in Figure 1.   The bulk of this document is taken 
up describing the components shown in this diagram, with details given over the next several sections. The 
manuscript concludes with a final section presenting validation results against near surface Argo floats. 

 

 

Figure 1: Schematic of the Diurnal analysis system. 
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2. Foundation SST 

Foundation SST within the diurnal analysis system is taken directly from the daily OSTIA SST foundation 
product (Donlon, 2012).  Data from OSTIA is re-gridded from the original 1/20° resolution to the 1/4° grid used 
by the rest of the diurnal analysis. 

3. Cool skin model 

The cool skin represents the cooling effect experienced in the top ~1 mm of the water column due to long wave 
cooling.  In our system we use the model of Artale et al (2002) to estimate the magnitude of the cool skin.  This 
is a prognostic model that defines the surface cooling in terms of the instantaneous wind stress and heat flux.  
A map of the cool skin generated by this model for a range of wind stresses and heat fluxes is shown in Figure 
2. 

 

Figure 2: Cool skin value against the applied wind and heat fluxes. Wind stress is given here as a friction velocity. Note 
that blue represents a more negative value. 

4. Warm layer model 

The warm layer is the ~3 m deep layer in the water column that is warmed due to incident solar radiation.  Heat 
deposited in this layer is either lost back to the atmosphere through long wave cooling, or is mixed to depth by 
the action of the wind. The balance of heat loss and solar heating leads to a diurnal cycle in this layer.  We 
model the diurnal cycle in the warm layer using the methodology of Takaya (2010), but adapted to use the 
solar absorption parameterization of Gentemann et al (2008). An example of the output of the Takaya model 
is shown in Figure 3, which shows the mean diurnal signal for January 2007. 

5. Fluxes 

The fluxes used to drive the cool skin and warm layer models are taken from the Met Office daily NWP output 
and are processed using the CORE bulk formulae ( Large & Yeager; 2004).  Fluxes are updated hourly for 
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wind speed and every 3 hours for the heat flux; linear interpolation between these fields is used to provide the 
flux on each model time-step. 

   

Figure 3. Mean diurnal signal for January 2007 using Met Office NWP Fluxes applied to the Takaya (2010) model.  

6. Assimilation system 

Within the analysis we constrain the warm layer using a variational data assimilation technique that is similar 
to 4DVar. The system is implemented using the NEMOVAR framework. (Waters et al; 2014). Observations of 
the warm layer (see Section 7 for a description of the observations) are assimilated using the methodology of 
While & Martin (2013).  In this technique both the wind stress and heat forcing are adjusted throughout the day 
so that the warm layer is brought closer to the observations.  The assimilation spreads information from 
observations based upon the correlations in the wind and heat errors.  These are taken to be constants at 111 
km/4 hours for the heat flux and 178 km/3.4 hours for the wind stress.  The magnitude of the assimilation 
induced changes depends on the ratio between the errors in the fluxes and observations; flux error standard 
deviations are 55 W/m2 for the heat flux and 6×10-4 m/s for the wind friction velocity.  Errors on the observations 
are taken to have a standard deviation of 0.6 °C. 

7. Observations 

Observations assimilated into the warm layer come from the polar orbiting NOAA-AVHRR sensors and the 
geostationary SEVIRI, MTSAT2 and GOES-West instruments.  These sources provide data as SST products 
which need to be converted to observations of the warm layer (referred to here as dSST) before they can be 
assimilated.  As detailed in Figure 4, each satellite instrument is processed individually by calculating a 
foundation SST from the nighttime observations and then subtracting this foundation temperature from the 
daytime observations. This procedure yields the dSST values which, because we assume that night and 
daytime observations are equally biased, should be nearly unbiased. As there can be gaps in nighttime data, 
and thus the foundation estimate, an additional quality control step is performed on the dSST data to remove 
observations where the foundation estimate is believed to be poor.  
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Figure 4. Schematic of the method used to process SST observation to dSST observations.  

8. Results 

Validation of our skin SST analysis has been done by comparing a 3 month run (September to November 
2014) of our system to data from near surface Argo floats in the Atlantic.  Results from this comparison, when 
only considering large diurnal signals (> 0.4 °C), are shown in Figure 5.  In this figure it can be seen that using 
the warm layer model does improve the fit to Argo and a further improvement is observed when assimilation 
is included.  However, the reductions are within the standard error, only 32 Argo profiles were available for the 
validation, and further validation work needs to be done. 

 

Figure 5. Mean difference between Argo dSST (Argo surface temperature minus Argo 4m temperature) and the models.  
The dots mark the mean values, while the whiskers are the standard error. 
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ABSTRACT 

A facility has been implemented at the NOAA Earth System Research Laboratory to provide and evaluate 
hourly estimates of the amplitude of diurnal warming computed from multiple different models based on forcing 
data from numerical weather prediction analyses.  The facility currently obtains daily heat and momentum flux 
forcing data from the NOAA Global Forecast System (GFS) model as well as wave parameters from the Wave 
Watch III model.  Data over a two day period are used to force multiple numerical models for the diurnal 
warming amplitude.  Initial models include the Kantha-Clayson model with wave effects and the Coupled 
Ocean Atmosphere Response Experiment (COARE) warm layer model.  Estimates of the amplitude are 
provided hourly from each model relative to several depths including the skin layer, 20 cm and 1 m.  All data 
are presented via a web-based interface and are available for download.  Comparison of the model estimates 
with available observational measurements will also be provided in the near-future.   

1. Introduction 

Diurnal changes in the Sea Surface Temperature (SST) complicate the generation and interpretation of daily 
SST analyses.  Observations from different times through the day and different effective measurement depths 
are all influenced by diurnal warming to differing amounts, and generation of foundation SST analyses requires 
some approach to treating the effects of diurnal warming.  While multiple L4 SST analyses currently exist, only 
limited information is generally available on the diurnal variations that occur on top of the daily estimates on a 
global scale.  Similarly, little systematic information is available on differences in accuracy of currently available 
methods for estimating diurnal warming. 

To address these factors, a facility has been implemented to provide hourly estimates of the amplitude of 
diurnal warming at several reference depths based on inputs from numerical weather prediction (NWP) 
analyses.  The diurnal warming estimates will provide a complement to existing foundation products, giving 
users access to hourly variations in the SST on complete grids consistent with the analyses.  The resource will 
also facilitate the direct and sustained comparison of diurnal warming predictions from multiple models as well 
as their validation against estimates derived from available satellite measurements.   

2. Approach and Facility Description 

The basic approach employed is to compute estimates of the diurnal warming amplitude using detailed 
physical models forced in near-real-time with inputs from NWP models.  While the native diurnal warming 
computations are performed at different temporal and vertical resolutions, the diurnal warming estimates are 
provided hourly at several standard reference depths.  The depths include the subskin, 20 cm (for reference 
to drifting buoys and existing Climate Change Initiative (CCI) products), 1 m (for reference to moorings and 
other standard products) and 5 m.  In all cases the output is the amplitude of diurnal warming at that depth 
and time relative to the foundation SST value for that day.  Additional depths and temporal resolutions can be 
easily accommodated based on user feedback. 

The focus of this facility is on the output from physically-based 1-D models for the oceanic near-surface layer, 
though results from simplified parameterizations could potentially be added.  The initial demonstration of the 
facility incorporates the outputs from two models: the Kantha-Clayson (Kantha and Clayson, 1994) turbulence 
model modified to incorporate wave effects (e.g., Kantha and Clayson, 2004) and the Coupled Ocean 
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Atmosphere Response Experiment (COARE) warm layer model (Fairall et al., 1996).  These models were 
selected based on their maturity, ongoing use in the community, and our extensive experience in their 
application.  Inclusion of additional models is planned for the near future.  A configuration of the Generalized 
Ocean Turbulence Model (GOTM) has also been implemented and will be incorporated soon. 

Forcing for the models is taken from the analysis fields from NWP models.  Use of NWP model outputs provides 
access to all the required inputs on globally complete grids in a timely manner.  The primary input fields include 
the wind stress, radiative and turbulent heat fluxes, and SST.  These are currently drawn from the NOAA 
Global Forecast System (GFS) model which is run every 6 hours at 00, 06, 12, and 18Z.  While the resolution 
of the model was recently increased to near 0.25°, the inputs are presently mapped to 0.5° resolution grids on 
which the diurnal warming models are run.  The analysis fields from each 6-hourly run are temporally 
interpolated to the time step of the model.  Simple linear interpolation is used for all fields except insolation.  
For insolation, the interpolation is done in the domain of cloud fraction.  Near-surface specific humidity and air 
temperature fields are also extracted and input to the models to allow for modulation of the computed heat flux 
in the presence of diurnal warming.  The GFS model is being utilized for convenience and NOAA priorities.  
Inclusion of inputs from additional models such as the European Centre for Medium-Range Weather Forecasts 
(ECMWF) is desired and being pursued.   

Additional forcing input on the wave state is taken from the Wave Watch III model.  Information on wave state 
helps account for additional mixing resulting from non-local forcing and has been demonstrated to have a 
positive impact on simulation of diurnal warming.  Extracted parameters include wave period, direction, and 
significant wave height.  Using thse, the Stokes drift velocity is estimated sassuming the Pierson-Moskowitz 
spectrum.  The wave inputs are obtained from model runs every 6 hours at 0.5° resolution. 

The diurnal warming amplitude estimates are generated daily with a 2-day lag.  Each of the models is run for 
a period of 2 days with the output taken from the second day of the simulation.  This allows for proper 
initialization of the diurnal cycle at all longitudes and reduction of any spin-up effects.  The domain is global 
between 60 N and 60 S.  Spatial resolution of the output is currently 0.5° but can be increased to 0.25° for the 
current flux inputs.  The models are initialized at each grid point based on the SST fields from the NWP model.  
The 1-D models are run independently at each grid point meaning that any advective effects are necessarily 
neglected in the computations. 

Access to the facility is via the web at:  

http://www.esrl.noaa.gov/psd/psd2/coastal/satres/data/html/diurnal_sst_analysis.php. 

An example screen capture of the web site is shown in Figure 1.  The page automatically displays the results 
for warming at the skin for the most recent day in the central portion of the screen.  Columns include graphics 
of the estimated diurnal warming amplitude for each of the models as well as the primary inputs of wind forcing 
and insolation.  Rows contain the results for each hour of the selected day.  Clicking on any of the links returns 
a full-sized graphic of the estimated diurnal warming amplitude (or desired forcing field) at the desired time as 
shown in Figure 2. 
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Figure 1: Sample screen capture of the web interface of the diurnal warming facility. See text for description of the 
webpage contents. 

 

Figure 2: Example graphic of diurnal warming showing the amplitude predicted by the Kantha-Clayson model at the skin 
layer at 14 Z on 20 July, 2015. 
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The menu at the top portion of the page allows the user to select the outputs for any desired day and any of 
the available depth levels.  Results are available starting on 1 July 2015 and extend through the present.  The 
results from additional models will be added and backfilled through the starting date as they become available. 

Access to the digital data corresponding to the diurnal warming amplitude estimates will be provided through 
the links at the bottom of the page.  The data for the hourly amplitude products at each of the depths will be 
stored in NetCDF files that can be downloaded from the site.  The content and format of these files is currently 
being finalized and is being designed for maximum consistency with existing GHRSST format data.  
Discussions and input from the GHRSST XVI science team meeting were highly valuable for construction of 
the data files.  The links to the files are included on the existing page but are not yet active.   

A complementary web page is currently under development which will compare the simulated warming fields 
against observations derived from geostationary satellite data.  Hourly diurnal warming estimates at the skin 
layer have been derived using data from the Spinning Enhanced Visible and InfraRed Imager (SEVIRI) on the 
Meteosat Second Generation (MSG) satellites corresponding to the model predictions.  The warming is 
computed relative to a foundation temperature estimate derived from the data from the previous night.  These 
data have been used in initial product validation (see following section) and will be included on the new web 
page.  Additional satellite products from Himawari-8 and other new satellites will be added as the data become 
available. 

3. Example Model Validation 

Initial validation of the model-derived diurnal warming estimates has been conducted using both direct in situ 
observations and satellite-derived estimates.  Previous work using data from research cruises demonstrated 
the ability of the models to accurately reproduce measurements of diurnal warming at the skin and subsurface 
depths when forced with direct, high-resolution wind stress and heat flux inputs coincident with the temperature 
measurements.  The uncertainty of the predictions resulting from use of coarser resolution NWP forcing inputs 
is potentially much larger. 

To examine the uncertainty resulting from use of NWP inputs, modeled warming has been compared against 
hourly estimates derived from SEVIRI as noted at the end of the previous section.  Qualitatively, the warming 

 

Figure 3: Sample comparison of simulated and observed diurnal warming amplitudes at 14 Z on 21 June, 2014. The 
modelled results on the left are for the Kantha-Clayson model forced with NWP inputs.  The results on the right were 

derived from SEVIRI observations using a foundation estimate from the previous night. 
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patterns and amplitudes appear quite similar as shown for the example case in Figure 3.  To quantify the 
agreement, comparisons of the distributions of diurnal warming amplitude obtained over multiple weeks were 
generated.  The results obtained using the Kantha-Clayson model with wave effects at several different 
observation times are shown in Figure 4.  While highly favorable overall, the results do suggest a tendency for 
overestimation of the warming.  This tendency was also observed in the predictions from the COARE model.  
Combined, these results suggest the problem is related to use of the 6-hourly NWP inputs and the lack of 
higher resolution variability.   

Improved results were obtained through introduction of a wind gustiness factor to modify the interpolated wind 
stress values.  The NWP-based representation of integrated solar heating was first investigated by comparison 
against mooring data available in the eastern Pacific.  The results suggested that small scale variations in 
cloudiness did not appear to have a significant effect on the results.  The persistence of low wind speeds over 
multiple hours, however, was found to have a much larger effect on amplifying diurnal warming.  Even small 
gusts in the local wind speed can inhibit the growth of large diurnal warming amplitudes. Through 
implementation of a wind gustiness factor (e.g. Zeng et al., 2002) that prevents extended persistence of very 
low wind speeds, the results were found to agree much more closely in the mean with direct observations. 

 

 

Figure 4: Comparison of modelled and observed distributions of diurnal warming amplitude. The results are shown for 
the Kantha-Clayson model with wave effects applied on the SEVIRI domain during the period from 21-30 June 2014 

4. Conclusion 

A new facility has been created to help promote access to and evaluation of global estimates of diurnal warming 
to complement and extend the application of existing foundation temperature analyses.  Hourly diurnal 
warming estimates at multiple reference depths and a spatial resolution of 0.5 are being generated in near-
real-time using physically-based 1-D models forced with NWP analysis inputs.  The web-based interface is 
now live and available for viewing.  Digital data for the diurnal warming estimates will soon be available for 
download from the site in NetCDF format consistent with other GHRSST products.  Enhanced validation 
capabilities will also be provided through the facility, but initial validation of the modeled estimates are generally 
very positive.  User feedback on the function and content of the facility is highly desired and encouraged. 
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ABSTRACT 

Three presentations were given during the plenary session on uncertainties in L2P products, followed by 
general discussion focusing on sensor specific error statistics and quality flags in L2P products. 

1. Roles of L2 SSES in a L4 production case – Mike Chin 

NASA JPL’s MUR SST analysis system uses GHRSST L2P SST data from MODIS, AMSR-E (prior to Oct 
2011), WindSat and AVHRR sensors on NOAA polar-orbiters and METOP-A and METOP-B.  The MUR 
analysis is a multi-scale analysis.  MUR assumes a constant correlation coefficient for each grid cell.  Sensor 
Specific Error Statistics (SSES) variance values in the input L2P files are discounted according to pixel density, 
i.e. the MUR system changes the SSES standard deviation values.  Bin averaging of input data does not avoid 
issues with error correlation.  Quality level flags are used for pixel segregation.  The SSES provide mean and 
standard deviation of the difference between the satellite SST observation and an in situ reference (generally 
drifting buoy SSTs).  Can SSES bias be used to get to foundation SST?  

The MUR system uses SSES bias to correct for biases in the L2P SST data streams.  In addition, Iquam in-
situ SSTs are used for bias correction.  The use of SSES bias in MUR improves the self-consistency slightly. 

Potential issues with SSES: 

 Reduction of inter-sensor bias 

 What is the reference? 

 What is the SSES bias accuracy? 

 Definitions / Documentation 

Discussion 

Andy Harris (AH): SSES_bias do not make much difference on a global basis, but should make a difference 
on a regional basis. 

Mike Chin (MC): I have not looked at a regional basis yet. 

AH: Bias of retrieval on a global basis should be close to 0, so difference should make an impact on regional 
scales. 

Chris Merchant (CM): Correlation of pixels, covariance matrix for all pixels not practical.  What would you like? 

MC: A simple number for all the pixels that fall within a grid box.  They are relatively stable, so one value should 
be enough, however close to 0 some issues.  A model that reflects geophysical variation would be better. 

Charlie Barron (CB): Errors are too small.  Are you doing a pseudo ensemble, or what is the process? 

MC: Errors are too optimistic.  The standard deviation is high where variability is high, so a spatial figure can 
scale as can seasonality.  GMPE could be an option.    
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2. SSES in ACSPO version 2.40 – Performance analysis and recommendations for 
assimilationin L4 SST – Boris Petrenko 

The purpose of ACSPO SSES are to provide realistic estimates of SST bias and standard deviation (STD) in 
the full range of observations conditions at every valid SST pixel.  They should minimize the need for bias 
correction in L4 data.  ACSPO SSES are analysed as functions of regressors (terms of SST equations) rather 
than physical variables.   Testing of the ACSPO SSESs has shown that SSES bias correction reduces standard 
deviation with respect to drifters and CMC L4 SSTs.  Correction for ACSPO SSES biases reduces the effects 
of cloud leakages and angular-dependent biases.  During the daytime, it also reduces the effect of diurnal 
warming.  Only quality level 5 SSTs (cloud-free) are used in ACSPO.  Stratification of coefficients in the 
regression space is more efficient for fitting in-situ SST than stratification of physical variables.  By subtracting 
sses_bias from the baseline ACSPO SSTskin, the de-biased ACSPO SST becomes a better proxy for 
SSTdepth (at drifting buoy depths) than the original ACSPO skin SST.   

The current ACSPO algorithm has STD with respect to in-situ SST of 0.42 K globally, compared with Pathfinder 
0.45 K and LATBAND 0.45 K. 

Recommendations for testing ACSPO SSES in L4 systems: 

 Assimilate night-time de-biased SST into foundation L4 SST products 

o Compare with assimilation of baseline ACSPO SST 

 Assimilate de-biased daytime ACSPO SST.  

Discussion 

Helen Beggs (HB): What is your method for generating SSES in daytime?  How do you correct for diurnal 
warming? 

BP: It is separated and produced that way. 

AH: It’s complicated.  If there is no wind speed but no diurnal warming during the daytime and there is a signal 
in the BT and that’s why the regression works.  It makes one think as how it is possible to remove diurnal 
variation just from the BT? 

CM: OSI-SAF global as first cut. Bias is in the OSI-SAF retrieval. Why don’t you just correct your SST to the 
best possible retrieval?  After de-biasing you have a better SST (better in respect to drifting buoys).  OSI-SAF 
preserves DV.  Yours does not? 

BP: After de-biasing the agreement is better with drifters. 

Sasha: We are doing piece-wise correction against in-situ SST which is not as sensitive to DV.  The piece-
wise regression (PWR) is not mature yet, so it won’t make a good image/product yet.  It should be good for L4 
producers, but might not work as a stand-alone product.  Regional biases should be reduced by the PWR.  
Methodology, transaction form geophysical space to measurement space with a weight which is realistic.  
Weighting is not always representative. 

BP: Best methods.  Last GHRSST meeting I reported model-based methods.  It removes biases in some 
sense.  The PWR does it instantaneously for every single image. 

Craig Donlon (CD): Not sure how this connects to the physics.  Try to get some harmonization to the 
terminology.  People start to use purely statistical methods – radiative transfer, minimization.  The challenge 
to GHRSST is to get back to basics.  What is the truth?  Make sure it is clean (drifters/Argo).  Make sure we 
don’t go around in circles.  Suggest to get the Science Team to pull this all together and make a short (5 page) 
report about how it all works. 

HB: The report on the SSES discussion from last year’s ST-VAL Breakout Session ahs been sent around. 

CD: Sent to all? 
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HB: To the ST-VAL members and also it is in the GHRSST-XV Proceedings. 

Gary Corlett: They are on the GHRSST web page.   

3. Modeled SST Uncertainties vs Empirical SSES – Claire Bulgin 

Limitations of L2 retrieval mean there are uncertainties that vary in time and space.  The L2 noise is propagated 
to L3 gridded products.  Missing parameters budget: 

 Undetected cloud 

 Aerosol variability 

 Undetected ice 

 Sensor drift 

 Skin to depth uncertainty 

These uncertainties can be modelled as a function of domain size, clear-sky percentage and SST variability.  
Where uncertainties are calculated independently of in situ data, these can be used to validate both SST and 
associated uncertainties. 

Discussion 

HB: I missed how you folded time and space on one axis. 

Claire Bulgin (CB): The 3D has been collapsed and scales are similar. 

Chelle Gentemann (CG): How are you calculating the SST variability, e.g. in an upwelling region how would 
you do that for a year? 

CB: SST variability is the remaining component after we overlay the mean mask. 

Craig Donlon (CD): It’s the mesoscale variability. 

CG: Temporal dependence is missing in here. 

CB: It’s L2 to L3U so it is just gridding. 

CD: A mesoscale jet is about 1 hour.  Eddy mesoscale is about 1-2 days.  Satellite imager is always 
instantaneous. 

Chris Merchant: In an L3 product we sample only part of certain oceanographic features, but this is the spatial 
uncertainty. 

Andy Harris: Retrieval error.  How do you model that?  Chi squared? 

CB/CM: No idea. 

4. Open Discussion 

HB showed slide of questions to get things rolling: 

Uncertainties in L2P Discussion Points: 

1) How to incorporate "Modelled Uncertainties" per pixel?  

2) Do we still need SSES if we have Modelled Uncertainties? 

3) Can we expect L2P producers to provide SSES estimates that are consistent across 
different SST products? 

4) If yes, then how would we go about this?  Provide recommendations on SSES estimation? 
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Sasha Ignatov (SI): SSES make it easy to compare different datasets – a very practical motivation.  Do we still 
need SSES?  We need both.  A specific user of the data should determine what we do.  What works in L4 
should determine what we do.  Modeling uncertainties is great, but certain things we just don’t know.  So we 
need a practical approach. 

HB: In the IMOS Project we model the SSES uncertainties regionally.  You can find out more from my 
presentation during the CDR Breakout Session on Thursday morning. 

SI: During last GHRSST ST Meeting we presented how we produce SSES.  We need similar information from 
the L4 producers on how they use SSES.  It would be good to see how people use SSES. 

Alexi Kaplan (AK): IC-TAG breakout session on Thursday will discuss how L4 systems use SSESs.  

CM: A comment on Sasha’s comments.  We need both approaches.  We don’t know all the error sources and 
how to model them, but if your in-situ is independent we can verify the model, and if you get the dominant 
uncertainty terms it might be good enough.  Back to Basics: SSES tells the user which observation has more 
or less uncertainty.  We can use some similar approaches, but not universal.  However, users don’t seem to 
mind too much.  How do we validate SSES?  It is currently not independent to buoys.  How can we tell if SSES 
is something real?  We need modeled uncertainty approach, as SSES can’t give random and systematic split.  
We should quantify spatial scales more rigorously, but can’t see how this can be done on a purely empirical 
approach using buoys. 

Rosa Paes (RP): If you wish more use of L2P for L4 then as a user we need information on how confident you 
are regarding SST on a pixel level.  Corrections on bias on an in-situ level will not be sufficient, for multi-sensor 
bias is time and space dependent.  We need to know on a pixel level which are the good ones.  We need 
common definition of SSES for all products.  Otherwise it is difficult for users. 

CD:  Make sure statistics are still connected to the real world. 

Mike Chin (MC): For SSES bias is there a reference we have agreed on – skin/subskin/depth? 

HB: At the Bureau we reference back to skin using a constant offset of 0.17K (following the convention used 
for the Pathfinder AVHRR SST v5.2 L3C product).  ACSPO sses_bias converts a skin SST to drifting buoy 
depths. 

MC: We need a documented reference.  Ed Armstrong could try to survey the users of the quality flags and 
SSES.  It would help organisation on the server side.  Survey within two weeks of meeting.  Might help answer 
the questions in HB’s slide.  
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ROLES OF L2 SSES IN A L4 PRODUCTION CASE 

T. Mike Chin(1) 

 (1) NASA Jet Propulsion Laboratory, California Institute of Technology, USA, Email: mike.chin@jpl.nasa.gov 
 

ABSTRACT 

GHRSST defines two types of single-sensor error statistics (SSES) for the satellite track (Level 2, or L2P) data: 
the expected mean (“bias”) and standard deviation (STD) of the measurement error.  Both of these play 
important general roles in production of a multi-sensor gridded (Level 4, or L4) analysis: bias for correction of 
inter-sensor difference in SST values and STD for data weighting and evaluation of posterior error estimation.  
The actual roles of L2P SSES values available today are presented for the case of “MUR” L4 analysis 
production, with discussion of how some of the SSES values are used and not used and why. 

1. Introduction 

The producers of the L4 data sets represent, along with modelers, some of the potentially heavy users of the 
GHRSST L2P SSES parameters.  In resent GHRSST meetings, these SSES parameters have become topics 
of discussions with respect to their accuracy, accuracy requirements (given certain applications), and actual 
usefulness of the SSES.  This presentation describes how SSES is used in production of the Multi-scale Ultra-
high Resolution (MUR) L4 SST analysis. 

2. MUR SST 

The MUR data set can be considered as a fairly standard daily L4 gridded analysis product, with some 
specialized characteristics as follows: 

 A high grid-resolution of 0.01x0.01 degrees (approximately 1km resolution), featuring the MODIS 
L2P data sets combined with AMSR-E, WindSAT, AVHRR, and in-situ (iQuam) data sets.  To 
reconstruct the high-resolution SST features, multiple stages of analysis are performed at several 
different scales, resulting in a heterogeneous-resolution presentation that “would have high 
resolution of small-scale features in region of good [MODIS] coverage and lower resolution in 
regions of poor coverage” (Reynolds et al. 2013).  The actual formula for the multi-scale analysis 
follows the orthonormal wavelet decomposition theory (Mallat 1989). 

 Use of a wavelet (continuous function) basis function, which leads to a “mesh-less” or “grid-less” 
interpolation (Chin et al., 2014). 

 Use of a set of time-weights which are scale dependent, in order to account for presumably faster 
evolution (thus shorter time-window) of the smaller scale features. 

Despite the above, the core of the interpolation method follows the familiar objective interpolation (OI) formula 
at each scale stage of analysis (the Multi-Resolution Variational Analysis, MRVA, Chin et al., 1998).  Thus, 
how MUR depends on the SSES parameters maybe similar, more or less, to how other L4 products rely on 
SSES.  

3. Uses of L2P SSES in L4 Analysis 

Procedures in L4 data production that can benefit from SSES are: 

a) Quality control: choosing and pruning of bad pixels from the input L2P data sets. 

b) Bias correction: correcting for (i) the target “SST” for the L4 analysis, i.e., skin or bulk/foundation 
SST and (ii) inter-sensor bias. 

c) Data weights:  assigning the observation error variance values. 
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d) Posterior error: estimating the analysis error. 

For MUR analysis, quality control is performed mostly by relying on the L2P quality flags, with the SSES STD 
values playing a minor role in determining pixels to be thrown out of the analysis.  The quality flags are more 
useful than SSES STD here because critical quality determinants such as atmospheric and land effects are 
perceived (by the MUR producers, hereafter “MUR”) to be more directly addressed by the L2P quality flag(s) 
than SSES STD. 

For bias correction, MUR uses the SSES Bias values for most of its input L2P data sets but finds them to be 
not fully adequate in reducing inter-sensor bias.  MUR hence computes additionally its own sensor bias terms 
for each data set by co-estimating with its SST analysis, except that such bias is assumed to be zero for the 
in-situ data set (for the “bulk” temperature).  Thus, bias correction in MUR production relies on the quality of 
the in-situ (iQuam) SST values. 

For data weights, MUR uses SSES STD for the diagonal terms of the observation error covariance matrix.  
However, it is known that the off-diagonal terms, or the pixel-to-pixel correlation, are important (e.g., Kaplan et 
al. 2003; also a demonstration in Fig.8 of Chin et al. 2014 using AMSR-E and MODIS SST).  To this end, MUR 
assumes a simple correlation model (a constant correlation coefficient for each computational grid box  and 
for each scale stage), which effectively discounts the SSES STD values heavily as described in Chin et al. 
2014 depending on the local data density and the analysis scale.  Thus, even though the SSES STD values 
are used, they are heavily altered before being used to control the actual interpolation procedure. 

For the analysis error estimation, the formal (Bayesian) posterior variance values tend to become too small, 
partly due to the effect of using the background (prior) error covariance to control the smoothness of the 
analysis.  MUR scales such formal error variance values back to a higher level by referencing an ensemble 
variance field series, noting that the root-variance among L4 analysis (i.e., ensemble variance) gives a good 
indicator of root-mean-squares difference between the analysis and drifter SST (Martin et al., 2012, Fig.5). 

In summary, the L2P quality parameters can be ordered according to importance to the MUR production as: 
(1) quality flag, (2) SSES STD, (3) SSES Bias.  The SSES Bias came to be least important because MUR 
estimates its own bias for each data set.  However, SSES Bias has a potential to play a much larger role since 
it applies directly to the L2P SST values. 

4. Conclusion 

Gridding is a harsh environment for L2P SSES parameters, particularly because the uses of the prior models 
(for smoothness etc) and the needs to have external information (error model) for the pixel-to-pixel correlation 
are combined to effectively alter the SSES STD values beyond recognition.  Falling back to an apparently 
simple and familiar procedure such as the bin-averaging method does not address the fundamental issues 
such as the critical need for the correlation values.  Still, the potential impact of SSES Bias to any L4 analysis 
seems to be large, due to its roles in both attaining the target “SST” value and correcting for inter-sensor mean 
differences.  To increase the utility of the GHRSST L2P Bias parameter, documentation and cross-product 
standardization aspects should be improved.  
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ABSTRACT 

A redesigned algorithm for estimation of Single Sensor Error Statistics (SSES) for the baseline regression SST 
(BSST) product of the NOAA Advanced Clear-Sky Processor for Oceans (ACSPO) is described. The algorithm 
employs segmentation of the SST domain in the space of regressors (i.e., terms of the regression equation). 
For each segment, local regression coefficients and SDs are estimated from the corresponding subsets of 
matchups with quality controlled in situ data. SSES bias is estimated as the difference between the BSST and 
an auxiliary Piecewise Regression (PWR) SST produced with the local coefficients. Subtracting SSES biases 
from BSST reduces the effects of residual cloud, angular dependence of biases and, during the daytime, 
diurnal surface warming. This results in a significant reduction in global SDs of fitting in situ SST bringing them 
close to a level typical for “foundation L4” minus in situ SST statistics. While the CMC L4 SST is typically colder 
than daytime in situ SST, the PWR SST is consistent with in situ data during both day and night. The PWR 
SST may thus be viewed as an estimate of the “bulk” SST and can potentially be a better input for assimilation 
into L4 SST systems, aimed at producing the foundation SST.  

1. Introduction 

The GHRSST Data Specification format (GDS 2.0) requires that Single Sensor Error Statistics (SSES), i.e. 
estimates of bias and standard deviation (SD) of retrieved SST, should be appended to each pixel of an L2/L3 
SST product. Currently different processing centers employ different SSES definitions. The GHRSST-XV 
meeting has reviewed existing SSES practices and suggested revisiting those (Proceedings of GHRSST-XV, 
2014). In particular, it was noted that no available SSES improves assimilation of L2 or L3 products into the 
existing L4 analyses. In this context, the initial SSES implementation (Petrenko and Ignatov, 2014b) used in 
the earlier versions of the NOAA Advanced Clear-Sky Processor for Oceans (ACSPO) SST retrieval system, 
has been redesigned with the explicit objective to provide a measurable improvement for L4 analyses. 
Customarily, assimilation of L2 or L3 product into L4 analyses is preceded by a “bias correction” in satellite 
SSTs with respect to in situ SSTs (or with respect to some reference satellite product). Therefore in the new 
SSES development, the primary objective was to significantly reduce biases in ACSPO SST relative to in situ 
SSTs. Moreover, the SSES SDs should provide a realistic measure of SST uncertainty in pixel, to allow 
optimization of L2/L3 SST weights during their assimilation into L4. Only the performance of SSES bias 
correction has been explored so far and it is documented in this paper. The new SSES was implemented in 
ACSPO v2.40 which became operational at NOAA on 19 May 2015. 

2. Methodology 

As documented in Petrenko et al. (2014a), the baseline SSTs (BSST, TS) are produced in ACSPO with the 
regression equations proposed by Lavanant et al. (2012). Each equation is used with a single set of regression 
coefficients trained on a global dataset of matchups (MDS). Errors of fitting in situ SST with BSST are largely 
caused by inaccuracy of approximation of a highly variable inverse relationship between BTs and SST with 
one global regression equation and with a single set of coefficients. As a result, BSST errors essentially depend 
on observational conditions, i.e. on such variables as view zenith angle (VZA), total precipitable water vapor 
content in the atmosphere (TPW), etc.  

To properly account for the above dependencies, SSES should be separately estimated for different segments 
of the SST domain relatively uniform in terms of retrieval errors. The previous ACSPO SSES algorithm stratified 
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the SST domain by VZA and TPW. That approach, however, was found inefficient because the real number 
of physical variables affecting the retrieval errors is not limited by VZA and TPW. In fact, it is not obvious if it 
is possible at all to account for all physical factors essentially affecting retrieval errors (including, e.g., 
underscreened clouds), even with increased number of physical variables.  

Instead, the redesigned ACSPO SSES considers the retrieval errors as functions of regressors (i.e. the terms 
on the right-hand side of the regression equation, excluding the offset), rather than certain geophysical 
variables. This limits the number of the SSES arguments, no matter how many physical variables the 
regressors depend on. The criteria for segmentation of the SST domain in the space of regressors (R-space) 
are derived from the statistics of regressors within the training MDS. Once such criteria have been established, 
the SST pixels and matchups are ascribed to specific segments based on the regressors’ values. SSES SDs 
are estimated for each segment from the corresponding subset of matchups with quality controlled in situ data 
from iQuam (Xu and Ignatov, 2014). Note that we use a combination of drifters and tropical moorings in ACSPO 
Cal/Val analyses including the SSES. These subsets of matchups are also used to calculate local regression 
coefficients specific to each segment. The SSES SDs and local regression coefficients for all segments are 
stored in the lookup table (LUT). During the L2 production, the SSES SDs for every SST pixel are obtained 
from the LUT and the SSES biases are calculated as differences between the BSST and a Piecewise 
Regression SST (the PWR SST) calculated with the local regression coefficients.  

3. Evaluation of SSES bias correction 

As mentioned above, in the redesigned ACSPO SSES, the bias is defined as difference between BSST and 
PWR SST. Accordingly, applying SSES biases to the BSST transforms it into the PWR SST. Table 1 compares 
global statistics of fitting in situ SSTs in the matchups with BSST and PWR SST over the global MDS collected 
from 15 May 2013 to 8 August 2014 for VIIRS (onboard S-NPP), MODIS (onboard Aqua and Terra), AVHRR 
FRAC (on Metop-A and -B) and AVHRR GAC (on NOAA-19). The statistics of fitting in situ SSTs in the 
matchups with the L4 SST by the Canadian Met Center (CMC, Brasnett, 2008) are also shown. Since the data 
shown in Table 1 used the same MDS for both training and validation, the global biases for both algorithms 
are 0. PWR SST substantially reduces global SDs compared to BSST. Since CMC is constructed from 
nighttime satellite retrievals and in situ SSTs, it is biased cold with respect to daytime matchups, more so for 
the afternoon platforms S-NPP, Aqua and NOAA-19. The PWR SSTs do not show daytime biases typical for 
CMC but bring the global SDs closer to (or even smaller than) the corresponding SDs for CMC minus in situ 
SSTs. Further analyses based on subdividing the MDS into different time intervals and using one of them for 
training the coefficients, and another one for validation the derived SSTs have demonstrated the temporal 
stability of the BSST and PWR SST statistics with respect to in situ SST.  

Table 1. Global biases and SDs of fitting in situ SST with BSST, PWR SST and CMC over the full MDS 
collected from 15 May 2013 – 8 August 2014. 

SST Statistics S-NPP 
VIIRS 

Aqua 
MODIS 

Terra 
MODIS 

MetOp-A 
AVHRR 

MetOp-B 
AVHRR 

NOAA19 
AVHRR 

Day 

BSST Bias 0 0 0 0 0 0 

SD 0.41 0.45 0.46 0.48 0.49 0.50 

PWR SST Bias 0 0 0 0 0 0 

SD 0.31 0.33 0.32 0.33 0.33 0.34 

CMC Bias -0.19 -0.20 -0.06 -0.02 -0.03 -0.21 

SD 0.34 0.34 0.31 0.31 0.31 0.35 

Night 

BSST Bias 0 0 0 0 0 0 

SD 0.33 0.35 0.35 0.46 0.45 0.46 

PWR SST Bias 0 0 0 0 0 0 

SD 0.25 0.26 0.26 0.30 0.30 0.29 

CMC Bias 0.01 0.02 -0.04 -0.08 -0.07 0.03 



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 123 of 225 

SST Statistics S-NPP 
VIIRS 

Aqua 
MODIS 

Terra 
MODIS 

MetOp-A 
AVHRR 

MetOp-B 
AVHRR 

NOAA19 
AVHRR 

SD 0.27 0.28 0.29 0.31 0.31 0.29 

 

The redesigned SSES methodology was implemented in ACSPO v2.40 (with both L2P and L3U products) and 
used for processing some test data from six satellite sensors listed above. Fig. 1 demonstrates the effects of 
daytime and nighttime SSES bias correction by showing the geographical distributions of deviations of BSST 
and PWR SST from CMC for the S-NPP VIIRS L2P product on 16 February 2015, and corresponding SSES 
biases. The daytime deviations of BSST from CMC are mainly caused by cloud leakages, daytime warming in 
the upper surface layer of the ocean and variations in VZA. Nighttime SSES biases are also dependent on 
VZA and cloud leakages. SSES biases reflect all these effects, to a various degree. This makes correction of 
SSES biases efficient: the images of PWR SST – CMC are noticeably more uniform than the images of BSST 
– CMC. Note that comparison with CMC L4 in Fig.1 independently verifies the LUT derived from in situ data 
shown in Table 1 (from 15 May 2013 – 8 August 2014), in a global domain, and for the data outside the training 
time interval. 

 

Fig.1. (Left panels) daytime and (right panels) geographical distributions of (top) BSST – CMC SST, (middle) 
SSES bias, (bottom) PWR SST - CMC SST from S-NPP VIIRS observations on 16 February 2015. 

Fig.2 shows time series of daytime biases and SDs of BSST, PWR SST and CMC with respect to in situ SST, 
for six satellite sensors from 24 November 2014 to 10 March 2015. (Note that this is an independent verification 
of the LUT derived from the 15 May 2013 – 8 August 2014 data set and used for training of the PWR SST 
coefficients.) The statistics for all three SSTs were estimated from daily matchups and smoothed with a 7-day 
time window. Comparison of the BSST and PWR SST shows that the SSES bias correction makes the statistics 
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more stable and consistent between the sensors. It also reduces the peak-to-peak range of variations in the 
global SDs from ~0.35-0.52 K for BSST to ~0.27-0.38 K for PWR SST. Fig. 2 also shows the difference in 
daytime CMC biases for different sensors caused by the diurnal surface warming. The CMC biases are close 
to zero for the MetOp-A and -B whose equator crossing time (ECT) is 9:30 am, several hundredths of K colder 
for Terra, whose ECT is 10:30am, and close to - 0.2 K for the S-NPP, Aqua and NOAA-19, which cross the 
equator around 1:30 pm. The PWR SST brings global daytime SDs closer to the level typical for CMC but 
produces much more consistent biases, for all platforms. This may suggest the benefit of assimilating the 
daytime PWR SST into L4 analyses (recall that daytime SSTs, especially with low winds, are often excluded 
from L4 analyses), or even creating a “daytime” L4 SST product (whose performance based on our analyses 
is expected to be comparable with the L4 SSTs produced from nighttime SST retrievals).  

 

Fig. 2. Daytime time series of daily global biases and SDs of fitting in situ SST with BSST, PWR SST and 
CMC, for six satellite sensors, from 24 November 2014 to 10 March 2015. 

 

4. Summary and conclusions 

The redesigned ACSPO SSES algorithm performs segmentation of the SST retrieval domain in the space of 
regressors deriving the segmentation parameters from the statistical structure of regressors within the training 
MDS. SSES biases are calculated as differences between the BSST and the PWR SST estimated with 
coefficients specific to each segment. Applying SSES biases defined this way results in significant reduction 
in the global SDs of fitting the in situ SST with PWR SST, compared to the BSST.  

Thus, ACSPO v2.40 provides the PWR SST, in addition to the BSST. The PWR SST is not represented in the 
output ACSPO files as a separate layer but can be obtained by subtracting the SSES bias from the BSST. The 
two products have different features. The BSST provides a reasonable combination of precision with respect 
to in situ SST and sensitivity to “skin” SST (Petrenko et al., 2014b). As such, it is considered the “skin” SST 
product (although trained against “bulk” in situ SST). The PWR SST, on the other hand, fits in situ SST much 
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more precisely than the BSST. Therefore, it may be considered an estimate of the “bulk” SST. Currently the 
PWR SST undergoes a comprehensive testing and, depending on results and users’ feedback, it may be 
designated as a standalone "bulk" product in the subsequent versions of ACSPO. 

A full range of potential applications of PWR SST is yet to be determined. In particular, it is expected to benefit 
producers of the “foundation” L4 SST, by reducing (or even eliminating) the need in the L4-specific “bias 
correction”. The fact that the daytime PWR SST has global precision comparable with that of L4 SST, but is 
not biased cold with respect to in situ SST, may suggest the possibility of assimilating daytime ACSPO SSTs 
into the current L4 analyses, or even creating a new “daytime” L4 SST. 

The SSES SDs in ACSPO v.2.40 are calculated for each segment as SDs of BSST minus in situ SST. The 
performance of the new SSES SD has not been evaluated yet. This could be done by using the SSES SDs for 
weighting BSST differently than the in situ SST, during their assimilation into the L4 analyses. Note that the 
SDs for the PWR SST are not currently reported because the GDS 2.0 format does not allow for two SSES 
statistics. However, it may be easily added to the ACSPO output per users’ request. 

Note that no special effort was made in ACSPO 2.40 to provide a seamless connection between the values of 
PWR SST at the boundaries of different segments. As a result, the PWR SST images may include some 
discontinuities. Our analyses show, however, that such artifacts are typically small enough, rarely reaching 
several tenths of a degree Kelvin, and should not affect the L4 analyses which assimilate the L2/L3 data and 
perform additional smoothing in space and/or time. This problem will be addressed in the future versions of 
ACSPO. In the meantime, caution is advised in analyzing the SSES corrected SST imagery using data of 
ACSPO 2.40.  
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ABSTRACT 

Empirical Single Sensor Error Statistics (SSES) are provided as standard in all GHRSST format products.  
These are comprised of the mean difference and standard deviation of remotely sensed SST matched to a 
reference dataset.  These SSES are typically calculated during validation activities and are often globally 
invariant.  We demonstrate here, that for a well-calibrated instrument and well-characterised retrieval algorithm 
we can estimate uncertainties as part of the retrieval process itself.  These uncertainties arise from both 
random and locally systematic effects and can be quantified on a per-pixel basis in L2 products.  These 
uncertainties can also be propagated into higher-level products and validated alongside the SST using in-situ 
datasets.  We demonstrate how these uncertainties more closely represent the true uncertainty distribution 
than SSES. 

1. Introduction 

Uncertainties are inherent in all geophysical measurements and need to be quantified for their scientific 
application.  The terms ‘error’ and ‘uncertainty’ are often used interchangeably in scientific communities but 
have standard and distinct definitions.  Error is the difference between the measured value and the true value 
of the measurand whilst uncertainty is a parameter describing the dispersion of values that could reasonably 
be attributed to the measured value (JCGM, 2008).   In practice, for any given SST retrieval, we do not know 
the error in the measurement, or we would correct for this.  However, we can often estimate the distribution of 
errors and from this quantify the uncertainty. 

Within the SST Climate Change Initiative (CCI) project we have an objective to make an estimate of the 
standard uncertainty available to users for every SST value we provide.  This includes all data levels (L2-L4), 
all spatial resolution and all types of SST product (skin SST and 20cm depth SST).  We want the uncertainties 
provided to be realistic for the context in which SST is derived and that have been validated to give users 
confidence that they are realistic. 

The GHRSST standard for SST measurements is to provide SSES bias and standard deviation estimates with 
all SST products.  These are often derived with reference to buoy data, taken as ‘truth’, but which in itself has 
an inherent uncertainty.  We propose a new approach to the provision of uncertainty information using physics-
based models within the retrieval process to estimate and propagate uncertainties from different sources.  In 
this extended abstract we exemplify this approach using data from the Advanced Along Track Scanning 
Radiometer (AATSR) and a coefficient based SST retrieval (Embury and Merchant, 2012). 

2. Uncertainties in Level 2 Products 

When considering uncertainties in Level 2 products (and their propagation into higher level products) there are 
three main sources of uncertainty.  The first arises from error due to random effects, for example radiometric 
noise in the satellite observations.  The second is error due to locally systematic effects, for example retrieval 
errors or intermittently determined calibration parameters correlated over synoptic scales.  The third is error 
due to larger scale systematic effects for example errors in the spectral response function or emissivity 
parameterisation.  Here we consider estimation of the first two types of uncertainty. 

mailto:c.e.bulgin@reading.ac.uk
mailto:c.j.merchant@reading.ac.uk
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Figure 1 provides an example of the noise propagation into Level 2 products.  In the upper panels we have 
simulated the error in the 11 and 12 micron channels by randomly sampling a Gaussian distribution with 0.0 K 
mean temperature and 0.05 K standard deviation consistent with noise equivalent delta temperature (NEdT) 
estimates for these channels.  In the lower panels we see how these errors propagate into SST retrievals using 
two different retrieval algorithms.  The N2 retrieval uses the 11 and 12 micron channel in the nadir view only 
whilst the D2 retrieval uses both channels in both the nadir and forward views.  Error propagation is as the 
sum of the errors in each channel multiplied by the retrieval coefficient for the channel, so where we have more 
channels the errors are higher ie. in the D2 retrieval.  Notice that errors here are both positive and negative 
whereas uncertainty estimates are always positive. 

 

Figure 1: Simulated errors for AATSR 11 and 12 micron channels (upper panels) and propagation of these errors into N2 
and D2 retrievals (lower panels).  Cloud fields are overlayed in white. 

The second source of error that we consider for L2 retrievals is that arising from locally systematic effects.  
SST retrievals are made through the atmosphere and ambiguities in/limitations to this process will result in 
errors correlated over synoptic scales.  We can evaluate the magnitude of these on the basis of simulation 
studies.  In this case we take an NWP SST field as the ‘truth’ and simulate the brightness temperatures 
associated with this field.  We then use these brightness temperatures as input to our retrieval and derive the 
retrieval uncertainty as the difference between the retrieved and ‘true’ SST. 

3. Uncertainties in Level 3 Products 

When considering higher-level products, uncertainties existing in the products from which they are derived 
must be correctly propagated through into the new products.  In some cases, the development of the higher-
level product will also result in the introduction of a new source of uncertainty.  Level three data are gridded 
products, often at 0.05 or 0.1 degree resolution for SST. 

Considering first the errors in the per-pixel data due to noise we can look at the gridded average error (Figure 
2, middle panels).  The values here have a smaller range than the per-pixel errors but can be either positive 
or negative.  Gridded uncertainties for the same data are shown in the bottom panel.  These can only be 
positive and are scaled as a function of 1/sqrt(n).  Therefore when all the pixels are available in a given grid 
box the uncertainty is consistent (for a given brightness temperature and set of coefficients).  Where cloud 
cover or data loss limits the number of observations in a grid cell for example around cloud edges, the 
uncertainty in that grid cell is higher.  
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Figure 2:  Propagation of errors from uncorrelated effects into L3 data.  Top two panels show simulated L2 per-pixel 
errors for N2 and D2 retrievals.  The middle panels show the average errors over a 5x5 pixel domain, and the lower 

panels the uncertainties over the same gridded domain. 

In L3 data, a further source of uncertainty is introduced where data are gridded. For geophysical retrievals 
using infrared channels, observations cannot be made under clouds.  In some cases cloud may cover an entire 
grid cell, whilst in others only a fraction of the pixels within the grid cell.  In the former case, no SST retrieval 
can be made in that grid cell.  In the later case, an average SST would be calculated from the available pixels, 
which are only a subsample of the full number of pixels.  This average SST will differ from the average across 
the grid cell were all data available, thus introducing a sampling uncertainty. 

SSTs are correlated between pixels on the scales on which L3 products are provided, typically 0.05-0.1 
degrees.  Sampling uncertainties can be calculated as a function of the percentage of clear-sky and the 
underlying SST variability in the subsample.  The smaller the number of clear-sky pixels available, the larger 
the sampling uncertainty will be.  For SSTs in frontal regions with strong gradients, sampling uncertainties will 
be larger than in homogenous regions. 

4. Validating uncertainty estimates 

The advantage of estimating the uncertainties in SST within the retrieval process itself is that these can be 
validated along with the retrieved SST, using in-situ data.  We can do this by comparing the standard 
deviation of the retrieved minus in-situ SST difference with the total uncertainty estimate (calculated by 
adding the different components in quadrature).  We validate per-pixel SSTs using a multi-sensor matchup 
database to collocate satellite and in-situ observations in space and time.  Figure 3 shows four years of 
validation data (2006-2010) for AATSR for both the N2 and D2 retrievals.  The dashed lines on the plot show 
the uncertainty model we expect, and do not reach zero on the y-axis as there is also an uncertainty in the 
buoy measurement and geophysical uncertainties from the match-up process.  We find that for our N2 
retrieval we tend to overestimate per-pixel uncertainties, but that for the D2 retrieval our uncertainty 
estimates validate well. 
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Figure 3: Validation of per-pixel uncertainties for N2 and D2 SST retrievals against in-situ drifting buoy observations. 

Not all sources of uncertainty are considered at present within our uncertainty budget.  Undetected cloud or 
ice, aerosol variability and sensor drift will also contribute further sources of uncertainty, and further work is 
needed to quantify these sources of error within the retrieval process.  The magnitude of the uncertainties due 
to undetected cloud is potentially a significant contributing factor but depends on the skill of the cloud detection 
algorithm used.  For instantaneous measurements, not averaged in either space or time, the dominant sources 
of error are the uncorrelated and locally systematic effects.  Large-scale systematic effects account for a larger 
proportion of the total uncertainty over longer time scales and spatial averages.  We estimate the dominant 
sources of uncertainty for the types of observations considered here and they validate well despite the further 
work required to fully quantify the uncertainty budget.   

5. Conclusions 

We discuss here a methodology for estimating uncertainties in SST retrievals with the retrieval process itself, 
which can then be validated independently using in-situ data.  We calculate uncertainties due to uncorrelated 
and locally systematic effects in L2 data and consider how these propagate into L3 data.  We validate per-
pixel SST retrievals using matches to drifting buoys and find that for N2 retrievals we slightly overestimate the 
uncertainty, but for D2 retrievals our uncertainties validate well. 
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1. South Pacific Warming 

A record-warming event occurred in south-central Pacific (SCP) and peaked in December of 2009 (Lee et al. 
2010). Surface short wave radiation (SSWR) is found to contribute significantly and positively to the warming 
(Liu et al. 2014). The SCP region is within a positive teleconnection pattern between sea surface temperature 
(SST) anomalies in the equatorial Pacific and the basin-wide SSWR, as revealed by the 24 years of data. The 
pattern extends southeast from the western equatorial Pacific toward the SCP region, as seen in Fig. 1. 
Positive Nino 3 and Nino 4 SST anomalies (El Nino indices) correspond to positive SSWR into the ocean at 
SCP. Fig 2 shows that, for the 24 years period examined, large El Nino/La Nina episodes, indicated by Nino3 
and Nino4 indices, are associated with warming and cooling in the SCP region. 

2. Northwest Pacific Warming 

A strong warming event was also observed in the Northeast Pacific during the winter of 2013-2014 (Bond et 
al. 2015). Its relation with climate indices of El Nino and Pacific Decadal Oscillation has been suggested. Fig. 
3 demonstrates the significant correlation between SST and SSWR for the 32-year period, with Pacific decadal 
oscillation index superimposed. The negative correlation between SSWR and surface wind speed can also be 
discerned (Fig. 4). 

3. Data 

The 24 years of SSWR used in Fig. 1 and 2 were obtained from the International Satellite Cloud Climatology 
Project (ISCCP) (Rossow and Schiffer 1999). The 32 years of SSWR used in Fig. 3 and 4 were provided by 
Rachael Pinker (Wang and Pinker 2009). SST data are from the Advanced Very High Resolution Radiometer 
(AVHRR) (Reynolds et al. 2007), produced by the Group for High Resolution SST (GHRSST). 

4. Discussion  

High SST anomalies are usually found under persistent high pressure systems, with low wind speed and 
reduced evaporative cooling. Clear weather also means strong warming from increased solar heating, which 
should not be ignored. 
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Fig. 1 Remote contemporary correlation coefficient between (a) Nino3 and (b) Nino4 
SST anomalies and SSWR anomalies.   

Fig. 2 Time series of (a) Nino3 and (b) Nino4 SST anomalies (black) and SSWR 
anomalies (red) averaged in SCP area. Data are smoothed with 3-months moving 

average. 
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Fig. 3 Time series of SST (red), SSWR (green) anomalies, and PDO index (black). The 
SST and SSWR anomalies are averaged between 150°W-135°W and 40°N-50°N, with 

annual cycle removed. 3-month running mean was applied. 

 

 

Fig. 4 Same as Fig. 3, except for wind speed anomalies from the Special Sensor 
Microwave Imager (SSM/I). 
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ABSTRACT 

The latest AVHRR Pathfinder reprocessed dataset, version 5.2 (PFV52), has been used to build daily (night-
time) gap-free sea surface temperature (SST) maps (L4) over the Mediterranean Sea) from 1982 to 2012. The 
interpolation has been carried out by adapting to PFV52 data the CNR-ISAC-GOS SST processing chain 
(Buongiorno Nardelli et al., 2013) developed in the framework of the MyOcean projects. This new historical 
dataset thus extends and improves previous L4 Mediterranean SST dataset (based on Pathfinder V5.0, see 
Marullo et al., 2007). In order to quantify the accuracy of the time series analysis and to exclude spurious 
trends, a validation of both PFV52 and L4 data is provided, using an independent dataset of drifter 
measurements for the 2004-2012 period. 

1. Introduction 

Accurate, high-resolution multi-year SST time series are essential for climate studies, seasonal forecasting 
and reanalysis activities. 

Today, there is a wide range of satellite SST products, from upstream observation to elaborated data, provided 
in near real time by several international institutions and programs. Among these, the AVHRR Pathfinder 
program, established in 1990 as a NOAA-NASA joint project, is one of the main activities devoted to the 
creation of long-term historical SST (non-interpolated) datasets based on all AVHRR sensors on board the 
NOAA satellite series. Over its twenty-year history, Pathfinder has produced five versions of AVHRR 
reprocessed data and is now preparing the sixth. The AVHRR Pathfinder V5.2 (PFV52) (Casey et al., 2010) is 
the latest release of the Pathfinder program and improves previous releases. In particular, including the year 
2012, it represents the longest and most consistent SST data record built from the same class of sensors. 

Based on previous Pathfinder versions, we can remind the works of Marullo et al. (2007) and Roberts-Jones 
et al. (2012). The former has produced 21 years of interpolated SST maps for the Mediterranean Sea (1985-
2005), with a resolution of 4 km and an accuracy of about 0.5 K. The latter has built a global, 5 km SST and 
sea ice concentration reanalysis, from 1985 to 2007, based on the Operational SST and Sea Ice Analysis 
(OSTIA) system. The OSTIA product accuracy is of 0.55 K with a cold bias of 0.1 K on a global scale. 

We present here the long-term time series (January 1982 - December 2012) of daily (nighttime), 4 km 
resolution, gap-free SST analysis (L4) over the Mediterranean Sea built from the PFV52 dataset and produced 
within MyOcean. 

2. Methods 

PFV52 data are available as daytime and nighttime files, at 4 km spatial resolution gridded on a uniform 
latitude-longitude grid. Also, they are provided in netCDF-4 format, nearly compliant to the Group for High 
Resolution SST (GHRSST) Data Specification Version 2.0 (GDS v.2), and available through the US National 
Oceanographic Data Center (NODC) access system (http://www.nodc.noaa.gov). Table 1 shows the timeline 
of the NOAA satellites used in the PFV52 reprocessing. 
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Satellite 
Start Time 
(Year - Day) 

End Time 
(Year - Day) 

NOAA-7 1981-305 1985-004 

NOAA-9 1985-005 1988-313 

NOAA-11 1988-314 1994-257 

NOAA-9 1994-257 1995-018 

NOAA-14 1995-019 2000-285 

NOAA-16 2000-286 2002-190 

NOAA-17 2002-191 2005-156 

NOAA-18 2005-157 2010-365 

NOAA-19 2011-001 2012-366 

Table 1: Satellite platforms available during the Pathfinder AVHRR 1982-2012 reprocessing period. 

First, since we were interested only in the reconstruction of the foundation temperature, i.e. the temperature 
free of diurnal warming, over the Mediterranean domain, we selected only the nighttime PFV52 files to produce 
our L4 data, extracting the area of interest. Then, the interpolation of PFV52 data was obtained by adapting 
the CNR-ISAC-GOS near-real-time (NRT) SST processing chain (Buongiorno Nardelli et al., 2013) to the 
PFV52 input dataset.  

The NRT processing chain, set up within the MyOcean projects, is devoted to the operational production of 
Mediterranean and Black Sea SST L4 data by using different input satellite data and is fully detailed in 
Buongiorno Nardelli et al. (2013). The main difference with respect to the NRT chain is a simplification in that 
the PFV52 data are already available as collated (merged) daily images, namely as GHRSST L3C, and 
(super)collation of data is thus not needed. Furthermore, a new covariance model was applied in order to 
improve the quality of the optimal interpolation algorithm used here to produce the L4 data (Buongiorno et al., 
2014, under revision). Finally, associated with each SST L4 product, the corresponding error map in Kelvin is 
available. These data are available on the MyOcean web portal (http://www.myocean.eu/). 

The accuracy of both PFV52 and L4 SST products has been assessed by comparison to independent drifter 
data. For this purpose, we collected all the available drifter measurements from the MyOcean In Situ Thematic 
Assembly Centre (In Situ-TAC) and built a matchup database of collocated observations between satellite and 
in situ observations. 

3. Results 

The baseline for the validation of PFV52 and L4 SST products is to use drifting buoy measurements only, as 
recommended by the GHRSST on satellite SST validation (STVAL).  

More in detail, the validation was carried out by building a matchup database between satellite SST products 
and surface drifting buoy measurements provided by the MyOcean In Situ – TAC, covering the period 2004 – 
2012. 

Before computing the statistics of the differences between satellite and in situ SST estimates, specific quality 
control (QC) procedures and matchup protocols were applied. In particular, drifter data were quality controlled 
by the assignment of an index flag and we collected only the data with the highest quality index, i.e. 1. 
Regarding the validation of L4 data, additional tests were applied. They include a comparison with the daily 
climatological SST field that is used to compute the SST L4 anomalies (rejecting all values exceeding a 
difference of 5°C), and a comparison with the previous day L4 product (rejecting all values exceeding a 
difference of 1.5°C). 

The matchup has been restricted to night-time data, i.e. between 9 p.m. and 6 a.m. local time. For each 
interpolated day, the series of drifter measurements available are ordered as a function of time and only the 
closest measurement to the interpolation nominal time is taken for each grid point. 

Figure 1a and b respectively show the spatial distribution of the matchup points between satellite and in situ 
observations for the PFV52 L3C and interpolated L4 data. Also, the color associated to each point represents 
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the temperature difference between satellite data and collocated drifter measurement. The mean bias error 
(MBE) and root mean squared error (RMSE) with respect to in situ data have been computed using the entire 
matchup database (2004 – 2012), with 15675 and 102164 matchups for PFV52 and L4 data, respectively 
(Table 2). RMSE for the Pathfinder product is 0.73 K and the mean bias is -0.22 K. RMSE for the L4 product 
is 0.52 K and the mean bias is -0.23 K. Then, while MBE is quite similar for the two products, RMSE is quite 
different and this is probably due to noise in Pathfinder data that is filtered through the optimal interpolation. 

 

Figure 1: Spatial distribution of the satellite/in situ matchups and associated SST difference for the (a) PFV52 L3C data 
and (b) L4 SST data, for the period 2004 – 2012. 

 

Data Product Start Time 

(day/month/year) 

End Time 

(day/month/year) 

MBE RMSE Samples 

PFV52 SST Dataset 23/10/2004 30/12/2012 -0.22 0.73 15675 

OI L4 SST Dataset 21/10/2004 31/12/2012 -0.23 0.52 102164 

Table 2: Mean bias (K), root mean square error (K), and number of matchups for the differences between PFV52 L3C 
/L4 data and in situ drifter measurements. The statistics were computed over the Mediterranean Sea from 2004 to 2012. 

Yearly statistics (MBE and RMSE) of the differences between L4 and drifter matchups are shown in Figure 2. 
The uniform behavior of the mean bias during the 2004 – 2012 period excludes the possibility of spurious 
trends due to the use of different sensors. This result demonstrates the consistency of the interpolated time 
series and thus the appropriateness of its usage for climate studies. However, validation must me extended 
over the entire reprocessing period, i.e. 1982 – 2012. 
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Figure 2: Yearly statistics (MBE and RMSE) of the differences between L4 and drifter matchups. 

 

Finally, Figure 3 shows the L4 statistics (MBE and RMSE) as a function of the interpolation error, expressed 
in degrees Kelvin. Basically, this plot tells us that: 1) when the interpolation error is equal 0 K (all observations, 
no data voids) the corresponding RMSE is about 0.4 K, which corresponds to the minimum RMSE in the curve; 
2) the RMSE remains practically constant, i.e. around 0.5 K, if we exclude the last three values. Then, we can 
say that our optimal interpolation algorithm error (OI error, in Figure 3) overestimates the RMSE. 

 

Figure 3: MBE and RMSE of the differences between L4 and drifter matchups as a function of the interpolation error 
expressed in K. 
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4. Conclusion 

We produced 31 years of daily (nighttime), gap-free, 4 km resolution SST maps (L4) over the Mediterranean 
Sea by using the latest version of the AVHRR Pathfinder dataset (PFV52), from 1982 – 2012. Validation of 
both PFV52 and L4 SST time series has been carried out by using collocated in situ drifter observations (from 
In Situ – TAC, for 2004 – 2012). The RMSE of the differences between satellite and drifter data ranges from 
0.73 for PFV52 data to 0.52 for L4 data. The uniform behavior of the L4 data RMSE demonstrates the 
consistency of the time series, excluding sensor drifts. 

A more complete validation must be provided, extending this check to the entire AVHRR Pathfinder 
reprocessing period, i.e. 1982 – 2012. This can be done by collecting all the available in situ data from the 
MyOcean In Situ – TAC, such as those provided by CTDs, Argo floats and XBTs.  
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ASSIMILATING RETRIEVALS OF SEA SURFACE TEMPERATURE FROM VIIRS AND 
AMSR2 IN THE EXPERIMENTAL HIGH RESOLUTION CMC SST ANALYSIS 

Bruce Brasnett and  Dorina Surcel Colan 

Numerical Environmental Prediction Section, National Prediction Development Division, Meteorological 
Service of Canada, Environment Canada, Email: bruce.brasnett@gmail.com, and dorina.surcel-

colan@ec.gc.ca 

 

ABSTRACT 

Experiments are carried out to assess the potential contributions from two new satellite datasets in an 
experimental version of the Canadian Meteorological Centre (CMC) sea surface temperature (SST) analysis.  
The most important changes to the analysis methodology include a reduction of the spacing of the satellite 
and ice observations assimilated, an improvement in the analysis grid resolution from 0.2° to 0.1° and a 
reduction in the background error correlation length scale in middle and high latitudes. It is shown that the 
contribution from prior observations is a vital component of the analysis methodology. The experimental 
version of the analysis assimilating data from the Visible Infrared Imaging Radiometer Suite (VIIRS), the 
Advanced Microwave Scanning Radiometer 2 (AMSR2) and several Advanced Very High Resolution 
Radiometer (AVHRR) instruments is verified against independent data. This verification shows that the 
experimental analysis performed very well, with global average standard deviation consistently better than that 
of the GHRSST Multi-Product Ensemble (GMPE) real-time system. The experimental analysis is shown to 
outperform the currently operational CMC SST analysis, with most of the improvement being due to its 
assimilation of the VIIRS and AMSR2 retrievals and a further small gain being due to changes to the analysis 
methodology (including higher resolution). 

1. Introduction 

The release in 2014 of SST datasets from two new instruments, VIIRS onboard the Suomi National Polar-
Orbiting Partnerships (S-NPP) satellite and AMSR2 onboard the Global Change Observing Mission-Water 
(GCOM-W) satellite, raised the question of the potential contribution of these two datasets to SST analyses.  
In this study, we present findings from the inclusion of VIIRS data produced by the National Oceanographic 
and Atmospheric Administration (NOAA) using the Advanced Clear-Sky Processor for Oceans (ACSPO) and 
the AMSR2 product from Remote Sensing Systems (RSS) into an experimental 0.1° version of the CMC 
analysis.  

Section 2 presents the changes to the assimilation methodology employed in the experimental analysis. 
Section 3 begins with a discussion of the contribution made by prior observations to each analysis, particularly 
the capacity of the system to resolve small-scale features.  Results of verification against independent data 
are also presented in section 3, followed by conclusions.  

2. Assimilation methodology 

The essential components of the method are as described in Brasnett (2008). Briefly, the method of statistical 
interpolation is applied to the analysis problem, the satellite bias estimation and the observation quality control. 
The SST assimilation methodology uses anomaly from climatology as the analysis variable. The background 
is based on simple persistence.  In practice, this means taking the most recent (24 hour-old) analysis and 
modifying it by a return to climatology for use in the analysis procedure. The return to climatology consists of 
scaling the anomalies by 0.983, equivalent to an exponential decay with an e-folding time of 58 days. With this 
field as the background, current observations are assimilated, including retrievals from the two new 
instruments, AMSR2 on board GCOM-W and VIIRS on board S-NPP.  The AMSR2 and daytime VIIRS 
retrievals are ascribed an observation error of 0.9 K and nighttime VIIRS retrievals are assimilated with an 
error of 0.7 K.   

mailto:bruce.brasnett@gmail.com
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a. Background error spatial scales and retrieval spacing 

Along with increasing the resolution of the analysis grid to 0.1°, additional changes were needed to fully benefit 
from the improved resolution. In order to resolve smaller spatial scales, the length scales (e-folding distances) 
of the background error correlations were modified as shown in figure 1. The length scales are isotropic and 
symmetric about the equator and there is no difference between the low resolution and high-resolution 
analyses from the equator to ± 37.5°. Different experiments were performed varying these length scales and 
the values chosen minimized the estimated analysis error. In this way, it was determined that the analysis 
cannot be improved at low latitudes by reducing the length scale but modest improvement at high latitudes is 
possible. Accordingly, at high latitudes where the smallest length scale is used, the value of this length scale 
is 24 km in the 0.1° analysis compared to 43 km in the 0.2° analysis. 

 

Figure 1.  Length scales (e-folding distances) of the background error correlations for the 0.2° analysis (solid line) and 
the 0.1° analysis (dot-dashed line). 

The density of the satellite data assimilated is critically important. Liu and Rabier (2002) studied the connection 
between the observations density, the observations resolution and the resolution of the model grid. They 
showed that the analysis quality decreases if the density of the observational dataset is too large and the error 
correlations are neglected. Satellite retrievals are fundamentally different from conventional observations. All 
retrievals in a satellite swath originate from the same instrument, whereas many instruments are needed to 
obtain similar coverage from buoys.  Even with a satellite bias correction scheme, it cannot be assumed that 
retrievals from a single sensor are unbiased. Moreover, the statistical interpolation methodology employed 
here does not take account of correlated observations errors.  As a consequence of these facts, satellite 
retrievals must be thinned prior to assimilation so that they do not receive undue weight in the analysis. It was 
found by experimentation that an appropriate spacing for infrared retrievals from a single satellite instrument 
is 33 km north of 40N and south of 40S, increasing to 80 km at the equator. The smallest spacing of satellite 
data used in the operational 0.2° analysis is 44 km. For the AMSR2 instrument, the gridded retrievals have a 
spacing of 0.25°, but for assimilation, a 55 km spacing is used everywhere except north of 60N and south of 
60S where the spacing is 89 km. 

b. Insertion of ice information 

The 0.1° SST analysis adds ice information by inserting proxy SST data at locations where ice is present.  As 
part of its Numerical Weather Prediction (NWP) activities, CMC produces a 10 km global ice analysis four 
times per day. For application to SST, the ice analysis valid at 1800 UTC is sampled. Each day, proxy 
observations are generated at every third grid point along the orthogonal lines of grid points yielding a spacing 
of 30 km. The proxy observations are produced where the ice concentration is 0.6 or larger. The sampling 
starts from a reference grid point of the ice analysis grid, which is displaced daily so that a complete sampling 
of the 10 km grid occurs over a 9-day period.  In most cases, the ice proxy value is          -1.8°C, the freezing 
point of seawater with a salinity of 33 psu. However, when melt water is present, the three phases of H2O 
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coexist at the air-water-ice interface. Thus, by definition of the triple-point temperature of H2O, a proxy value 
of 0°C is used in this situation (Halliday and Resnick, 1974). To identify those grid points where the ice is likely 
to be melting, a time average of the surface air temperature is used. This time average is produced from 
analyses of air temperature valid at 6-hour intervals using a 6-hour forecast from the CMC global atmospheric 
model (Charron et al., 2012) as background, and incorporates all available air temperature reports from drifters, 
ships and land stations. These temperature analyses are exponentially weighted by combining the current 
temperature analysis with the mean from 6 hours earlier, using weights of 0.2 and 0.8, respectively. At locations 
where this updated running mean is greater than 0°C and the ice concentration is between 0.6 and 0.9, a proxy 
SST of 0°C is used.  Where the ice concentration exceeds 0.9, a proxy value of -1.8°C is used regardless of 
the average temperature.  The proxy SSTs are then assimilated with an ascribed observation error of 1.0°C.  
This error is greater than the error ascribed to any other observation type. 

Several changes to the analysis methodology result in better definition of the SST gradient near the ice edge.  
This is illustrated in fig. 2, which shows the region of the Beaufort Sea, Banks Island and western Victoria 
Island on 1 August 2014. Ice cover on this day was extensive over the northwest quadrant of the region, as 
indicated by the locations of ice proxy observations assimilated by each analysis (white dots).  Besides the 
area of open water between 70N and 72N, there was also an area of open water bounded approximately by 
72N and 74N and 125W and 130W.  Each analysis has large gradients to the west and north of this latter 
region but the gradients in the experimental analysis (left panel) are 5 K/100 km larger at several locations. 
The larger gradients are likely due to a combination of factors including the smaller correlation length scales 
at these latitudes (fig. 1), the denser spacing of observations, the inclusion of VIIRS retrievals and the finer 
resolution of the analysis grid. One prominent difference between the two panels of fig. 2 is the area of large 
gradient in the experimental analysis near 69.5N and 135W.  The experimental analysis captured a plume of 
warm water from the Mackenzie River, which flows into the Beaufort Sea here, a feature missed by the 
operational analysis (right panel). 

 

Figure 2.  Magnitude of SST gradient (K/100 km) computed from 1 August 2014 analyses.  The left panel shows the 
experimental 0.1° analysis gradient and the right panel shows the operational 0.2° analysis gradient.  White dots indicate 

the locations of ice proxy data assimilated by each analysis. 

3. Assessment of contributions from AMSR2 and VIIRS 

As stated in section 2a, the thinning of high-resolution retrievals from satellite sensors makes it possible to 
neglect the correlations in the observation errors of these retrievals. Here we show that the analysis may still 
adequately represent small-scale features due to the contribution to each analysis from prior observations.  
Figure 3 shows the results of several experiments carried out to assess the ability of the experimental analysis 
to preserve SST information on the analysis grid when observations are not available. Here, the analysis errors 
from each experiment were estimated using independent, quality controlled observations from Argo floats. The 
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figure shows the global average of the analysis standard deviation for the normal analysis which has used the 
full complement of data every day during the period (green dot-dashed line), the climatology (solid black line), 
an experiment where all data were denied on the current day (black dot-dashed line), an experiment where 
data was denied for seven days (red line) and finally, an experiment where data was denied for 30 days (blue 
line). The climatology is an important reference because the analysis is designed to gradually return to 
climatology if there are no new observations, as explained in section 2 above.  Hence, if data is denied for long 
enough, the analysis error will approach the error of climatology asymptotically, making the latter the upper 
bound on the analysis error. It should be noted that the analysis that is denied data on the current day is 
identical to the background for the normal analysis. It is clear from the figure that the reduction in error achieved 
from assimilating the current day’s observations (difference between the two dot-dashed lines) is small 
compared to the reduction in error achieved from using the most recent analysis as the background instead of 
climatology (difference between the two black lines). This is an intrinsic property of the analysis described 
here. The figure illustrates the excellent quality of the background in the normal analysis. This background 
represents the information retained from all prior observations.  Note also that the analysis denied data for 30 
days (blue curve) continues to have significant skill over climatology, indicating that even 30-day old 
observations contain some information on the current SST and also showing that the analysis has preserved 
this information over this period.  Moreover, the only constraint on the spatial scales of the information stored 
on the analysis grid is the grid length and therefore, one should expect all spatial scales that can be resolved 
on the grid to be present. These results suggest that if information with spatial scales smaller than those of the 
thinned observations accumulates in the analysis through random sampling then the system will preserve this 
information on the grid for weeks. 

 

Figure 3.  Time series of global analysis error standard deviation (°C) estimated using quality controlled Argo floats for 
the experimental analysis (green), climatology (solid black) and three data denial experiments: data denied for the 

current day (black, dot-dashed), data denied for seven days (red) and data denied for 30 days (blue).  The dotted lines 
indicate the 95% confidence interval for the error of climatology. 

In fig. 4, a 12-month time series of analysis standard deviations and biases is shown for the 0.1° analysis, the 
CMC operational analysis and the GHRSST multi-product ensemble (GMPE).  The 0.1° analysis used NAVO 
AVHRR data from NOAA-18 & 19 and METOP-A as well as data from RSS AMSR2, ACSPO VIIRS, the new 
10 km CMC ice analysis, ships and buoys.  The operational analysis during the same period used data from 
in situ sources, the operational CMC ice analysis (resolution 37 km) and NAVO AVHRR data from NOAA-
18&19 and METOP-A. The GMPE product, described in Martin et al. (2012), is the median of several (typically 
ten or eleven) real-time analyses and was found to be more accurate than any of the contributing analyses. 
The 0.1° product is consistently more accurate than the operational CMC analysis and the GMPE product. 
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Only in April, a month for which no ACSPO VIIRS data was available, the error difference between the 
experimental analysis and GMPE was not statistically significant. 

 

Figure 4.  Monthly verification statistics for 2014 using independent data from Argo floats as truth.  Standard deviation 
(°C, solid lines) and bias (dot-dashed lines) for the operational analysis are in blue while the GMPE median is in red and 

the 0.1° analysis including RSS AMSR2 and ACSPO VIIRS is in green.  The dotted lines show the 95% confidence 
interval for the 0.1° analysis error standard deviation. 

Figure 5 shows average analysis errors for the global ocean and several regions. As in fig. 4, the results are 
for the period 1 January 2014 to 31 December 2014 and show the same three analyses. The global statistics 
confirm what was seen in fig. 4 with the 0.1° product showing the smallest standard deviation and bias. Only 
for the Indian Ocean the error difference between the experimental analysis and GMPE was not statistically 
significant. 

 

Figure 5.  Analysis bias (°C, dot-dashed lines) and standard deviation (solid lines) for several regions for 2014. The 
results for the operational analysis are shown in blue, statistics for the GMPE product are in red and those for the 0.1° 

analysis are in green.  The dotted lines show the 95% confidence interval for the 0.1° analysis error standard deviation. 

The results of figures 4 and 5 raise the question of whether the gain in skill of the experimental analysis is due 
primarily to improvements in the analysis methodology (including analysis resolution) or to the addition of the 
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RSS AMSR2 and ACSPO VIIRS datasets. This question is addressed by the results of fig. 6, which shows the 
monthly average standard deviations and biases for three analyses. The first (blue curves) is the operational 
0.2° analysis as described above. The second (red curves) is the same 0.2° analysis but with RSS AMSR2 
and ACSPO VIIRS data assimilated, in addition to the NAVO AVHRR, in situ and ice data assimilated in the 
operational analysis. The same data are assimilated in the third analysis (green curves), which is the 0.1° 
experimental analysis and includes the modifications to the analysis methodology described in section 2. The 
results clearly show that most of the reduction in analysis standard deviation results from the addition of 
AMSR2 and VIIRS data.  However, the changes to the analysis methodology do consistently provide a small 
gain over the 0.2° analysis using the same data, although this improvement is only statistically significant for 
February, April and July. 

 

Figure 6.  Monthly analysis biases (°C, dot-dashed lines) and standard deviations (solid lines) for 2014 using Argo float 
temperatures as truth.  The 0.2° (operational) analysis is shown in blue, the same analysis but with RSS AMSR2 and 

ACSPO VIIRS data added is shown in red and the experimental 0.1° analysis is shown in green.  The dotted lines show 
the 95% confidence interval for the 0.1° analysis error standard deviation. 

4. Conclusion 

SST retrievals from two new satellite instruments, the S-NPP VIIRS and the GCOM-W1 AMSR2, were 
assimilated by an updated, 0.1° resolution, CMC analysis system. The results were encouraging with the 
experimental product showing more skill than the existing CMC analysis and indeed more skill than the GMPE 
product. It was also demonstrated (fig. 6) that most of the improvement of the new analysis relative to the 
operational analysis was due to the addition of the RSS AMSR2 and ACSPO VIIRS datasets. It should be 
pointed out, therefore, that due to the recent release of the new datasets, it is unlikely that very many of the 
member analyses of the GHRSST multi-product ensemble were assimilating the two new datasets during the 
period considered. Thus, perhaps it is not surprising that the experimental analysis showed more skill than the 
GMPE product. A more meaningful comparison will be possible when a majority of the members of the 
ensemble are assimilating the new datasets. Nevertheless, since the GMPE product is recognized as the most 
accurate global SST product available in real-time, it remains an important benchmark for assessing analysis 
accuracy. 
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BREAKOUT SESSION REPORTS 

 

THE APPLICATIONS AND USER SUPPORT TECHNICAL ADVISORY GROUP 
(AUS-TAG) BREAKOUT MEETING REPORT 

Jorge Vazquez(1) and Prasanjit Dash(2) 

 (1) Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA, USA,  
Email: jorge.vazquez@jpl.nasa.gov 

(2) NOAA STAR and CSU CIRA, USA, Email: Prasanjit.Dash@noaa.gov 

 

1. Agenda 

1.1. Terms of reference (overall direction of AUS TAG):  

- Jorge Vazquez opened the discussion and facilitated further  

Responsibilities: 

1) Manage all aspects of the GHRSST User Manual 

This includes overseeing all new versions, providing periodic reviews, as deemed necessary by the Science 
Team, and making the latest version available to the user community. 

2) Maintain and develop methods for data discovery within the GHRSST R/GTS. 

This includes making recommendations to the science team on new technologies that could improve data 
access and usability. AUS-TAG will also work closely with the Data and Assembly System (DAS-TAG  in 
the implementation of these new technologies. 

1.2. Presentation of the newer GHRSST web site and discussions:  

 Gary Corlett and all participating in discussion 

1.3. Discussions on a User survey discussion; quick start guide 

 Gary Corlett and all participating in discussion 

1.4. Gap analysis for GHRSST services 

 Prasanjit Dash and all participating in discussion 

Discussion on identifying any gaps  

 knowledge gap, e.g., not knowing what is desired (user comes in with no knowledge of SST. How 
well do we know what products users want?  Current search capabilities don’t really account for such 
a user;  

 communication gap, e.g., not providing clear instructions on which products to choose, delivery gap, 
e.g., data interruptions) 

1.5. User support (roles of GDAC and LTSRF):  

 Jorge Vazquez/Ken Casey 

mailto:jorge.vazquez@jpl.nasa.gov
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1.6. Review of trends of user statistics 

 Jorge Vazquez 

1.7. Future of AUS TAG membership 

 Jorge Vazquez/Prasanjit Dash 

 

2. Minutes 

2.1. General opinion (Ken C., Ed A., Gary C.):  

A few members of AUS TAG do some substantial work in the background during the year, but AUS TAG as 
such does not have a strong participation on the fore-front. May be we should think of ‘joining forces’ with DAS 
TAG and other web-activities and come-up with a sub-team, rather than a dedicated TAG. Another way would 
be to create a few position/s as point of contact (POC) for the users. 

Regarding update of GHRSST document, Ken suggested that many people do not read documents; we should 
have a quick read guide rather than a lengthy document. 

Alexey K: when I came to GHRSST, this document was very helpful for me to understand the activities rather 
than skimming through pages and printing out suitable material 

(Substantial debate took place in for and against of a 50-60 page document) 

2.2. Web revamping, Gary C.  

Explained rationale of why we need a revamped webpage and only thing we can do is ‘Start Again’ rather than 
modifying the older page that is less economic. 

Showed a screenshot which did not give a full flavor. Eileen/Alexey and others did not like the look (as was 
seen from a screenshot). This perception may (and likely will) change, once a Live link is sent for review. 

Discussions on the design of logo. 

Conclusion: Need to show a Live version before this can be discussed. 

2.3. 3. Gaps in GHRSST service to the users, Prasanjit D:  

Showed examples of various gaps (knowledge, standard, delivery and communication). Examples of how 
‘corrupt data’ are being served at the PO.DAAC facility and LTSRF that regular users have no knowledge of. 
Raised questions on how GHRSST Data Serving facility can identify and flag those datasets that have no 
physical meaning. 

Ken C. mentioned there is some check for a given set of products, at LTSRF, but not for all products and SST. 

2.4. Trends of user statistics, Jorge V.:  

Explained how user statistics for individual products are collected at PO.DAAC and shows relative demand of 
various products. 

Ken,Ed: provide those user stats in some interface to the RDAC so that the data producers are aware of the 
relative demand for their products. It will be really useful. 
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3. Action items:  

3.1. While the activities pursued by AUS TAG in the background are important, its independent existence as 
a TAG was questioned and suggestions were made to join forces with DAS TAG. Seek opinion and 
explore if a restructuring and renaming will be beneficial.  

3.2. Provided that the TAG continues to exists, update the GHRSST document 

3.3. Based on the analysis from ‘user survey’, formulate a quick start guide 

3.4. Find a way to share ‘trend of user statistics’ with the RDACs, along with relative ranking of other products 
so that the producers are aware about the use of their data.  

Jorge will follow-up on this from the PO.DAAC perspective. The plan would be to setup a password 
protected site where the RDACs can go to get their stats, including trends on users and volumes. 
However to do this we need to go back to an ongoing issue. Get official representatives from each 
RDAC to act as members of the AUS-TAG, as is possible and appropriate. 

This has been difficult to do in the past. It needs to be addressed again. 

3.5. Alert the RDACs and GDACs to communicate and see what can be done when the data are corrupt 
(physically not meaningful due to random technical incidents); i.e., who should alert whom and how to 
flag or at least issue a Visible warning to the potential users.  

(This is where we need to use webinar, etc. technology better to communicate. As GHRSST evolves, 
this will be more critical. This could be addressed in the user survey for feedback on how to setup.) 
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THE CLIMATE DATA RECORDS TECHNICAL ADVISORY GROUP 
(CDR-TAG) BREAKOUT MEETING REPORT 

Chair: Jonathan Mittaz(1,2); Rapporteur: C.E.Bulgin(3) 

(1) University of Reading, Reading, UK, Email: j.mittaz@reading.ac.uk 

(2) National Physical Laboratory, Teddington, UK, Email: jonathan.mittaz@npl.co.uk 

(3) University of Reading, Reading, UK, Email: c.e.bulgin@reading.ac.uk 

 

ABSTRACT 

A report on the discussions and recommendations made during the climate data records technical advisory 
group breakout session.  A discussion was had regarding the usability of the CDAF (climate data 
assessment framework) and a longer discussion on uncertainties in climate data records.  

1. Introduction 

The CDR-TAG met to discuss a number of different issues.  The first issue was the lack of a Vice-Chair for 
the CDR-TAG.  There was one nomination, Viva Banzon from NCEI Asheville who was duly voted in as Vice-
Chair.  Unfortunately as Viva could not make this GHRSST meeting she was not present to start immediately 
and Claire Bulgin was cajoled to be the rapporteur for the current breakout session.  The International 
Project STATUS of CDRs was then gone through which showed that there are a number of different on-
going reprocessing projects of relatively long-time period data.  The breakout then concentrated on two main 
topics – the use of the CDAF and uncertainties in CDRs.  Finally there was a discussion on the future of the 
CDR-TAG. 

Discussion 

The slide about the MUR global SST at L4 provoked some discussion about whether any reprocessing was 
scheduled.  At present this is not planned but it was felt that GHRSST should support such reprocessing.  
Therefore letters of support from GHRSST (and from other organisations interested in using the data) will be 
written in order to encourage reprocessing.  An action was created for drafting a template for this letter 
(which will be drafted by Jorge Vazquez) and circulating it to relevant parties before sent onto NASA.  

Talks 

Helen Beggs gave a talk on the IMOS HRPT AVHRR SST project.  At present this dataset runs for 23 years 
back to 1992 covering the area around Australia and data are available at L2 and L3.  The dataset uses a 
running one-year calibration window adjusted monthly.  SSES also change with time, again using a one-year 
window but adjusted every five days.  These are calculated per pixel and vary continuously across the field 
of view (smoothly rather than step-wise).  SSES statistics are given for all quality levels of the data. 

Eileen Maturi gave a presentation on NOAA/NESDIS Star reprocessing.  This will involve reprocessing of 
5km SST analyses.  This involves reprocessing geostationary and polar data back as far as GOES-8 (1994).  
This reprocessing is of particular interest in coral reef bleaching studies.  There are checks to ensure that the 
reprocessing is performing in a similar way to the operational processing.  SSES will be calculated from the 
match-up database and put into the L2P data retrospectively. 

2. Use of the CDAF 

The next item for discussion was the status of the CDAF.  While the CDAF is now in place as a document 
there has been very little pickup from CDR (or long timeseries) data producers to date.  One of the problems 
is the lack of a set of tools to help derive the numbers needed to complete the CDAF.  Some sort of tool has 
been suggested to help with this process. 
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Discussion 

Ken Casey thought that an independent group to provide tools to facilitate the use of CDAF would be really 
useful. Tools are probably required to help data producers create the metrics needed to fill out the CDAF.  
Discussions as to how this should be done decided that a group of relevant people would convene to 
determine ways of providing the information.  To begin Sasha and Prasanjit will read the CDAF and assess 
the capability of SQUAM to help with some of the metrics.  Felyx will also be investigated as a possible 
solution and some combination of the two may be usable.  Depending on an as yet to be found source of 
funds tools may then be created to help with the CDAF.  It was pointed out that not all of the CDAF metrics 
are required and that some of the metrics can be left blank of the information is difficult to obtain.  Depending 
on the findings of the reviewing group (tentatively Jon Mittaz, Chris Merchant, Gary Corlett, J-F Piolle, Sasha 
Ignatov and Prasanjit Dash) a recommendation as to the way forward will be made. An action was also taken 
to send a link to the latest version of the CDAF to the CDRTAG.   

3. Uncertainties in CDRs 

The next topic and somewhat of a common theme across a number of breakouts is that of SSES (single 
sensor error statistics) or uncertainties in CDRs.  Examples from different current CDR generation producers 
were shown which included the ESA CCI SST project as well as the FIDUCEO project.   

From the CCI project a proposed list of possible uncertainty components was shown which included random 
and locally (spatial) systematic components.  It also included suggestions for the ability to convert from single 
skin retrieval to a range of different SSTs including at depth as well as SSTs at times away from the satellite 
observation times.  A proposal for a ‘lite’ GHRSST product and a full metrological product was presented 
from the ESA CCI SST project. 

Then work being started under the FIDUCEO project was presented.  FIDUCEO is attempting to apply 
metrology (the science of measurement) to Earth observation and works from the physics of the instrument, 
through the retrieval process to provide random and systematic uncertainties for (in this case) SST.  An 
example of a Monte-Carlo simulation system of the AVHRR instrument that includes known noise sources as 
well as errors introduced by the calibration was shown.  A simulation of the Earth giving brightness 
temperatures from input SST including variations due to the atmosphere was also run in both an ‘observed’ 
mode where the top-of-atmosphere BTs are considered correct (observed) plus a ‘modeled’ version using a 
different prior SST/atmospheric profile/RTM.  This can then be used to determine traceable errors and 
therefore determine the underlying probability density function of SST retrieval errors.  This can be done for 
individual retrievals that were shown to be clearly non-Gaussian.  Looking at the statistics of a range of 
retrievals it was also shown that in the case of the simulated ‘World’ and Optimal Estimation the dominant 
source of error is the retrieval error rather than from instrumental noise.  So one possible direction for 
uncertainties in CDRs is via similar processes of tracing through the retrieval process to L2P with modeling 
to higher levels.  In theory this gives an independent estimate of SST uncertainty to that provided by the in-
situ network and use in-situ for validation.  This is a departure from many SSES algorithms and is a different 
approach. 

Discussion 

Simon Good mentioned that the issue of uncertainties was important for NRT activities and validation of 
these was important.  Uncertainty components can now feed into NRT data (via the CCI project).  Peter 
Cornillon suggested looking at temporal variability in geophysically ‘quiet’ areas to bound the calibration 
uncertainty (although this does not separate locally systematic and random effects).  Jaxa are looking at 
microwave reprocessing (AMSR-E and AMSR-2) and considering inter-calibrations between the two 
instruments.  Peter Minnett was surprised by the non-Gaussian distributions seen in Jon’s presentations on 
the digitization uncertainty. 
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4. Instrument Calibration impacts 

It was pointed out that instrument calibration is a critical aspect of CDR generation.  Currently GHRSST does 
not have a dedicated team to monitor and assess calibration issues for used sensors but some members of 
the TAG thought it would be extremely useful.  The question is then if such a group should exist, and if so 
which under which WG/TAG should it be placed.  Given the possible re-organisation of GHRSST WG/TAGs 
the question of which group could contain such a group has been put on hold while things are resolved 

Discussion 

Tim Nightingale supported the notion that calibration from L0 to L1 should be represented somewhere within 
GHRSST.   

5. Future of the CDR-TAG 

With the request for a discussion on the structure of GHRSST a discussion was held on if the CDR-TAG 
needs to exist in its current form.  In favour are issues such as the maintenance of the CDAF (and 
associated support), the question of pushing for uncertainties relevant to CDRs (SSESs or multiple 
component uncertainties and/or ensembles etc.) and instrument calibration.  Or should these be placed into 
a new structure? 

Discussion   

Jon Mittaz suggested that there are some issues relevant to climate that should be still be addressed within 
a CDRTAG.  Maintaining the CDAF and pushing for SST uncertainties which are suitable for climate data 
records was also mentioned.  This issue of a place for a calibration group was also raised and if the CDR-
TAG is a sensible location for such a group.  These issues will be raised to the main GHRSST group. 

6. Recommendations for the next year 

• An official letter from GHRSST supporting reprocessing of MUR was proposed and a template will 
be put together by Jorge Vazquez.  Additional letters from other organisations were also 
recommended. 

• Send a link to the CDAF to all members of the CDRTAG (Jon Mittaz). 

• Make an analysis of the capabilities of SQUAM against the CDAF (Sascha/Prasanjit). 

• Analyse Felyx and SQUAM with respect to the CDAF metrics to check abilite to create some of the 
CDAF metrics (Jon Mittaz/Gary Corlett/Chris Merchant/J-F Piolle/Sasha Ignatov/Prasanjit Dash). 

• Report on possible CDAF tools at next GHRSST meeting 

• Do something regarding instrument calibration and decide where such a group would exist (which is 
potentially a wider GHRSST issue). 
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RESCUE & REPROCESSING OF HISTORICAL AVHRR ARCHIVES WORKING GROUP 
(R2HA2-WG) BREAKOUT MEETING REPORT 

Chairs: Hervé Roquet(1), Peter Cornillon(2) 

 (1) Météo-France (France), Email : Herve.Roquet@meteo.fr 

(2) University of Rhode Island (United States), Email : pcornillon@me.com 

 

During GHRSST-XVI, a breakout session of the R2HA2 Working Group took place on Thursday 23rd of July 
2015 from 17:00 to 19:00, with a total of 8 participants. In the introduction, P. Cornillon, as current Chair of the 
Working Group, recalled the working group objectives: 

 Rescue historical data from worldwide HRPT Direct Readout stations, with a focus on pre-MODIS 
era, these data being the only source of full resolution AVHRR data (1km), 

 Define a common netCDF format for HRPT L1b AVHRR data, 

 Make data available in this common format with consistent calibration and geolocation information, 
provided an appropriate source of funding has been found. 

First objective:  

P. Cornillon summarized the various HRPT data sets which he was able to collect since the start of the R2HA2 
Working Group activities, and to store on his own disks (≈ 20 TB of data): 

 University of Tokyo : 1985- 2000 (about 15 000 passes) 

 West coast of the US : 1992 – 2002 (about 10 000 passes) 

 Wallops Island : 1981 – 2014 (121 800 passes) 

 Berlin : 1989 – 2007 (71 700 passes) 

 Cape Town : TBD 

 Lima (IMARPE) : 1998 – 2007 (5 400 passes) 

 Lannion (Météo-France/CMS) : 1996 – 2003 (43 600 passes) 

He mentioned that he has also other data on tapes or optical disks, which he has not been able to read up to 
now. He is also in touch with P. Flament (University of Hawaï), who is ready to provide his historical data set. 

Second objective: 

H. Roquet recalled that in 2012, he defined and proposed to the other members of the group a netCDF template 
for NOAA/AVHRR l1b direct readout data, which was mirroring very closely the content of the official 
NOAA/AVHRR l1b format. 

Third objective: 

Some initiatives took place in the last years to get this reprocessing activity (even partially) funded, but none 
of them has been successful. The last initiative on the European side, reported by H. Roquet, was in the 
framework of the EUMETSAT Satellite Application Facility on Numerical Weather Prediction (NWP SAF), 
which is led by the UK Met Office, with a contribution of Météo-France/CMS. The NWP SAF is responsible for 
the development, maintenance and distribution of a software package for direct readout data pre-processing, 
called AAPP, which has a large number of users around the world, and which can also include an automatic 
image navigation step using landmarks. The NWP SAF is preparing its proposal for the next 5-year contract 
with EUMETSAT (2017-2022), and as part of it, CMS proposed to re-process historical HRPT data sets 
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collected by P. Cornillon up to level 1c with AAPP. To support this proposal, CMS received a letter from the 
GHRSST Science Team Chair. However, in the course of the negotiations between UK Met Office and 
EUMETSAT, this activity was finally discarded. 

J. Mittaz (University of Reading) mentioned a meeting co-organized by ESA (B. Bojkov) and DLR (T. 
Christiensen)  on 20-21 April 2015, with twenty-two participants including experts on AVHRR LAC data as well 
as representatives of various interested user communities in Europe. This meeting produced a list of 
recommendations, some of them being very consistent with the objectives and the approach of the GHRSST 
R2HA2 Working Group. As part of the concluding remarks of the meeting, B. Bojkov explained that there may 
be a possibility for an ESA ITT by late Summer to address some of the issues raised during the meeting. 

H. Roquet mentioned also the Copernicus Climate Services, funded by the European Union, which could in 
the future provide some opportunities for funding HRPT NOAA/AVHRR reprocessing activities. 

At the end of the breakout session, P. Cornillon proposed that H. Roquet takes over as R2HA2 Working Group 
Chair, which was agreed by the participants. 
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THE ESTIMATION AND RETRIEVALS WORKING GROUP 
(EaRWiG) BREAKOUT MEETING REPORT 

Chair: Andy Harris(1), Rapporteur: Owen Embury(2) 

 (1) NOAA-CICS, University of Maryland, College Park, MD, USA, Email: andy.harris@noaa.gov 

(2) Dept. Meteorology, Univ. Reading, Reading, UK, Email: o.embury@reading.ac.uk 

 

1. Introduction 

EARWiG is the primary GHRSST forum for discussion of SST retrieval methodology, including cloud detection, 
and the estimation of uncertainties associated with retrievals.  It has overlap with a number of other GHRSST 
TAGs and WGs, including ST-VAL, HL-TAG, IWWG and IC-TAG.  This year’s EARWiG session included 
discussion on the future direction of the activity and the definition and use of SSES uncertainty estimates.  
There were also two science talks 

2. Sensor Specific Error Statistics 

The discussion on SSES was very wide-ranging.  The SSES fields are perhaps the primary “value-added” 
information in the GHRSST L2P format beyond the basic product information (SST, location, time, QC).  The 
particular issues discussed were: 

 Which TAG/WG should be responsible for SSES? 

i. SSES discussions have occurred throughout many TAG/WGs during the meeting 

ii. Proposal: EARWiG defines SSES/uncertainty, since they are closest to the L2 producers; while ST-
VAL validates them.  High-quality drifting buoy data may be useful in this regard, but ST-VAL has a 
number of tools/techniques 

 Definition of SSES is potentially ambiguous 

i. How should they be interpreted? Should sses_bias be added or subtracted to SST value (or not 
used at all).  If one assumes that SSES values are “satellite – reference”, then they should be 
subtracted 

ii. Are in situ buoys an appropriate reference?  In the absence of other suitable reference data 
(~unbiased”, sufficient coverage), it would seem so. 

iii. Some L4 producers appear to be treating sses_standard_deviation as an uncertainty due to random 
effects.  It is important to bear in mind that, while this may be true, averaging will only remove some 
of the uncertainty 

 Does anyone actually use them? 

i. Some L2/L3 producers felt they were a lot of effort, as their users don’t use them.  There is a clear 
need to assess the usefulness of the SSES 

ii. BoM ignores SSES provided with L2 as it is easier to generate their own to ensure consistency as 
each data provider does something different 

iii. Most L4 producers include a bias adjustment step in their OI scheme so sses_bias is not so 
important.  It would at least be useful to see if the residual biases are reduced.  Since SSES are 
produced by the data provider, who may have access to additional information at production time, 
they can be physics-based, whereas most bias correction schemes are stochastic 

iv. UKMO does make use of SSES, especially from SST-CCI products 
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 NOTE – “SSES” variable included in CCI products are actually uncertainties.  There are efforts to 
apportion uncertainties into different categories (random, correlated, systematic) 

v. SLSTR products will provide uncertainties rather that SSES 

 Validation of SSES 

i. Some L2 producers want users (L4 producers) to validate SSES by running with / without use of 
SSES.  Since it was already proposed that ST-VAL validates SSES, a combined approach seems 
reasonable 

ii. L4 producers want uncertainties to be validated before they use them.  However, even if SSES are 
validated, they may not have high impact because of the bias correction schemes. 

 Uncertainties 

i. Some data providers are moving towards use of uncertainty estimates (SST-CCI, SLSTR, IASI) 

ii. Some differences in terminology (modelled vs. theoretical uncertainties), but common approach of 
estimating uncertainties is desirable 

 Possibly decomposed into random, correlated, and systematic 

iii. Uncertainties can be calculated for regression or physical based retrievals 

iv. Uncertainties can be validated using in situ data (same as retrievals), including using 3-way error 
analysis comparisons with subsets of high-accuracy drifting buoy data 

v. There are plans to simulate end-to-end error sources (calibration, atmospheric & surface effects, 
etc.) via the FIDUCEO project, which may help answer a number of questions and help partition 
effects which are currently being combined into the SSES values 

In summary, the topic of SSES primarily falls within the remit of EARWiG.  The WG should be responsible for 
definition and recommendations for best practice.  Validation should be done in conjunction with ST-VAL, and 
usefulness should be assessed in close collaboration with IC-TAG, with a feedback loop to assist in further 
development and implementation.  While there was some suggestion that SSES were obsolete, it was 
recognized that end users had only recently started to make use of them, thus it was appropriate to continue 
with their assessment, development and provision for the time being until the next phase (decomposition into 
different types of uncertainty) is a) more mature, b) can be utilized by end-users. 

3. PURPOSE AND FUTURE OF EARWIG 

As alluded to above, EARWiG is the primary forum for improving L2 product quality.  L2 data providers are a 
core component of GHRSST and this is where they get to exchange ideas, refine methodologies and make 
recommendations for standard practice.  In order to allow EARWiG to flourish, the following inter-sessional 
activities were discussed: 

 Inter-sessional telecons 

i. Task- specific, to ensure interest, with each task assigned a lead who is responsible for polling ST 
members and conducting the telecons 

ii. Make use of WebEx where appropriate for the sharing of materials 

iii. Topics for the following year identified at ST meetings 

 Inter-sessional workshops  

i. Some of these have been more successful than others 

ii. The above-mentioned telecons should ensure that adequate preparation is done 
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iii. Workshops with other WGs/TAGs has been successful in the past, and members from those 
groups have expressed interest in various focus topics  

In summary, it is recognized that one 2-hour breakout session per year is inadequate to conduct meaningful 
collaborative work.  There are benefits to face-to-face, WebEx and telecons, so EARWiG will take advantage 
of all vehicles as appropriate to advance specified topics during the year.  The three topics identified at the 
breakout are: 

 SSES and L4 intercomparison 

i. SSES and L4 intercomparison.  Lead – A Harris 

ii. Post-processing to unmask fronts.  Lead – A Ignatov 

iii. Use of new high-resolution geostationary HIMAWARI-8.  Lead – H Beggs 

Topic leads are responsible for hosting telecons, etc., and the GHRSST Project Office will provide assistance 
as needed, e.g. conducting user polls, and providing other technical support/facilities as needed. 

4. SCIENCE PRESENTATIONS 

There were two science presentations.  The first, given by Prabhat Koner, concerned how best to advantage 
of the extra channels in modern IR imager instruments.  The methodology employed was the recently 
published deterministic MTLS technique, which calculates a regularization strength for the gain matrix based 
on the goodness-of-fit of the input data (NWP and satellite) and condition number of the jacobian.  The 
advantage of this data-driven regularization is not needing to know the correct covariance of the input data.  It 
was found that, for MODIS data, adding aerosol to the retrieval vector improved retrieval accuracy but also 
substantially increased the sensitivity o the retrieval to SST, even when the initial guess is close to truth.  The 
implication is that, when there are sufficient channels, adding aerosol improves partitioning of the signal 
between various geophysical signals.  MODIS has a number of extra channels that could permit some water 
vapour structure information to be included in the retrieval vector.  As an aside, it should be noted that the 
retrieval accuracy is now very close to the intrinsic error in the in situ. 

The second presentation concerned the unflagging of good data masked by false alarm in ACSPO-screened 
VIIRS SST imagery.  The overlapping “bow-tie” effects in VIIRS make pattern recognition very difficult, so 
resampling is used to improve the basic cloud mask.  Then, pattern recognition techniques are used to identify 
oceanic fronts that have been erroneously masked due to their inherent variability.  As a byproduct, the ocean 
fronts themselves are obtained.  The SST field is referenced to the CMC analysis.  Obviously there is a risk of 
feedback if such data were then used to create the next analysis. This underscores the need to have a common 
validation framework, such as Felyx or iQUAM/SQUAM.  N.B. Felyx is anticipated to be complete by end-
Summer 2015, and will then undergo a 6 month testing period.  As noted above, A Ignatov will be leading an 
EARWiG topic on the frontal detection and unmasking of falsely flagged active regions of the ocean. 
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THE SATELLITE SEA SURFACE TEMPERATURE VALIDATION GROUP  
(ST-VAL) BREAKOUT MEETING REPORT 

Helen Beggs(1), Werenfrid Wimmer(2)  

 (1) Bureau of Meteorology, Melbourne, Australia, Email: h.beggs@bom.gov.au  

(2) National Oceanography Centre, Southampton, UK, Email: w.wimmer@soton.ac.uk  

 

ABSTRACT 

The Satellite SST Validation Technical Advisory Group met for two hours during the 16th GHRSST Science 
Team Meeting in ESTEC on the 23rd July 2015.  Themes of presentations and discussions were: 

 Ship-borne radiometer L2r data and L2i/L2r format 

 Satellite SST validation 

 SSES and Quality Level methodologies 

 Terms of Reference of ST-VAL Technical Advisory Group  

1. Introduction 

The meeting was chaired by ST-VAL Chair, Dr Helen Beggs.  The session was rapporteured by Dr Werenfrid 
Wimmer.  The agenda followed during the meeting was: 

Overview of ST-VAL activities since GHRSST-XV (Helen Beggs) 

Actions arising from 2015 ST-VAL Meeting:  Hosting the ship-borne radiometer L2r data and feedback on 
L2i/L2r format 

• Presentation from Tim Nightingale on Shipborne SST Radiometer Network format (L2r) and web site 

• Presentation from John Stroup/Sasha Ignatov/Xinjia Zhou (NOAA/NESDIS) on feedback to L2i/L2r 
format. 

Discussion of issues relating to satellite SST validation: (slides from Prasanjit Dash) 

• Sensitivity of validation statistics to collocation criteria (space-time)  

• Random error from a carefully implemented triple-collocation method, time-series implementation 
SSES Methods 

Sensor Specific Error Statistics (SSES) and Quality Level (QL) methodologies: 

• Including 1 to 2 slides from L2P/L3 producers on Quality Level methodologies and issues 

Open Questions: 

i) How should Quality Level be defined? 

ii) How to create consistency in QL across different sensors?  

iii) How to create continuous uncertainties across QL?  

iv) Should we aim for consistent SSESs against common reference?  How? 

v) How to incorporate "Modelled Uncertainties" per pixel?  

vi) Do we still need SSES if we have Modelled Uncertainties? 

vii) Next steps. 
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Terms of Reference of ST-VAL Technical Advisory Group 

• Including discussion of do we need an ST-VAL TAG, what we should cover, future 
meetings/telecons. 

Presentations are available for download from https://www.ghrsst.org/documents/q/category/ghrsst-science-
team-meetings/ghrsst-xvi-esa-estec-the-netherlands/g-xvi-presentations/thursday-23rd-july-2015/stval-
breakout-session/  

2. Overview of ST-VAL activities since GHRSST-XV (Helen Beggs with contributions from 
ST-VAL TAG) 

• ISAR installed on the RV Investigator along with SBE38.  First science cruise 21st to 29th March 
2015.  ISAR experienced some technical issues with rain shutter not closing. 

• IQUAM2 updates: Data added from Argo, HR drifting buoys, NOAA Coral ReefWatch Moorings 
and IMOS Ships. 

• SQUAM updates: Added ACSPO products - VIIRS L2P, Himawari-8 L2P and MTSAT-2 L2P. 

• BoM: New webpage for validation of real-time and reprocessed IMOS HRPT AVHRR L2P SSTs. 

• EUMETSAT: Metop and IASI new retrieval with smaller cool bias.  New SSES scheme based on 
water vapour for IASI. 

• OSI-SAF METOP-A AVHRR buoy SST. 

3. Actions arising from 2015 ST-VAL Meeting:  Hosting the ship-borne radiometer L2r 
data and feedback on L2i/L2r format 

a. Tim Nightingale (TN) presented “Cooperative in situ radiometer activities”.   

• TN has developed a provisional in situ radiometer format, “L2r” 

– Follows GHRSST GDS style format and variable naming choices where possible 

– Draft available (contact tim.nightingale@stfc.ac.uk) 

– Already implemented in ISAR and SISTeR processors 

• Logical extension is a cooperative radiometer network centred around an archive of in situ 

radiometer data 

• Website set up to share radiometer documents, data, tools: http://isrn.rl.ac.uk/home.shtml  

• Website is “bare bones” at the moment – will need a bit of support from elsewhere to take 
it significantly further 

• Priorities include: 

– Basic QA for uploaded data, including format checking 

– Felyx tool to generate automated validation reports – starting a discussion with 
CEDA about the practicalities of hosting a Felyx instance 

Questions/Comments: 

Sasha Ignatov (SI): What data will the website host? 

TN: All shipborne SST radiometer data, started with SISTeR. 

SI: Near real-time or delayed mode? 

file:///C:/Users/hmb/AppData/Local/Microsoft/Windows/Temporary%20Internet%20Files/Content.Outlook/EUJGERS4/tim.nightingale@stfc.ac.uk
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TN: Delayed mode. 

Helen Beggs (HB): IMSO will be NRT but needs post-cal for proper QA. 

Jean-Francois Piolle (JFP): What is the granularity of the data? 

TN: It’s daily files at the moment. 

JFP: Some standard would be good. 

b. Sasha Ignatov presented “NOAA STAR iQuam2: Feedback to “The Recommended GHRSST 
L2i Data Specification“ (“GDS L2i”), V1.0, Rev 2, Tim Nightingale, 29 May 2014” 

 IQUAM v2 QC’d monthly in situ SST data are available for preview, in netCDF “L2i” format based 
on TN’s L2r format, from http://www.star.nesdis.noaa.gov/sod/sst/iquam/v2/data.html  

 Proposal to host Iquam2 L2i in situ data with GHRSST data at the GDAC 

 L2r format assumes only one platform per file, whereas iQuam has 8-111 data sources for any one 
monthly file 

 Time variable is long and should be int64 - like GDS2 time and sst_dtime? 

 Should we define an sst_dtime variable? 

 The data type of “sst” is double precision (all other floating-point variables are single precision).  Is 
this level of precision really needed?   

 “sst_total_uncertainty” is absent in the current iQuam2, but may be included in the future iQuam 
upgrades 

 CF type “point” missing in L2r format but needed in L2i format 

 In iQuam2, the mandatory "sea_surface_temperature" layer was renamed “sst”, for brevity 

 Global attributes not used in iQuam2 L2i format are Sensor and Spatial Resolution 

 All iQuam2 platforms measure temperature at depth, but do not report their depth (except for ARGO 
floats).  Thus, “depth” is not included as a coordinate of the “sst" variable (but it is reported for all 
ARGO floats for which it is available). 

 iQuam2 L2i filenames not quite same as L2r filenames: E.g. 201506-STAR-L2i_GHRSST-SST-
iQuam-V2.00-v01.0-fv01.0.nc for monthly iQuam2 SST data from June 2015. 

 iQuam2 will be operational in October 2015.  Feedback on L2i format sought by end of August 
2015. 

 

Action STVAL/16/1: ST-VAL to comment on iQuam2 “L2i” format by 31 Aug 2015. 

 

Questions/Comments: 

TN: Detailed response directly to Sasha.  Iquam2 L2i is more like an L3 data set. 

HB: Radiometer data has good metadata, but data from the GTS does not have metadata.  Also, in  situ SSTs 
are not gridded data so more like L2. 

SI: Argo has depth but no other variables. 

Peter Minnett (PM): No problem, depth is needed. 

Chelle Gentemann (CG): Please be as CF compliant as possible. 

http://www.star.nesdis.noaa.gov/sod/sst/iquam/v2/data.html
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PM: Radiometer data should be supplied separately to L2i data as they are not in-situ – it’s remotely sensed 
data! 

SI: Iquam wants to use data.  Advice welcome. 

Andy Harris (AH): Buoys measure current from a thermistor.  Searching for L2r is much quicker for radiometer. 

BH: “L2r” for radiometer data and “L2i” for iQuam2 data? 

TN: Call Iquam2 dataset “L2i” and radiometer dataset “L2r”. 

General agreement from ST-VAL TAG. 

 

4. SST Validation Discussion 

Prasanjit Dash (presented by Sasha Ignatov): “Effect of Space-Time Collocation on validation 
statistics”. 

Showed triple colocation of on a year’s worth of matchups for various satellite SST products (VIIRS, METOP-
A, METOP-B, etc) produced by various agencies. 

Conclusions: Random error for a given product, calculated using different triplets, are consistent with each 
other. 3-way error analysis, when implemented carefully (to avoid the effect of correlated error) is an effective 
way to characterize the true error in a product. 

e.g., Day OSI SAF Metop-A from: 
                           OSI SAF MetopA, ACSPO  Terra, Drifter:                    0.33K (N=102,875) 

                           OSI SAF MetopA, ACSPO  MetopB, ACSPO Terrra:   0.33K (N=69,699) 

 

Questions/Comments: 

Peter Minnett (PM): Very good. Two questions.  What do you use for your night-time product? 

SI: Not 3.9 micron. 

PM: Do you get an estimate of the quality of the drifters? 

SI: Yes, it will give you that.  The random error of the different triplets is consistent – but watch the correlation 
issues. 

 

5. SSES and Quality Level 

Some outcomes from the G15 STVAL session were: 

•             SSES and QL need to be de-coupled 

•             QL should be more continuous rather than a step function 

 

HB showed slides summarising Quality Level and SSES in products from four GHRSST L2P producers: 

Quality Level 

ABoM: f(proximity to cloud) 

• Quality level is determined from proximity to cloud using the CLAVR cloud determination system 
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• Some issues with over-detection of cloud 

• QL = 0, 1, 2, …, 5 based on km to nearest cloud 

• L2P files have SSTs for QL ≥ 1 

• L3 files only have SSTs for QL ≥ 2 

ACSPO: f(clear sky values) 

• The recommendation to ACSPO users: only use data with QL=5 and associated SSES statistics 

IASI: f(binned TPWV from IASI L2 sounding data – 0 to 5).  Useable quality starts from QL = 2. 

• New version of IASI L2P different to what was reported at GHRSST-XV. 

• quality_level:flag_meanings = "no_data bad_data worst_quality low_quality acceptable_quality 
best_quality" ; 

JAXA: Definition of Proximity Confidence (for microwave SST products) 

proximity_confidence=11: near the coast (< 50km) 

proximity_confidence=12: far from the coast (=> 50km) & sea surface wind speed is strong (6 <= SSW < 20 
m/s) 

proximity_confidence=13: far from the coast (=> 50km) &  sea surface wind speed is weak (0 <= SSW < 6 
m/s) 

proximity_confidence=14: far from the coast (=> 50km) & sea surface wind speed is weak or strong (SSW < 0 
m/s, or, 20 <= SSW) 

proximity_confidence=-128 (missing): far from the coast (=> 50km) &  sea surface wind speed is missing. 

 

SSES 

• ABoM: Adaptive error statistics.  Smoothly varying bias and STD inc at edges of swaths.  SSES model 
= f(SZA, lat, lon, time, QL) 

• ACSPO: Segmentation Method (GXVI Wed am talk) 

• IASI: Derived from 1D-VAR 

• OSI-SAF: Two axes related to cloudiness and algorithm.  Two risk factors and QC are mapped into 
the 2 axes to get numerical value for SSES. 

• JAXA: Initially categorise each pixel to five groups according to proximity_confidence that is defined 
by distance from the coast and wind speed. Then calculate sses_bias and sses_standard_deviation 
of each group using buoy match-up data during previous 30-days. Pixels that are categorised to the 
same group will have same SSES information. 

 

Discussion: 

CM: At GHRSST-XV it was not agreed that SSES and QL need to be decoupled – it was only discussed. Did 
we decide on a continuous QL last year?  No recollection of this.  It was more a discussion item.  Something 
like a chi-squared test will give you a number to map on, but needs discussion.   

Anne O’Carroll (AOC): From this week’s discussion, not many people are using sses_std, which was originally 
derived as a reference to drifters.  Should we use modeled SSES standard deviation and calculate SSES bias 
against drifters?  EUMETSAT would like to do that but it needs agreement from within GHRSST. 
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SI: It would be good to have L4 input (1 slide summary) on how L4 producers use L2P products in respect to 
SSES and QL.  Bias and std should be decoupled.  L4 systems are set up to use both.  We need a 
recommendation as a group.  Some L4 systems use no pixel specific std – e.g. all AVHRR is used with 0.4 K.   
I recommend that pixel level std be used in L4 production.  For example, debias first and then weight on pixel 
level std squared. 

CM: An issue with SSES is that it is not clear what is random and what is systematic error.  To answer AOC it 
might not be the right way to use the SSES field for the modeled uncertainty and keep SSES as defined.   

It should be a 5 year ambition of GHRSST to develop a more systematic approach to model uncertainties and 
in the interim preserve SSES, with the modeled single pixel uncertainties as an experimental field in L2P files.  
Once the modeled uncertainties are reliable, update the GDS and drop SSES. 

TN: I agree.  The bias is often used for skin to bulk conversion and only one uncertainty field 
(sses_standard_deviation) is then available in the L2P file. 

HB: SSES bias should not be used for skin/bulk correction. 

CM: SSES was meant to be a difference to a reference SST. 

PM: SSES are meant to reflect uncertainty in the SST. 

HB: What is the GDS definition for SSES?  Should sses_bias be an estimate of bias in SST retrieval to a 
reference at the satellite sensor depth or should it be the bias from SSTskin to SSTdepth? 

Simon Good (SG): We use both SSES bias and SSES std in OSTIA.  As a user it is important to know what 
SSES means and it should be consistent in all cases. 

HB:  I agree SSES need to be consistent, and the same for QL. 

SI: We need to agree on a metric on how SSES affects the L4.  We need a test for improvement on the analysis 
by using SSES.  Years ago we said Argo should be used for that and not assimilated to have independent 
data.  We need L4 producers to test for separate use of sses_bias and sses_standard_deviation in L4. 

Peter Cornillon (PC):  I don’t use SSES and only QL.  But I find a lack of consistency in QL.  There is no 
distinction between cloudy and high gradient areas. 

HB: Agree.  I talked to Keith Willis about NAVO GAC AVHRR SST being flagged as cloudy along SST fronts. 

PC:  This is an issue in all HR products. 

Chelle Gentemann (CG): I calculate my MW QL based on what L2P flag is set.  GDS2 is very specific re QL.  
All QL3 should be useable data.  For quality level in MW products, the information is recoverable from the 
l2p_flags, so for your own screening you could use the l2p_flags. 

PC: Pathfinder use to be like that. 

SI: ACSPO reports all individual flags.  The product should only have one QL and it should retain all features. 

 

ACSPO QL different to most other L2P products (see Appendix A.1). 

SI: ACSPO will give you more pixels in QL5 than other products in QL3, 4 and 5.   

HB: ACSPO products could have QL4 going to QL2 and QL3 going to QL1.  Then ACSPO will not use QL3 or 
QL4.  

TN: I just checked the GDS2.0.  SSES bias definition is vague.  The difference to reference needs rewording.  
(See Appendix A.2). 
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Action ST-VAL/16/2: Reword SSES bias in GDS for consistency (ST-VAL Chair with input from ST-VAL 
TAG). 

 

TN: The GDS2.05 is very specific about quality level.  “The value 0 shall be used to indicate missing data and 
the value 1 shall be used to indicate invalid data. The remaining values from 2-5 are set at the discretion of 
the L2P provider with the proviso that the value 2 shall be used to indicate the worst quality of usable data and 
the value 5 shall be used to indicate the best quality usable data.” 

CM: I agree with PC.  QL needs to be consistent over all L2P products. 

There was general agreement that the definition for quality level in the GDS2.05 is fine.  Producers should 
provide a short note on how they produce quality level. 

 

Action STVAL/16/3: All L2P producers provide HB with how QL are derived. 

 

PM: For MODIS to distinguish between QL 4 and 5 satellite zenith angle is used.  SSES are only produced for 
QL 4 and 5 in MODIS L2P files.   

CM: I propose that we keep SSES and add modelled uncertainty as an optional experimental field in L2P files, 
but at the next GDS update retire SSES and use modelled uncertainty. 

CG: Good way for the future.  Most L4 producers don’t use SSES as they are too different between sensors 
and there is discontinuity within sensors.  There are lots of possible ways forward, e.g. Uni of Miami Hypercube 
as this results in a smoothness of errors.  I’d like to see a LUT that is physically based.   

CM: I don’t quite get that, because there is an understanding of your measurements and you can model your 
confidence, which can be a physics-based framework.  An empirical-based approach won’t allow you to 
separate systematic and random components. 

 

6. ST-VAL Terms of Reference 

HB: Time is very short in the ST-VAL Breakout sessions for all discussions.  We need to be more selective 
with what we cover. 

PM: I am not in conflict with the terms of reference, but it would be better to have more frequent meetings. 

CG: Once a year is too limiting.  Should we use video conference tools more? 

HB: Inter-sessional meetings are important, but I am short on time.  Has someone more time inter-sessionally 
to organize face-to-face meetings?  Should we have teleconferences on specific topics?  My preference is for 
Webex. 

PM: Teleconferences are efficient, if there is a regular time slot.  The meeting can be short if there is nothing 
to discuss. 

CM:  I think we should have a teleconference to solve one problem. 

PC:  For example, data providers could get together to sort out a consistent QL. 

HB: Do we need an ST-VAL Technical Advisory Group?  Are we making progress? 

 

Action STVAL/16/4: HB with help from GHRSST P.O. to schedule a Webex teleconference on QL 
definitions for October 2015.  L2P producers to supply their QL definition and method beforehand if 
not already available. 



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 166 of 225 

 

7. Actions Arising from Meeting 

Action STVAL/16/1: ST-VAL to comment on iQuam2 “L2i” format by 31 Aug 2015. 

Action ST-VAL/16/2: Reword SSES bias in GDS for consistency (ST-VAL Chair with input from ST-VAL TAG). 

Action STVAL/16/3: All L2P producers provide HB with how QL are derived. 

Action STVAL/16/4: HB with help from GHRSST P.O. to schedule a Webex teleconference on QL definitions 
for October 2015.  L2P producers to supply their QL definition and method beforehand if not already available. 

 

Appendix A 

GHRSST Specification of Sensor Specific Error Statistics and Quality Level 

 

A.1 Quality Level 

The GHRSST Data Processing Specification version 2.07 (GDS2.0) 
(https://www.ghrsst.org/documents/q/category/ghrsst-data-processing-specification-gds/operational/) states: 

 

Section 9.18: 

"The L2P variable ‘quality_level provides an indicator of the overall quality of an SST measurement in an L2P 
file. The GDS requires the following: 

The L2P variable 'quality_level' shall use an incremental scale from 0 to 5 to provide the user with an indication 
of the quality of the L2P SST data. The value 0 shall be used to indicate missing data and the value 1 shall be 
used to indicate invalid data (e.g. cloud, rain,too close to land - under no conditions use this data). The 
remaining values from 2-5 are set at the discretion of the L2P provider with the proviso that the value 2 shall 
be used to indicate the worst quality of usable data and the value 5 shall be used to indicate the best quality 
usable data. The L2P provider is required to provide a description of the quality levels provided as part of the 
product documentation.  The L2P variable quality_level reflects the quality of SST data from a single sensor 
and does not provide an indication of the relative quality between sensors. 

Table 9.21: 

quality_level:flag_meanings = "no_data bad_data worst_quality low_quality acceptable_quality best_quality"  

Issue for future ST-VAL discussions: 

Not all producers of GDS2 L2P products follow the GSD2 flag_meaning for quality_level as specified in the 
GDS 2.0 table 9.21. Should the flag meanings be consistent? 

ACSPO VIIRS L2P: invalid not_used not_used cloudy probably_clear clear 

OSI-SAF METOP-A IASI L2P: no_data bad_data worst_quality low_quality acceptable_quality best_quality 

NAVO METOP-B AVHRR L2P: no_data bad_data worst_quality low_quality acceptable_quality best_quality 

NAVO VIIRS L2P: not used, not used, not used, cloudy, probably cloudy, clear 

ACSPO MTSAT-2 L2P: no_data bad_data worst_quality low_quality acceptable_quality best_quality 

JAXA Himawari-8 L2P: no_data bad_data worst_quality low_quality acceptable_quality best_quality 

BoM Himawari-8 L2P: no_data bad_data worst_quality low_quality acceptable_quality best_quality 
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A.2 Sensor Specific Error Statistics 

The GHRSST Data Processing Specification version 2.05 (GDS2.0) 
(https://www.ghrsst.org/documents/q/category/ghrsst-data-processing-specification-gds/operational/) states: 

 

Section 9.5: 

"The uncertainties associated with each observation in a data stream are provided as Sensor Specific Error 
Statistic (SSES) http://www.ghrsst.org/SSES-Single-Sensor-Error-Statistics.html . The SSES are based on 
understanding the errors associated with the in-flight performance of an individual satellite instrument for the 
retrieval of SST from the measured radiances. The SSES are provided as a mean bias error and its associated 
standard deviation. There are a variety of methods for determining SSES as they depend on the specific 
characteristics of each satellite instrument. Consequently, the L2P provider can define their own scheme for 
producing SSES that is tailored to their specific dataset. However, the SSES scheme must conform to a set of 
agreed SSES common principles. The SSES common principles are maintained on the GHRSST website at 
http://www.ghrsst.org/SSES-Common-Principles.html, and have been approved by the GHRSST Science 
Team. The L2P provider must provide documentation that summarizes the theoretical basis of their SSES 
scheme, its implementation, any recommendations for users, and its conformance to the agreed SSES 
common principles. The SSES documentation will be maintained through the GHRSST website at 
http://www.ghrsst.org/SSES-Description-of-schemes.html." 

 
https://www.ghrsst.org/ghrsst/tags-and-wgs/stval-wg/sses-single-sensor-error-statistics/ states: 

"SSES are based on understanding errors associated with a specific satellite instrument and errors associated 
with the geophysical retrieval of SST for each individual satellite scene. The simplest L2P SST uncertainty 
estimation is based on matching satellite SST with in situ observations co-located in space and time to within 
25 km and 6 hours. A large match-up database of data is required for each satellite instrument which is then 
periodically analyzed to derive a mean bias and standard deviation for each satellite system." 

 

https://www.ghrsst.org/ghrsst/tags-and-wgs/stval-wg/sses-common-principles/ states: 

"SSES (Single Sensor Error Statistics) 

 Compliant with QA4EO. Derivation of quality indicator (i.e.SSES) to be traceable, i.e. documented and 
available. But… need common reference. includes QC of reference data 

 SSES are to provide users with a common uncertainty estimate in comparison to the agreed reference 
source 

 SSTs should be the best estimate prior to SSES production. Responsibility of the SST producer 

 SSES are for users NOT for producers 

 At present the reference is drifting buoys. By convention (only really global source) 

 Content: A bias (not a correction term) and a standard deviation reflecting the local accuracy (at pixel) 
of the SST estimate. Application of SSES is consistent with the product definition (skin; sub-skin) 

 Hierarchical SSES references can be used. Global stats to DRIFTING BUOYS, regional stats using 
other reference sources such as radiometers, the GTMBA (Tropical moored buoys) or L4 analyses 

 Use of common match-up thresholds for SSES: Centre pixel clear; +/- 2 hrs (ideally 30 mins) for all 
sensors. 
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 Continuous fields preferred, i.e. no discontinuities between Quality Levels although discontinuities may 
be inevitable 

 SSES must be free from diurnal variability and ideally estimated from night time match-ups 

 A common skin to sub-skin adjustment of 0.17 K should be used" 

https://www.ghrsst.org/ghrsst/tags-and-wgs/stval-wg/sses-description-of-schemes/ currently has no useful 
information (apart from stating "Please contact the Chair of the STVAL for more details") and needs to be 
populated by the ST-VAL Chair using information from L2P producers. 
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POSTERS 

POSTER 1: IMPROVING APPLICATION OF DATA QUALITY INFORMATION IN 
ACCESSING AND USING SATELLITE DATA  

  



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 171 of 225 

POSTER 2: FORECAST OF SST: CALIBRATION OF OCEAN FORCING WITH 
SATELLITE FLUX ESTIMATES (COFFEE) 
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POSTER 3: IMOS AVHRR SST PRODUCTS SUITABLE FOR  
NEAR-COASTAL APPLICATIONS 
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POSTER 4: CLOUD DETECTION FOR SEA SURFACE TEMPERATURE FROM 
GLOBAL AREA COVERAGE PRODUCTS 
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POSTER 5: VALIDATION OF SATELLITE-DERIVED LAKE SURFACE TEMPERATURE 
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POSTER 6: VALIDATION OF SST AGAINST IN SITU DATA: EFFECT OF SPACE-TIME 
COLLOCATION CRITERIA 
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POSTER 7: SST CCI STATUS AND PROGRESS 
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POSTER 8: UNCERTAINTIES IN VALIDATION OF SST ANALYSES USING NEAR-
SURFACE ARGO OBSERVATIONS 
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POSTER 9: FIDUCIAL REFERENCE MEASUREMENTS FOR CEOS (FRM4CEOS) 
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POSTER 11: PATTERN RECOGNITION ENHANCEMENTS TO CLEAR SKY MASK 
FOR VIIRS SST 
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POSTER 14: IMPLICATIONS OF DIURNAL WARMING EVENTS ON ATMOSPHERIC 
MODELLING 
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POSTER 15: VALIDATION, ERROR ANALYSIS AND THE EFFECT OF CLOUD 
CONTAMINATION ON THE QUALITY OF VIIRS SST RETRIEVALS FOR VARIOUS 

ALGORITHMS 

 

 

  



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 182 of 225 

POSTER 16: EFFECTS OF LOW-FREQUENCY FRONTAL SCALE SEA SURFACE 
TEMPERATURE ON OCEAN-ATMOSPHERE COUPLING 
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POSTER 17: THE UNCERTAIN HIGH LATITUDE SST SAMPLING ERRORS AND THE 
REDUCED ERRORS IN SST SEASONAL ANOMALY 
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POSTER 18: VALIDATION OF MET OFFICE OSTIA DIURNAL ANALYSIS USING 
ARGO FLOATS 
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POSTER 20: BIAS AWARENESS IN OPTIMAL ESTIMATION OF SEA SURFACE 
TEMPERATURE 
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POSTER 21: INFRARED RADIOMETERS ON SHIPS OF OPPORTUNITY FOR 
SATELLITE-DERIVED SEA-SURFACE TEMPERATURE VALIDATION 
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POSTER 22: AN UPDATE ON MODIS AND VIIRS SEA-SURFACE TEMPERATURES 

 

  



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 188 of 225 

POSTER 23: FIDELITY AND UNCERTAINTY IN CLIMATE DATA RECORDS FROM 
EARTH OBSERVATION: THE FIDUCEO PROJECT 
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POSTER 25: SST USER WORKSHOP ON UNCERTAINTIES 
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POSTER 27: PREPARING OSI-SAF SEVIRI/MSG SST REPROCESSING 2004-2012 
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POSTER 28: EXPERIENCES WITH SENTINEL-3 OPTICAL SENSOR PRODUCTS 
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POSTER 29: UPWELLING CHARACTERISTICS FROM SST GRADIENTS IN THE 
PERU/CHILE COASTAL SYSTEM 
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POSTER 30: THE IMPACT OF THE OCEAN THERMAL SKIN LAYER ON AIR-SEA 
INTERFACIAL HEAT FLUXES 
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POSTER 31: INVESTIGATING SEA SURFACE TEMPERATURE DIURNAL VARIATION 
OVER THE TROPICAL WARM POOL USING MTSAT-1R 
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POSTER 32: IN SITU SST QUALITY MONITOR VERSION2 (IQUAM2) 
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POSTER ABSTRACTS 

 

POSTER 2: FORECAST OF SST: CALIBRATION OF OCEAN FORCING WITH 
SATELLITE FLUX ESTIMATES (COFFEE) 

Charlie N. Barron(1), Jan M. Dastugue(1), Jackie May(1), Clark Rowley(1), Scott R. Smith(1), Peter L. 
Spence(2), and Silvia Gremes-Cordero(3) 

 (1) Naval Research Laboratory, Code 7321, Stennis Space Center, MS, 39529, (USA), 
Email: charlie.barron@nrlssc.navy.mil 

(2) Vencore, Stennis Space Center, MS, 39529, (USA) 

(3) University of New Orleans, Stennis Space Center, MS, 39529, (USA) 

 

ABSTRACT 

While satellite observations provide a solid basis to form a global analysis of recent sea surface temperature 
(SST), they are only part of the solution to ensure accurate SST forecasts. These observations can re-center 
SST from ocean models at the start of each forecast cycle, but subsequent evolution depends on estimates of 
surface heat fluxes and upper-ocean processes over the forecast period. A more complete application of 
satellite remote sensing not only informs the initial ocean state but also anticipates errors in surface heat flux 
and model representations affecting the distribution of heat in the upper ocean. The COFFEE project 
(Calibration of Ocean Forcing with satellite Flux Estimates) endeavors to correct ocean forecast bias through 
a responsive error partition among surface heat flux and ocean dynamics sources. A suite of experiments in 
the southern California Current demonstrates a range of COFFEE capabilities, showing the impact on forecast 
error relative to a baseline three-dimensional variational (3DVAR) assimilation using Navy operational global 
or regional atmospheric forcing. COFFEE addresses satellite-calibration of surface fluxes to estimate surface 
error covariances and links these to the ocean interior. Experiment cases combine different levels of flux 
calibration with different assimilation alternatives. The cases may use the original fluxes, apply full satellite 
corrections during the forecast period, or extend hindcast corrections into the forecast period. Assimilation is 
either baseline 3DVAR or standard strong-constraint 4DVAR, with work proceeding to add a 4DVAR expanded 
to include a weak constraint treatment of the surface flux errors.  Covariance of flux errors is estimated from 
the recent time series of forecast and calibrated flux terms. While the California Current examples are shown, 
the approach is equally applicable to other regions. These approaches within a 3DVAR application are 
anticipated to be useful for global and larger regional domains where a full 4DVAR methodology may be cost-
prohibitive. 

1. Introduction 

Inaccuracies in forecast SST can be attributed to errors in the initial state and errors in the forecast after the 
initial state. In the present standard operational approach, recent observations of SST are assimilated within 
the Navy Coupled Ocean Data Assimilation System (NCODA; Cummings, 2005) using 3D variational 
assimilation (3DVAR; Smith et al., 2012) to correct the initial state each day, taken to be at 00:00 UTC. A more 
flexible adjustment of the model is possible with 4DVAR assimilation (Smith et al., 2015), which enables the 
model trajectory to be also adjusted over the hindcast period leading to the nowcast state. Errors introduced 
into the forecast evolving from its initial state arise from two sources: (1) errors in the heat flux at the ocean 
surface, and (2) errors in the redistribution of heat within the ocean model. 

The potential impact of errors during the forecast is evident from long non-assimilative, alternatively called 
free-running, multiyear ocean forecasts using the global Hybrid Coordinate Ocean Model (HYCOM; 
Chassignet et al., 2007). Evaluation of SST after multiple years of integration using forcing from the real-time 
operational atmospheric model NOGAPS (Navy's Operational Global Atmospheric Prediction System), reveals 
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a mean annual bias exceeding ±3°C in places. This could be attributed to a proportional bias in the mean 
surface heat flux, where a mean flux bias of 45 W m-2 leads to a mean temperature bias of approximately 1°C. 
This implies that the net annual heat flux bias is as much as ±150 W/m2, similar in magnitude to the annual 
mean of the flux itself. 

This simple adjustment has been applied in the past, thereby attributing all of the error in estimating the annual 
mean SST to mean errors in the incoming heat flux. Such an approach is unrealistic, as it does not allow for 
variation in time, differentiation among flux terms, or errors in the ocean model. It also requires cumbersome 
reevaluation periods to account for shifting bias due to changes in components of the atmosphere or ocean 
prediction systems such as a change from NOGAPS to NAVGEM (Navy Global Environmental Model) or 
subsequent NAVGEM reformulations (Metzger et al., 2013). COFFEE represents a paradigm shift from this 
monolithic approach and instead endeavors to determine the time-dependent partition of error contributions 
among surface heat flux and ocean model contributions. If these errors can be measured and corrected in the 
hindcast period, then the error covariance should allow a projection and correction of errors into the forecast 
period. Such an approach is responsive both to changing local conditions and to updates in the overall 
modeling and assimilation system. 

New advances in remote sensing and ocean data assimilation are leveraged to determine appropriate 
balances between errors in surface heat flux and other ocean factors affecting redistribution of heat. Our first 
hypothesis is that satellite observations can be used to calibrate heat flux values and determine flux error 
covariance. This is implemented within the NRL Ocean Surface Flux (NFLUX) system. Our second hypothesis 
is that variational assimilation can relate mismatches with ocean observations to errors in surface flux and the 
ocean state. This leads to an approach in which satellite observations enable NFLUX to estimate corrected 
surface fluxes and error covariance, while ocean observations and error covariances allow variational 
assimilation to balance error contributions among surface flux and ocean processes. We will extend 4DVAR 
to have a weak-constraint treatment of the surface flux terms. These will be tested in a matrix of experiments 
in regional cases of interest, spanning a range of cloud conditions and dominant features. Finally these 
approaches will be extended to global and broader regional applications where the expense of 4DVAR may 
be prohibitive. Section 2 reports on NFLUX, while section 3 lays out a set of experiments to diagnose alternate 
methods to determine and balance error contributions related to the distribution of heat within NCODA and the 
Navy Coastal Ocean Model (NCOM; Barron et al., 2006). Section 4 summarizes our conclusions to date and 
projects future developments under the COFFEE project. 

2. NFLUX 

NFLUX offers a system to process and quality control measurements related to the air/ocean boundary layer 
in order to provide more accurate satellite-corrected estimates of heat flux over hours prior to the present 
analysis. Consider mean January surface heat flux from the U.S. Navy’s global atmospheric model (Figure 1). 
Solar, strictly non-negative, is direct warming by shortwave, primarily visible radiation from the sun. The other 
three terms are mixed but primarily negative: longwave thermal radiation between the ocean and clouds, 
sensible heating where contact with the air directly warms or cools the ocean, and latent heating where 
evaporation or condensation produces a heat flux. 
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Figure 1: Mean January heat flux from NOGAPS defined such that positive values warm the ocean. Flux values and 
errors are proportional to ocean and atmospheric properties as indicated in each field’s southwest corner. 

Consider the downward sensible heat flux, proportional to wind speed and the air-sea temperature difference. 
Satellite observations tell us about wind speed, air temperature, and sea surface temperature over the hindcast 
period. These are passed to the COARE 3.0 bulk flux algorithm (Fairall et al., 2003; Wallcraft et al., 2008) for 
coupling with ocean models. Satellite data from the hindcast period can be assimilated into a model 
background to make satellite-corrected estimates of the terms in the bulk formulae or, for radiant fluxes, terms 
in radiative transfer models. Radiant heat flux components are estimated using the Rapid Radiative Transfer 
Model for Global circulation models (RRTM-G; Iacono et al., 2000) using a variety of inputs (Table 1). 
Preparation and validation of these terms within NFLUX is covered in Van de Voorde et al., 2015, and May et 
al., 2014. 

 

Table 1: RRTM-G inputs and data sources. MIRS is NOAA’s Microwave Integrated Retrieval System; NAAPS is Navy 
Aerosol Analysis and Prediction System; SMOBA is NOAA’s Stratosphere Monitoring Ozone Blended Analysis; WMO is 

the World Meteorological Organization.  

NFLUX and global/regional forecast NAVGEM/COAMPS (Coupled Ocean/Atmosphere Mesoscale Prediction 
System) turbulent fluxes and their components are evaluated relative to ship and buoy observations, with the 
flux validation considering only complete matching sets of data. The COARE 3.0 algorithms are used with 
NFLUX, the atmospheric models, and the validating observations to calculate the turbulent heat flux 
components. Radiant fluxes calculated with RRTM-G are evaluated relative to independent benchmark 
observations automatically logged by vessels participating in the Shipboard Automated Meteorological and 
Oceanographic Systems (SAMOS) initiative. The green cells on Table 2 highlight the flux or constituent 
predictors that are in closer agreement with the independent observations (i.e., is satellite-corrected NFLUX 
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better than the NAVGEM forecast). NFLUX provides improved flux estimation overall, particularly when a 
spatial averaging is applied to the MIRS cloud fields used in RRTM-G. The evaluations with NAVGEM are 
global; similar regional evaluations are underway using COAMPS as the control estimate. 

 

Table 2: Model-observation bias, standard deviation, root mean square error, squared correlation, and number of 
matchups over 13 months from April 2013 to April 2014. For the radiant fluxes, the superscript indicates whether MIRS 

clouds were used as their ORIGinal value at each time, location or whether spatial AVeraGing was applied. 

3. Experiments 

Regional NCOM California Current experiments start in April 2013, the beginning of the MIRS data, and after 
a one-month spin-up enter a 12-month validation period from May 2013 through April 2014. The forecasts 
cycle with a daily 3DVAR or 4DVAR (Smith et al., 2012; 2015) assimilation of satellite SST (GOES, AVHRR, 
VIIRS), altimeter (Jason, Altika), and in situ temperature and salinity profile observations. Surface-only in situ 
data are not assimilated; these are a means of independent validation. Other observations are independent 
when used to evaluate the forecast period, as the daily assimilation includes no data measured after the 00:00 
UTC analysis. 

 

Table 3: Planned COFFEE experiments in each region. The rectangle symbols track progress in the California Current 
region, solid symbols indicating completed runs while open symbols indicate cases in preparation. 

Eighteen experiments are envisioned for each of the COFFEE regions, distributed as shown in Table 3. The 
cases differ on the background atmospheric forcing, the modification applied to heat fluxes, and the 
assimilation methodology. The International Satellite Cloud Climatology Project reveals the range of conditions 
within the various regions. Over the California Current, mean cloud cover decreases from annual highs above 
80% toward the northern central Pacific to lows below 50% along the coast and toward the Gulf of California. 
Such variations in cloud distribution are one challenge in predicting heat flux and SST. 

In situ observations from buoys, whether fixed or drifting, provide the most reliable estimate of SST at a 
particular time and location. However, both sets of buoy observations poorly sample the whole domain.  Drifting 
buoys are concentrated in a small number of trajectories while fixed buoys oversample the shelf nearest the 
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coast. Satellite observations offer more complete coverage with vastly more observations than in situ, but the 
accuracy of the retrievals may be subject to the same uncertainty sources affecting flux determination. 

Figure 2 shows results of an evaluation of the monthly and annual averages of forecast-observation bias and 
RMS errors. Bias is small relative to AVHRR but up to 1.0°C warm relative to in situ and 1.0°C cool relative to 
GOES. Comparisons with GOES and fixed buoys give the largest RMS errors. The error and bias trends shown 
here are representative of those found in the nowcast and other forecast intervals in the various experiments 
run to date. Work to diagnose such discrepancies and their relation to surface forcing or assimilation continues. 

 

Figure 2: Monthly and annual average forecast-obs SST bias (top) and RMS errors (bottom) for the 51-72 hour forecast 
from the standard 4DVAR California Current experiment using unmodified NAVGEM forcing. 

4. Conclusion 

COFFEE demonstrates a capability using satellite-based estimates of heat flux and variational balancing of 
uncertainties among surface heat flux and ocean dynamics sources to provide more accurate forecasts of SST 
and boundary layer conditions. The NFLUX satellite-corrected estimates of turbulent and radiative heat 
exchange at the ocean surface have smaller errors than the operational forecast fields, enabling calculation of 
a flux error covariance that extends into the short-term forecast. Parallel efforts have evaluated the baseline 
performance of 3DVAR and 4DVAR ocean forecasts in the California Current. Work is proceeding on 
evaluating the impact of satellite-corrected fluxes in a hindcast scenario and extending them in short term 
forecasts, providing a capability that is responsive to environmental and forecast system changes. 
Demonstration of these capabilities in the California Current is a first step in establishing their applicability in 
other regions and globally. Such a capability is envisioned to play a role in mediating imbalances between 
components of regional and global coupled modeling systems. 
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1. Introduction 

Clouds and inter-swath gaps are the primary reasons for incomplete coverage in satellite measurements cause 
sampling errors in averaged satellite SST fields. Previously quantified sampling errors in MODIS monthly SSTs 
are substantial especially in regions that are continuously cloudy for weeks. Two questions remain to be 
explored. First, since the MODIS sampling error was initially calculated based on MUR (Multi-scale Ultrahigh 
Resolution) SST data (Chin et al. 2010), whether the different SST variability embedded in a different SST 
reference field causes different sampling error patterns is unknown. Second, given that the seasonality of SSTs 
and clouds yield seasonal changes of sampling errors, and that the seasonality of SSTs is sampled the most 
sparsely in extremely cloudy regions, we would like to ask: can sampling error be reduced in those extremely 
cloudy regions, assuming that we can estimate the seasonal changes of SSTs below the clouds? In this study, 
we address the first question by quantifying the MODIS sampling errors using HYCOM reanalysis data as the 
reference, and the second question by calculating the sampling errors in MODIS SST seasonal anomaly. 

2. Data and Methods 

We used thermal IR daytime and mid-IR nighttime Level 3 fields of Terra MODIS SSTs. Global day and night 
cloud masks (i.e., quality masks) were acquired by considering the grids with quality flags greater than 1 as 

Figure 1: From the left column to the right: Difference in the monthly mean SST of MUR and HYCOM; Sampling 
errors in the temporal averaged HYCOM SSTs; Sampling errors in the temporal averaged MUR SSTs; The 
difference in SST sampling errors between HYCOM and MUR. 
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missing data primarily due to cloud cover or gaps between successive orbits. The MODIS sampling process 
is represented by superimposing daily cloud masks on daily reference fields. Two reference SST data sets are 
used: 1) HYCOM + NCODA (Hybrid Coordinate Ocean Model + Navy Coupled Ocean Data Assimilation) 
Global 1/12° reanalysis; 2) MUR SST anomaly calculated by subtracting OISST daily climatology (Banzon et 
al. 2014).  

3. Results 

The differences between HYCOM and MUR SSTs are systematic (Figure.1), and show seasonal patterns. 
Sampling error patterns calculated from the HYCOM data resemble the results of MUR to a large extent. The 
differences between the sampling errors calculated from the two reference fields are generally small in the 
tropics and mid-latitudes, and the differences do not show apparent seasonal patterns. Zonal mean sampling 
error distributions (not shown) show there are large differences around Antarctica, regardless of the averaging 
dimension (spatially or temporally). Where the disagreement in temporal averaging cases of both reference 
data exists are in coincidence with previously identified long cloud persistence regions. Therefore, we argue 
that the sampling error magnitudes in regions with extremely sparse measurements (around Antarctica) are 
uncertain and may be determined by the quality of the input reference SSTs. 

Although there is a large amount of uncertainty in SSTs in regions of long cloud persistence, we can at least 
confidently assume the seasonal variability of those SSTs, by using a seasonal climatology of SSTs. MODIS 
sampling errors in SST seasonal anomalies are shown in Figure.2. Compared with the sampling errors SSTs 
(not shown), errors in the seasonal anomalies are smaller, especially in the regions identified with persistent 
clouds.  

4. Summary  

By using HYCOM reanalysis as the sampling error reference, we found that the error distribution resembles 
the previous result calculated from MUR SSTs. Although there are substantial disagreements between the two 
SST data sets, the sampling error fields of both basically agree to a large extent, except for those around 
Antarctica and the Arctic, which are the least sampled regions.  Therefore, we argue that sampling errors in 
the high latitude regions remain large and uncertain and need to be clarified in aspects of the different 
uncertainty sources. Sampling errors in SST seasonal anomalies can be reduced, except for the polar regions. 
However, whether the SST climatology field has sampling errors remains unknown. Future work will include 
the exploration of uncertainties in the high sampling errors, such as difference in the input data sets of the 
reference, sampling errors in SST climatology, and the high latitude SST data reliability.  

Figure 2: Sampling errors in SST seasonal anomalies. a., b. and c. show temporal averaging, spatial averaging, and 
spatiotemporal averaging respectively. d. shows the histograms of the errors. 
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ABSTRACT 

The classic formulations of optimal estimation (OE) return retrievals that minimize estimated retrieval error 
variance or maximize retrieval likelihood in some way, provided certain assumptions are made. These 
assumptions include two relating to bias in the observation/retrieval system: (1) the prior information (often 
also used as the linearization point for forward simulation) is assumed to be unbiased (zero mean error); (2) 
the forward simulation of the observations and their partial derivatives is assumed also to be unbiased. Neither 
assumption is generally true in practice, and our experience in sea surface temperature (SST) retrieval using 
OE is, as with other variables, that bias correction is necessary. Bias awareness has been worked on 
extensively within data assimilation, and by analogy, OE can be made bias aware. To explore this, the case 
of AVHRR retrieval of SST has been simulated in detail, and it is shown that various bias problems can be 
addressed through bias-aware techniques: include prior bias and unmodelled effects of stratospheric volcanic 
aerosol. 

1. Introduction 

The classic formulations of optimal estimation (OE) return retrievals that minimize estimated retrieval error 
variance or maximize retrieval likelihood in some way, provided certain assumptions are made. These 
assumptions include two relating to bias in the observation/retrieval system: (1) the prior information (often 
also used as the linearization point for forward simulation) is assumed to be unbiased (zero mean error); (2) 
the forward simulation of the observations and their partial derivatives is assumed also to be unbiased. Neither 
assumption is generally true in practice, and our experience in sea surface temperature (SST) retrieval using 
OE is, as with other variables, that bias correction is necessary.  

A difficulty is that these two forms of bias need different treatment. We do not want to correct the simulation 
system to compensate for the prior information bias, because then the bias in the prior will persist in the 
retrieval: improving on the prior is the purpose of the retrieval, after all. We do want to correct the simulation 
system for the forward model bias. However, it is not generally possible from the results of a single retrieval to 
partition the retrieval error to distinguish sources of bias, and thereby correct only the forward model.  

Over many retrievals, the two forms of bias may have different spatio-temporal scales. Separation by scale is 
attempted, for example, within the OSI-SAF forward simulation system, using a method based on running 
average differences over a certain space-time scale. However, this doesn’t necessary capture the true form of 
systematic error in the simulation, which may have a complex state dependence. 

Theory for bias-aware retrieval methods exists, in classic retrieval texts and also adaptable from the literature 
on bias-aware data assimilation. In essence, biases must be modelled/parameterized and the parameters 
describing the bias retrieved. This should be done progressively over many retrievals. 

2. Exploration in simulation world 

Progressing such ideas in a retrieval system is therefore a question of addressing practical decisions in how 
to go about applying bias-aware theory. However, assessing different approaches using real-world data can 
be complex and ambiguous (there is never perfect validation data for the task). 

It is beneficial, therefore, to use an Earth observation simulation system (EOSS) experimentally created by 
NPL and University of Reading to synthesize data that can be used to learn about bias-aware strategies. The 
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EOSS simulates instruments from radiance field, through detector, amplifier, digitization and on-board 
calibration system, to geophysical product retrieval and validation match-ups. All this is done using real-world 
orbit geometries and cloud distributions. Two simulation streams run: the true-world of a perfectly calibrated 
noise-free instrument and perfectly known atmospheric conditions; and the available-world of an imperfectly 
calibrated, noisy instrument with simulations run on numerical weather prediction fields that are imperfect 
estimates of the real atmosphere. The true-world and available-world differences are of realistic magnitudes 
given instrumental, forward model and NWP uncertainties. 

 

Figure 1: Earth observation simulation system. The outputs include “true world” simulations (blue), that 
provide a truth value, allowing retrieval errors to be fully characterised. The “available world” simulations 

(orange) mimic the restricted information available to an investigator in the real world attempting SST 
retrieval from AVHRR. 

With the true-world and available-world outputs of this system (Figure 1), it is possible to run informative 
retrieval experiments using different bias-correction strategies. One can assume various levels of ignorance 
about the nature of available-world errors, and test whether different bias correction strategies are successful.  

3. Radiance bias example: post-Pinatubo aerosol 

OE is neutral about the source of radiance bias: it cannot distinguish between instrument calibration bias, 
forward model errors, or effects absent in the forward simulation of observations. An example of the latter is 
using OE to retrieve SST during a period of elevated stratospheric aerosol, such as post-Pinatubo, when using 
a model that doesn’t represent this aerosol. In this case, a bias aware formulation of OE can be used to retrieve 
the bias (brightness temperature change) arising from this source, having added aerosol effects to the EOSS 
outputs. The bias aware formulation essentially tries to retrieve the aerosol related effect over many retrievals. 
Figure 2 shows that useful estimates of the aerosol effects can be obtained, simultaneously to the SST 
retrieval. 

EOSS 

1000#realisa*ons#with##
different#Monte#Carlo##

errors#

TRUE#WORLD# AVAILABLE#WORLD#
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Figure 2: Left: imposed aerosol biases as a function of latitude (thin lines, coloured as legend); bias-aware 
estimate of bias parameter capturing aerosol effect (thick lines). The aerosol parameter retrieved is good 
except at the equatorial latitudes where water vapour is highest. Right: prior SST error (red) and retrieved 

SST error using bias awareness. 

4. Conclusion 

The main limitation of OE is bias, and bias awareness needs to be further developed for further progress in 
applying OE to SST retrieval. Testing bias awareness strategies in a “simulated world” is useful.   
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ABSTRACT 

1. Introduction 

The South American Coast along Peru and Chile is one of the most productive fisheries of the world’s oceans 
due to upwelling of cold water from depth. Dynamically, it is unique among other Eastern Boundary Current 
regions, such as the California Coast and the Benguela region off Africa, because off Peru and Chile the 
upwelling is not only influenced by local wind forcing due to Ekman Pumping and Ekman Transport but also 
by remote forcing from the Equatorial Pacific. The remote forcing can be due to both annual and interannual 
Kelvin Waves that propagate and become coastally trapped (Clarke and Shi, 1991). Variability also exists at 
the intraseasonal time scale forced by local winds (Illig et al., 2014). Other factors can influence the upwelling 
scales, including the cross-shelf topography and geostrophic adjustment due to the Humboldt Current 
(Marchesiello et al., 2010). Although the forcing that creates upwelling regions has been well understood 
(Pedlosky, 1979), the response of the upwelling on intraseasonal, seasonal, and interannual scales is still an 
area of active research (e.g., Dewitte et al., 2011; Echevin et al. 2008; Macias et al., 2012). Recent attention 
has focused on understanding the impacts of climate variability and change on these coastal areas (Melillo et 
al., 2014). 

2. Upwelling Scales 

We estimated upwelling scales by applying a Gaussian filter to the magnitude of SST gradients from three 
data sets: the Multi-scale Ultra-high Resolution (MUR) SST, the National Climatic Data Center (NCDC) SST 

analysis gridded on 0.25 grid, and a high resolution internal-tide and upwelling resolving ocean simulation 
called LLC4320.  Figure1(a,b,c,d) shows the mean of the magnitude of the SST gradients for MUR, NCDC, 
LLC4320, and WindSat for Oct.-Nov. 2011.  

 

A 
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Figure 1 (a,b,c,d): Magnitude of SST gradients versus cross-shore distance for a) LLC4320, b) MUR  c) NCDC and d) 
WindSat 

The table below summarizes the upwelling scales based on Figure 1. 

Parameter/Data Set      Latitude Band    Upwelling Scale 

MUR  -  14km 

MUR -  37km 

MUR -  38km 

LLC4320 -  10km 

LLC4320 -  20km. 

LLC4320 -5  20km 

NCDC -  51km 

NCDC -  50km. 

NCDC -  47km 

WSAT -  158km 

WSAT -  200km 

WSAT -  62km 

Table 1: Comparison of cross-shore upwelling scales fromLLLC4320,  MUR, NCDC,  and WindSat 

B 
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3. Conclusion 

A simple methodology based on the magnitude of SST gradients is used to derive a cross-shore upwelling 
scale. Results indicate that a decrease in the cross-shore upwelling scale is observed in the MUR and LLC4320 
data sets with distance South of Equator. Using the methodology both LLC4320 and MUR show cross-shore 
upwelling scales that decrease to less than 50km with increasing latitude South. MUR and vertical velocities 
from LLC4320 compare best with theory in showing a decrease in cross-shore upwelling scale with distance 
South from the equator, as well as cross-

-shore upwelling scales, most likely due to the lower 
gridding resolution.  Results are consistent with derivations of the cross-shore upwelling scale based on using 
the vertical velocity output from the LLC4320 model. In general both NCDC and gradients-derived SSTs from 
the microwave WindSat satellite, indicate that lower resolution data sets are not resolving the cross-shore 
upwelling scales.  South of 20° both NCDC and WindSat have limitations in identifying the coastal upwelling. 
Comparisons with only SST gradients from WindSat results indicate high resolution infrared derived SSTs are 
adding critical information for identifying the coastal upwelling, especially as the cross-shore upwelling scale 
decreases to less than 50 kilometers, the Nyquist wavelength of the microwave derived SSTs (WindSat).  
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ABSTRACT 

The upper ocean heat content has been observed to be increasing over the past few decades much of which 
has been attributed to anthropogenic effects resulting in an increase in greenhouse gases thereby increasing 
the amounts of incoming longwave (LWin) radiation impinging onto the ocean’s surface. However, the 
penetration depth of LWin extends to micrometer scales, where the thermal skin layer (TSL) exists, and does 
not directly heat the upper few meters of the ocean. We hypothesize the heat lost through the air-sea interface 
which is controlled by the TSL, modulates the amount of heat stored in the upper few meters of the ocean. An 
analysis on properties of the retrieved TSL profiles with heat fluxes (specifically LWin) and wind speeds from 
two cruises limited to night-time data are presented. We also present a comparison between these properties 
with current published TSL models. The results show that the data have an inherent wind speed dependence 
with net flux thereby requiring a segregation of the data into wind speed bins such that shear effects may be 
segregated in the analysis. The temperature differences derived from the TSL models indicates the TSL 
profile’s gradient is potentially decreasing with increased LWin which leads to a lowered net flux and is in 
agreement with our hypothesis.  

1. INTRODUCTION 

The ocean’s thermal skin layer (TSL), exists at micrometer scales on the aqueous side of the air-sea interface, 
and consists of a strong temperature gradient that sustains the upward heat flux by molecular conduction. 
Most, if not all of the heat that leaves the ocean is conducted through the TSL, thus knowledge of the physics 
of the TSL and its behavior with environmental variables (such as wind speeds and fluxes) is an important 
research area in air-sea heat exchanges. Furthermore, the penetration depth of impinging infrared (IR) 
radiation lies within TSL depths, thereby implying that the response of the upper ocean to variations in incident 
IR radiation, such as those caused by variations in clouds, water vapor and greenhouse gases, takes place 
within the TSL. We postulate that the amount of heat lost through the interface, which is controlled by the non-
linear gradient of the TSL, modulates the storage of heat in the upper few meters of the ocean. Heat content 
in the upper few meters of the ocean is largely a product of the absorption of incoming solar radiation. Thus, 
analysis of the TSL gradient may provide an answer to the observed increase in upper ocean heat content 
with increasing greenhouse gases over the past few decades (Levitus, 2012). 

This study presents an analysis on properties of retrieved TSL profiles obtained from the Marine-Atmospheric 
Emitted Radiance Interferometer (M-AERI) with heat fluxes and wind speeds. Comparisons between data from 
two cruises are also performed with published TSL models.  

2. METHODS/BACKGROUND 

To retrieve the TSL, we utilized high spectral resolution measurements obtained from the M-AERI which 
measures radiance (mWm-2Sr-1(cm-1)-1) emitted across the wavenumber range 500-3000cm-1. Details of the 
M-AERI are given in Minnett et al., 2001. The total radiance, Im(v), emitted by the sea surface with respect to 
wavenumber, v in cm-1, is defined by: 
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𝐼𝑚(𝑣) = ∫ 𝐵(𝑣, 𝑇(𝑧))

𝑑𝜏

𝑑𝑧
𝑑𝑧,   𝑤ℎ𝑒𝑟𝑒 𝜏 = −𝑒−𝛼𝑧

∞

0

 
(1) 

where 𝛼 is the absorption coefficient and B(v,T(z)) is Planck’s function with a temperature-depth profile of T(z). 
We would like to obtain T(z) given 𝐼𝑚(𝑣) which is difficult given that Equation (1) is ill-conditioned and the 
profile, T(z), is highly non-linear. Wong and Minnett (2015) demonstrated the use of the truncated singular 
value decomposition technique (TSVD) to perform a retrieval of the TSL vertical profile using M-AERI spectra 
with knowledge that the TSL approximates to a complementary error function structure (Liu and Businger, 
1975). They used an iterative method to estimate the skin and subskin temperatures of the resulting profile 
such that a smooth and continuous function is obtained.  

This retrieval technique was performed on M-AERI spectra obtained from 2 cruises: the R/V Ron Brown cruise 
during the AMMA campaign from May to June 2006 and the R/V Mirai cruise during the NAURU’99 expedition 
from June to July 1999. The effects of solar radiation, precipitation and high winds of > 10 m/s are filtered out 
so that we can concentrate on the effects of the TSL and fluxes. 

Five models were used to analyze the difference between the skin and subskin temperature derived from the 
retrieved profiles, ΔTskin-subskin, and the difference between the temperature at 5 m and the skin temperature, 
ΔTskin-5m: Saunders1967 (Saunders 1967), LKB1979 (Liu et al. 1979), Fairall1996 (Fairall 1996), SS1994 
(Soloviev and Schluessel 1994) and ZZ2012 (Zhang and Zhang 2012). Comparisons were also made with 
Donlon’s (2002) parameterization of ΔTskin-5m, hereinafter Donlon2002. 

3. RESULTS 

 

Figure 1: Plot of ΔTmodel with U10. Inverted magenta triangles denote Donlon’s 2002 parameterization. 

Figure 1 shows plots of ΔTmodel and ΔTskin-5m with measured wind speed at 10 m, U10. ΔTskin-subskin, is not shown 
nor analyzed due to the high scatter observed and it is better to compare Donlon’s parameterization with ΔTskin-

5m. All plots follow Donlon2002 exponential decay of ΔT with increasing wind speed except for SS1994. 
Unfortunately, all calculated ΔTmodel is relatively lower than ΔTskin-5m. This may be because the models are 
modelling the viscous sublayer which is much shallower than the 5 m depth resulting in a smaller ΔT. The 
discrepancy at higher winds for SS1994 is because for the data, higher winds happen to correspond to higher 
net fluxes which results in ΔT of SS1994 to increase with U10. 
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Figure 2. Plot of ΔTmodel and ΔTskin-5m with incoming longwave for wind speed < 2 m/s. R2 values for Saunders1967, 
LKB1979, Fairall1996, SS1994, ZZ2012 are 0.56, 0.08, 0.51, 0.66, 0.52 and 7*10-7 respectively. 

No clear relationship is observed between the incoming longwave, LWin, and ΔT. However, if U10 is held 
relatively constant by binning into 2 m/s bins such that the effects of wind speed variations are minimized, a 
significant trend is found between ΔT and LWin. This significance is observed to decrease at higher winds, 
with the most significant range found at U10 < 2 m/s (fig. 2). This is likely due to the higher shear rates produced 
by higher U10 values resulting in a near constant ΔT. For U10< 2 m/s, the effects of buoyancy surpasses that of 
surface shear and fig 2 shows that an increase in LWin lowers ΔT thereby suggesting the linear thermal 

gradient, 
𝑑𝑇

𝑑𝑧
  , will likely decrease. This also agrees with plots of ΔT with net flux (not shown) in which ΔT is 

observed to decrease with decreasing net flux thereby suggesting that less heat escapes the interface as LWin 
increases. 

 

Figure 3. Plot of ΔTmodel and ΔTskin-5m with LWin for wind speed < 2 m/s. 

Since the profile of the TSL is non-linear, it is worthwhile to look at the depth of the viscous sublayer, δTmodel, 
and δT of the retrieved data which is defined to be the depth in which the temperature profile decays to 98% 
of ΔTskin-subskin. Figure 3 plots this relationship for U10 < 2 m/s and δTmodel is observed to increase with LWin. 
This indicates that an increase in LWin lowers ΔT but thickens the TSL. As U10 becomes higher, the significance 
of the relationship between δTmodel and LWin is observed to decrease (similarly with ΔTmodel) showing the 
increased effects of surface shear as U10 increases. 

Unfortunately, no significance is observed for ΔTskin-5m and δT which is likely due to the large scatter observed 
for both variables thereby indicating a continued need to improve the accuracy in deriving ΔT and δT. The lack 
of data at low wind speeds may have also hindered the ability in obtaining a good correlation, thus there is 
also a need for further field or experimental data involving the M-AERI and heat fluxes. 
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4. CONCLUSION 

Despite a lack of dependency between the observed ΔTskin-5m and δT with LWin, we see a significant 
dependence between ΔT and δT of the models at low winds. At U10 < 2 m/s, an increase in LWin decreases 
ΔT and increases δT indicating that the gradient of the thermal skin layer decreases but extends deeper thus 
creating a more gradual TSL. A TSL with a more gentle curvature is indicative that less heat flux escapes from 
the ocean to the atmosphere (increase in net flux is observed to result in an increase in ΔT and decrease in 
δT) thereby retaining the upper ocean heat content, which is produced by the absorption of insolation during 
the day, and subsequently causing a warming of the ocean.  
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ABSTRACT 

Diurnal variation (DV) of sea surface temperature (SST) plays an important role in air-sea interaction. The 
parameterization of DV events is potentially useful in air-sea coupled models for weather, seasonal and climate 
scales. The Tropical Warm Pool (TWP) in the Eastern Indian and Western Pacific Oceans experiences 

particularly high diurnal warming of the sea surface temperature, exceeding 5C under low wind speed and 
high solar insolation conditions. It is therefore considered to be an ideal region for a coordinated study of DV 
using observations and models. The dataset used in this study is the four months (January – April 2010) 
Australian Bureau of Meteorology (BoM) reprocessed version 3 Multi-functional Transport Satellite-1R 
(MTSAT-1R) data with 4 km resolution. This data set is a contribution to the “TWP+ data set”, a comprehensive 
dataset (1 January to 30 April 2010) used to quantify DV events and test DV models as part of the Group for 
High Resolution SST (GHRSST) Tropical Warm Pool Diurnal Variability (TWP+) Project. Further information 
on the TWP+ project and data set can be found at https://www.ghrsst.org/ghrsst/tags-and-wgs/dv-wg/twp/.   

The work includes the validation, including both in-situ validation and cross-validation using Advanced Along-
Track Scanning Radiometer (AATSR) data, of the v3 MTSAT-1R SST data. Results show that this data set is 
of fine quality and suitable for SST DV investigations. In addition the quantification of the amplitude, frequency 
and spatial coverage of DV events over the TWP domain is conducted with special focus on a selected region 
over the north-western coast of Australia where the densest available measurements exist. 

1. Data 

The dataset used in this study is the four months (January – April 2010) Australian Bureau of Meteorology 
(Bureau) reprocessed version 3 (v3) Multi-functional Transport Satellite-1R (MTSAT-1R) data with 4 km 
resolution (Beggs et al., 2013). This data set is a contribution to the “TWP+ data set”, a comprehensive dataset 
(1 January to 30 April 2010) used to quantify DV events and test DV models as part of the Group for High 
Resolution SST (GHRSST) Tropical Warm Pool Diurnal Variability (TWP+) Project. Further information can be 
found at https://www.ghrsst.org/ghrsst/tags-and-wgs/dv-wg/twp/.   

Before the v3 MTSAT-1R data are used for characterization of the DV events, the validation, including both in-
situ validation and cross-validation, is first conducted. For in-situ validation, drifting buoy data within the same 
period, also obtained from the TWP+ data set, are used. For the cross-validation, the Advanced Along-Track 
Scanning Radiometer (AATSR) data are utilised. The exact version used in this study is the ARC (ATSR 
Reprocessing for Climate) v1.1 (Embury et al., 2012).  

Other data sets, including the wind speed data and the solar shortwave insolation (SSI) data, are obtained 
from the Bureau’s ACCESS-R (Australian Community Climate and Earth System Simulator-Regional) model. 

mailto:haifeng.zhang@student.adfa.edu.au
mailto:h.beggs@bom.gov.au
mailto:l.majewski@bom.gov.au
mailto:X.Wang@adfa.edu.au
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2. Validation 

In general, validation results show that this v3 MTSAT-1R data set is of fine quality and suitable for SST DV 
investigations. In the in-situ validation, a 0.003ºC bias and a 0.727ºC standard deviation (STD) are found 
(Table 1). Minimal day-night biases are revealed by the constant biases (within ±0.25ºC) over the local 24-
hour time period. In the meanwhile, in both validation works, an overestimation at low SST conditions (in-situ 
SST < 27ºC) and underestimation at high SST conditions (in-situ SST > 31ºC) are discovered. 

 

 

 Num Bias (ºC) STD (ºC) SI R MAD (ºC) 

INSITU 

Day 1138 -0.064 0.712 0.026 0.845 0.410 

Night 988 0.080 0.737 0.026 0.902 0.410 

All 2126 0.003 0.727 0.026 0.883 0.410 

AATSR 

Day 292489 -0.045 0.48 0.017 0.944 0.287 

Night 236639 0.063 0.48 0.017 0.934 0.300 

All 529128 0.003 0.483 0.017 0.940 0.293 

Table 1. Parameters of both in-situ validation and cross-validation. Num represents the number of collocations, STD the 
standard deviation of the bias, SI the scatter index, R the correlation coefficient and MAD the Median Absolute 

Difference. In the in-situ validation, daytime is defined from 7:00 to 19:00 Local Solar time (LST) and night-time from 
19:00 to 7:00 LST, while in the cross-validation day/night times refer to 10:00/22:00 LST, i.e. local equator crossing times 

of the AATSR sensor. 

3. Characterisation of SST DV Events 

Using the validated four months v3 MTSAT-1R data, the SST DV events (i.e. the SST rise and fall within a 
local 24-hour period) over the TWP region are studied. Several concepts should be illustrated first:  

(1) SSTfnd: a concept defined by the Group for High Resolution SST (GHRSST) which refers to the 
temperature free of diurnal temperature variability. In this study, it is calculated as the average value of the 
values from 0:30 to 5:30 LST.  

(2) dSST: the daily SST variation at a given time within a solar day, calculated as the difference between that 
SST value and the SSTfnd.  

(3) dSSTmax: the maximum dSST at one grid point within one solar day.  

The monthly mean dSSTmax, the occurrence of dSSTmax larger than 1ºC, monthly mean wind speed, and 
monthly mean SSI are seen in Figure 1. It is shown that generally, large DV events occur where the wind 
speed is low and SSI is high. 



GHRSST XVI Proceedings Issue: 1 

20-24 July 2015, ESA/ESTEC, Netherlands Date: 17th December 2015 

 

 

 

 

 

Page 217 of 225 

1.  

Figure 1. Spatial distribution of all four months in 2010: (a) monthly mean dSSTmax for January; (b) frequency (days in a 
month) of dSSTmax > 1ºC for January; (c) monthly mean daytime (7:00-19:00 LST) wind speed for January; (d) monthly 

mean daytime (7:00-19:00 LST) SSI for January. The second, third, and fourth rows are the same as the first but for 
February, March, and April respectively. 

The SST DV amplitudes under different wind speed conditions are shown in Figure 2. For wind speeds smaller 
than 3 ms-1, the monthly mean DV amplitudes are between 1ºC – 1.2ºC. The values reduce to 0.4 ºC – 0.6 ºC 
when the wind speed is higher than 3 ms-1 but smaller than 6 ms-1. If the wind speed is even higher (larger 
than 6 ms-1), the diurnal cycles are no longer evident. 

 

Figure 2. Monthly shape of the diurnal cycles under different wind speed conditions: (a) wind speed < 3 ms-1; (b) 3ms-1 < 
wind speed < 6 ms-1; (c) wind speed > 6 ms-1. Wind speeds are the mean daytime (7:00-19:00 LST) values. The dSSTs 

at each hour is the average of all measurements calculated. 

The relationship between the DV amplitudes and wind speed/SSI values is also investigated. Results show 
that DV amplitudes are the largest when the wind speed is low and SSI is high (Figure 3). The dominant role 
of wind speed is revealed by its larger correlation coefficient with dSSTmax (a negative 0.7) than the correlation 
coefficient between SSI and dSSTmax (a positive 0.4). 
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Figure 3. Relationship between dSSTmax and the daily mean SSI and wind speed is investigated by pixels in the 
selected region and time period (four days from 5-8th March). Shown in the figure are the average dSSTmax values over 

each 10 Wm-2×0.4 ms-1 bin. Note that the SSI starts at 400 Wm-2 as there are few pixels falling below this value which 
are therefore cancelled. Also the daily mean wind speed and SSI are the average values of 7:00 to 19:00 LST. 

4. Conclusion 

The validation results indicate that the v3 MTSAT-1R data set is suitable for SST DV investigations and 
validation of DV models. Plausible relationships are found between DV events and low wind and high SSI 
conditions, respectively. The dominant role of wind speed in SST DV events over the SSI is also revealed. 
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