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The games we will focus on today are those for characterizing classes of functions.
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This can be iterated transfinitely as usual

$$
\begin{aligned}
\operatorname{PD}(T, 0) & :=T \\
\operatorname{PD}(T, \alpha+1) & :=\operatorname{PD}(\operatorname{PD}(T, \alpha)) \\
\operatorname{PD}(T, \lambda) & :=\bigcap_{\alpha<\lambda} \operatorname{PD}(T, \alpha) \text { for limit } \lambda
\end{aligned}
$$
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The union of all bisimulations between $\mathcal{T}$ and $\mathcal{S}$ is itself a bisimulation between $\mathcal{T}$ and $\mathcal{S}$, and the trees are called bisimilar if this relation is non-empty.
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We call the resulting game the relaxed tree game.
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## Theorem

Adding the rule

$$
\begin{aligned}
R_{1, \alpha+1}:= & \mathrm{PD}(T, \alpha \downarrow) \text { is bisimilar to a linear tree and } \\
& \mathrm{PD}(T, \alpha \downarrow) \text { is bisimilar to a fin. branching tree }
\end{aligned}
$$

to the relaxed tree game characterizes $\boldsymbol{\Lambda}_{1, \alpha+1}$, i.e., the Baire class $\alpha$ functions.
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## Lemma (Heart of proof)

(1) If $\tau$ makes a wrong guess, then $\tau \notin \mathrm{PD}(T, \alpha \downarrow)$.
(2) If $\tau$ and predecessors only make correct guesses, then $\tau$ is part of an infinite path of $T$.
( $\Rightarrow \mathrm{PD}(T, \alpha \downarrow)$ is composed exactly of infinite paths with $f(x)$ as label)
© If the "first guess" $\phi(\tau), n$ that $\tau$ makes is bigger than the least correct pair, then $\tau \notin \mathrm{PD}(T, \alpha \not$,$) .$
( $\Rightarrow \mathrm{PD}\left(T, \alpha_{\downarrow}\right)$ is bisimilar to a f.b. tree)
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## Partition classes

Let " $\mathrm{BC} \alpha$ on $\boldsymbol{\Pi}_{\beta}^{0}$ " be the class of functions $f$ for which there exists a partition of $\operatorname{dom}(f)$ into countably many $\boldsymbol{\Pi}_{\beta}^{0}$ parts, such that the restriction of $f$ to each part is Baire class $\alpha$.

For $\alpha \geq \beta$ this just gives the Baire class $\alpha$ functions.
It is conjectured that for every $1<\alpha \leq \beta$ there exist $\alpha^{\prime}, \beta^{\prime}$ such that $\boldsymbol{\Lambda}_{\alpha, \beta}=$ " $\mathrm{BC} \alpha^{\prime}$ on $\boldsymbol{\Pi}_{\beta^{\prime}}^{0}$ ".

## Theorem

(1) $\boldsymbol{\Lambda}_{2,2}=$ "BC 0 on $\boldsymbol{\Pi}_{1}^{0 "}$ (Jayne-Rogers);
(2) $\boldsymbol{\Lambda}_{2,3}=$ "BC 1 on $\boldsymbol{\Pi}_{2}^{0 "}$ (Semmes);
(3) $\boldsymbol{\Lambda}_{3,3}=$ " BC 0 on $\boldsymbol{\Pi}_{2}^{0 \text { " }}$ (Andretta-Semmes);

## Two definitions

The product $T \times\left(S, \phi_{S}\right)$ of a tree $T$ and a labeled tree $\left(S, \phi_{S}\right)$ is the labeled tree with underlying set $T \times S$ and labeling function inherited from ( $S, \phi_{S}$ ):

$$
\phi(\sigma, \tau)=\phi_{S}(\tau)
$$

## Two definitions

The product $T \times\left(S, \phi_{S}\right)$ of a tree $T$ and a labeled tree $\left(S, \phi_{S}\right)$ is the labeled tree with underlying set $T \times S$ and labeling function inherited from ( $S, \phi_{S}$ ):

$$
\phi(\sigma, \tau)=\phi_{S}(\tau)
$$

Given a tree $T$ and $\sigma \in \mathbb{N}^{<\mathbb{N}}$, we denote

$$
T_{\sigma}:=\{\tau \in T ; \sigma \subseteq \tau \text { or } \tau \subseteq \sigma\} .
$$

## The game

## Theorem

For $\alpha<\beta$, " $\mathrm{BC} \alpha$ on $\boldsymbol{\Pi}_{\beta}^{0}$ " is characterized by the tree game with additional rules
(1) $\mathrm{PD}(T, \beta \downarrow)$ is linear;
(2) $\mathrm{PD}\left(T, \beta_{\downarrow}\right)$ is fin. branching; and
(3) for each $n \in \mathbb{N}$ there exist a tree $S$ and a labeled tree $\left(U, \phi_{U}\right)$ such that
(1) $\left(T_{\langle n\rangle}, \phi\right) \simeq S \times\left(U, \phi_{U}\right)$;
(2) $\mathrm{PD}\left(S, \beta_{\downarrow}-1\right)$ is linear; and
(3) $\mathrm{PD}(U, \alpha \downarrow)$ is linear; and
(4) $\mathrm{PD}(U, \alpha \downarrow)$ is fin. branching.

## The game

## Theorem

For $\alpha<\beta$, " $\mathrm{BC} \alpha$ on $\boldsymbol{\Pi}_{\beta}^{0}$ " is characterized by the tree game with additional rules
(1) $\mathrm{PD}(T, \beta \downarrow)$ is linear;
(2) $\mathrm{PD}\left(T, \beta_{\ddagger}\right)$ is fin. branching; and
(3) for each $n \in \mathbb{N}$ there exist a tree $S$ and a labeled tree $\left(U, \phi_{U}\right)$ such that
(1) $\left(T_{\langle n\rangle}, \phi\right) \simeq S \times\left(U, \phi_{U}\right)$;
(2) $\mathrm{PD}(S, \beta \downarrow-1)$ is linear; and
(3) $\mathrm{PD}(U, \alpha \downarrow)$ is linear; and
(4) $\mathrm{PD}(U, \alpha \downarrow)$ is fin. branching.

The games by Andretta, Semmes, and Andretta-Semmes are particular cases.

## The game

## Theorem

For $\alpha<\beta$, " $\mathrm{BC} \alpha$ on $\Pi_{\beta}^{0}$ " is characterized by the tree game with additional rules
(1) $\mathrm{PD}(T, \beta \downarrow)$ is linear;
(2) $\mathrm{PD}\left(T, \beta_{\downarrow}\right)$ is fin. branching; and
(3) for each $n \in \mathbb{N}$ there exist a tree $S$ and a labeled tree $\left(U, \phi_{U}\right)$ such that
(1) $\left(T_{\langle n\rangle}, \phi\right) \simeq S \times\left(U, \phi_{U}\right)$;
(2) $\mathrm{PD}(S, \beta \downarrow-1)$ is linear; and
(3) $\mathrm{PD}(U, \alpha \downarrow)$ is linear; and
(4) $\mathrm{PD}(U, \alpha \downarrow)$ is fin. branching.

The games by Andretta, Semmes, and Andretta-Semmes are particular cases.

Thanks for your attention!

