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A B S T R A C T

Recent efforts have been made to apply machine learning and deep learning approaches to the au-
tomated classification of schizophrenia using structural magnetic resonance imaging (sMRI) at the
individual level. However, these approaches are less accurate on early psychosis (EP) since there
are mild structural brain changes at early stage. As cognitive impairments is one main feature in
psychosis, in this study we apply a multi-task deep learning framework using sMRI with inclusion of
cognitive assessment to facilitate the classification EP patients from healthy individuals. Unlike previ-
ous studies, we used sMRI as the direct input to perform EP classifications and cognitive estimations.
The proposed model does not require time-consuming volumetric or surface based analysis and can
provide additionally cognition predictions. Extensive experiments were conducted on a sMRI data
set with a total of 77 subjects (38 EP patients and 39 healthy controls), and we achieved 74.9±4.3%
five-fold cross-validated accuracy and an area under the curve of 71.1±4.1% on EP classification with
the inclusion of cognitive estimations. We reveal the feasibility of automated cognitive estimation us-
ing sMRI by deep learning models, and also demonstrate the implicit adoption of cognitive measures
as additional information to facilitate EP classifications from healthy controls.

1. Introduction
Artificial intelligence (AI) approaches, particularly ma-

chine learning (ML) and deep learning (DL), have been ex-
tensively studied to accelerate medical data analysis and as-
sist clinical interventions in many pathological contexts [51,
49]. Many applications have been conducted in psychiatric
disorders using neuroimaging measures (e.g., sMRI [35]) as
input and incorporated with AI models (e.g., supported vec-
tor machine and artificial neural networks) to establish au-
tomated diagnostic workflows at a single subject level [36,
28]. Previous machine learning works in schizophrenia have
used handcrafted features extracted from sMRI data to dis-
tinguish patients from healthy individuals [12], but such fea-
ture extraction process usually involves a long computational
time. To reduce computational cost, recent efforts have fo-
cused on using directly sMRI images as input, and promis-
ing results have been achieved with the help of the latest
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AI models (e.g., convolutional neural networks, CNNs) [38,
22]. However, these studies have mainly focused on patients
at chronic stage, the classification of early psychosis (EP)
patients from healthy controls (HCs), is considered to be
more challenging [13, 57, 10, 48], because the brain struc-
tural changes in EP patients are mild and not evident, mak-
ing computer-aided classification methods less robust and
accurate.

Furthermore, progressive cognitive deficit is one ma-
jor feature of schizophrenia [33, 52, 6], inspiring the pos-
sibility of using individual cognition levels, in addition to
sMRI images, to facilitate automated classification of EP
patients from HCs. Several recent studies have used the
DL framework to incorporate cognitive estimation into the
workflow to facilitate the diagnosis of Alzheimers disease
by explicitly including cognitive measures as secondary in-
puts [53, 34]. However, this approach requires additional
cognitive assessment that is not part of routine neuropsy-
chiatric clinical examinations. Moreover, although several
studies have been done using sMRI images to identify indi-
vidual cognitive impairments via DL [24, 54], to the best of
our knowledge, no study has been done to incorporate cog-
nition estimation for classifying EP patients and controls.

Therefore, in this study, we applied a multi-task DL model
by using sMRI as an input to classify EP patients from healthy
controls and to simultaneously predict cognition levels at
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the single subject level. We further investigated whether
the inclusion of cognitive levels estimation could facilitate
the classification for EP patients and controls. Specifically,
as shown in Figure 1B, a three-dimensional convolutional
neural network (3D-CNN) is used to learn discriminative
structural features directly from sMRI arrays. Then, three
multilayer perceptron (MLP) subbranches are used to per-
form EP/HC classifications and cognition estimations. We
have evaluated the proposed model on an in-house data set,
consisting of 77 sMRI 3D arrays (38 EP patients, 39 HCs).
These sMRI arrays were used to train the model in an end-
to-end manner. While most of ML-based classifiers relied
on features of time-consuming volumetric or surface based
analysis, the proposed method performs EP/HC classifica-
tions and cognition estimation using only sMRI as input.
Our major contributions can be summarized as follows.

• A multi-task deep learning model is applied to bridge
sMRI and cognitive estimation for improving the clas-
sification performance of EP, which can automatically
capture structural features from 3D sMRI scans for
EP classification and provide cognition as supporting
evidence at individual level within a unified frame-
work.

• The feasibility of using sMRI scans to estimate an in-
dividual’s cognitive level through deep learning was
investigated.

• Extensive experimental results on in-house data set
demonstrated that taking cognition measures implic-
itly improve classification accuracy for EP.

• The main structural contributors involved in the pro-
cess of EP classification and cognitive estimation are
identified.

2. Materials and Methods
2.1. Problem Setup

As shown in Figure 1A, given the sMRI image, we seek
to estimate participant’s cognitive level and classify EP pa-
tients from healthy individuals in a fully automated manner.
Unlike previous studies [11, 29, 26, 53], we directly utilized
sMRI images as input without additional imaging analysis
(e.g., voxel-based morphometry), which allowed us to more
natively understand how brain structure itself contributes to
the EP classification and cognition estimation.

2.2. Materials and Data Set
2.2.1. Participants

sMRI data and corresponding neurocognitive scores were
obtained from Department of Psychiatry at the Lausanne
University Hospital (CHUV). The data set consists of 38
EP patients and 39 healthy controls (HC). Detailed demo-
graphic information of all participants are shown in Table 1.
Specifically, the Positive and Negative Syndrome Scale (PANSS)
was provided as the sum of positive, negative and general
PANSS values. The patients with EP were recruited from
the TIPP Program (Treatment and Early Intervention in Psy-
chosis Program, University Hospital, Lausanne, Switzerland) [4].
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Figure 1: Illustrations of (A) our workflow for classification of
EP patients from HCs and cognitive estimation on six dimen-
sions, and (B) the deep learning architecture with a 3D-CNN
feature encoder and three independent MLP subbranches
for different subtasks of EP classification and cognitive esti-
mations.

Table 1
Demographic information of 77 subjects. PANSS, Positive
and Negative Syndrome Scale.

HC EP Total

Number of Patients 39 38 77

Gender (Female/Male) 8/31 7/31 15/62

Ethnicity (Caucasian/Other) 28/11 28/10 56/21

Age (year) 24.54 ± 5.35 24.29 ± 4.23 24.42 ± 4.81

Duration of Psychosis (year) - 1.00 ± 0.73 -

PANSS (total) - 56.45 ± 13.75 -

Table 2
Performance of neurocognition tests.

Cognitive dimension

HC EP

mean ± std max min mean ± std max min

Processing Speed (PSp)‡ 55.00 ± 9.54 70 35 38.23 ± 10.51 58 19

Vigilance (Vig) 51.16 ± 5.50 59 40 42.88 ± 12.70 66 21

Working Memory (WMe) 50.00 ± 6.79 65 36 49.35 ± 9.77 68 29

Verbal Learning (VeL)‡ 53.81 ± 6.91 68 43 44.54 ± 7.37 61 30

Visual Learning (ViL)‡ 51.31 ± 7.54 62 33 44.27 ± 9.30 61 28

Problem Solving (PSo) 57.15 ± 4.57 62 40 49.42 ± 9.22 60 28

‡: with significant difference between groups (𝑝 < 0.05).

All the participants provided informed written consent for
this study, and the procedure was approved by the local
Ethics Committee (Commission cantonale déthique de la
recherché sur lêtre humain - CER-VD), in accordance with
the Declaration of Helsinki. Detailed recruitment criteria for
participants can be found in Appendix: A.
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2.2.2. Structural MRI Acquisition
Patients and controls underwent magnetic resonance imag-

ing at a 7 Tesla/68 cm MR scanner (Siemens Medical Solu-
tions, Erlangen, Germany). A 32-channel receive coil (NOVA
Medical Inc., MA) with a single channel volume transmit
coil was used. 3D T1-weighted MR images were acquired
using MP2RAGE (TE/TR = 1.87/5500 ms, TI1/TI2 = 750/2350
ms, 𝛼1∕𝛼2 = 4◦∕5◦, slice thickness = 1mm, FOV= 240 ×
256 × 160 mm3, voxel size = 1mm3 isotropic, bandwidth =
240 Hz/Px) [32]. The original dimension of acquired sMRI
data array is 240 × 256 × 160.

2.2.3. Preprocessing
To generate appropriate inputs, we performed prepro-

cessing of sMRI data using CAT12 toolkit for estimation of
the probability maps of white matter (WM) and gray matter
(GM). Skull striping and registration to standard space with
MNI152 template were performed. Then, probability maps
of WM and GM were generated after tissue segmentation
and bias correction. The resulting WM and GM probability
maps were down-sampled to 120 × 120 × 120 for computa-
tional efficiency. The same implementation that using only
WM and GM without CSF as inputs to the model was fol-
lowed as in the previous studies [].

2.2.4. Neurocognitive Measures
The MATRICS Consensus Cognitive Battery (MCCB) [25,

37] was assessed for both EP and HC groups, excluding the
Mayer-Salovey-Caruso Emotional Intelligence Test (MSCEIT),
which does not translate well into French as an index of
social cognition. The neurocognitive measures include six
dimensions, i.e., processing speed (PSp), vigilance (Vig),
working memory (WMe), verbal learning (VeL), visual learn-
ing (ViL) and problem solving (PSo). There exists some
missing entries in the cognitive assessment data, so we re-
placed all missing data with the average values to generate
proper training data [34]. The quantity of missing entries
is: PSp 5, Vig 3, WMe 4, VeL 1, ViL 1, and PSo 1. There
is at most one missing cognitive dimension per subject. The
distribution of scores for all cognitive dimensions are shown
in Table 2. Two-tailed student t-test was performed between
the two groups, and significant difference was found on PSp,
VeL and ViL with a 𝑝 value< 0.05.

As pointed out by previous studies [47, 54], the estima-
tion of cognitive level can be done by either classification
or regression, that classification task is to manually classify
continuous scores into different discrete categories and pre-
dict the probability of which category each case should be
in, whereas regression is a direct prediction of scores. In
this study, for the classification task, we evenly divided the
scores between the maximum and minimum values into 𝑛
equal parts, i.e., 𝑛 categories. It is worth noting that since
the maximum and minimum values are different for each
cognitive assessment, the interval is also different among
the 𝑛 categories. Normally, larger 𝑛 represents a more fine
separation of cognitive levels and greater difficulty in pre-
diction.

Table 3
Details of the 3D-CNN architecture

Layer Feature Channel Stride Kernel

Input 2
Convolution 16 1×1×1 3×3×3
Batch Normalization 16
Dropout (rate=0.3) 16
Leaky ReLU 16
Max Pooling 16 2×2×2 2×2×2
Convolution 32 1×1×1 3×3×3
Batch Normalization 32
Dropout (rate=0.3) 32
Leaky ReLU 32
Max Pooling 32 2×2×2 2×2×2
Convolution 64 1×1×1 3×3×3
Batch Normalization 64
Dropout (rate=0.3) 64
Leaky ReLU 64
Max Pooling 64 2×2×2 2×2×2
Convolution 128 1×1×1 3×3×3
Batch Normalization 128
Dropout (rate=0.3) 128
Leaky ReLU 128
Max Pooling 128 2×2×2 2×2×2
Convolution 256 1×1×1 3×3×3
Batch Normalization 256
Dropout (rate=0.3) 256
Leaky ReLU 256
Max Pooling 256 2×2×2 2×2×2
Fully Connected 7168
Dropout (rate=0.3) 7168
Softmax 2
Output (Schizophrenia) 2
Fully Connected 7168
Dropout (rate=0.3) 7168
Softmax 6
Output (Cognition Classification) 6
Fully Connected 7168
Dropout (rate=0.3) 7168
Output (Cognition Regression) 6

2.3. Proposed Method
2.3.1. 3D-CNN Multi-task Learning Framework

In this study, 3D sMRI arrays were directly used as in-
put for classifications, so we applied 3D-CNN models as a
deep learning architecture to encode visual features, simi-
lar in previous studies [39, 46, 22]. Instead of dividing the
sMRI array into 2D images and using 2D-CNN [45, 24] for
feature encoding, 3D-CNN can consider all inputs at once to
better capture local features in the 3D space and contribute
to the final classification.

To predict both the cognitive level and the probability of
EP for each participant, we further introduced a multi-task
learning framework. Based on the same visual features ex-
tracted by the 3D-CNN, three independent MLP networks
were used as individual subbranches for different tasks, in-
cluding EP classification, cognitive level classification (CLC)
and cognitive level regression (CLR). The complete archi-
tecture of our 3D-CNN encoder and multi-task learning frame-
work is depicted in Figure 1B and corresponding details
are provided in Table 3. The sequential structure of our
3D-CNN encoder was inspired by the previous study on
schizophrenia classification [22].

2.3.2. Multi-channel 3D Array Input
We consider the GM and WM probability maps as two

different feature channels and make channel concatenations
to generate a single 3D array as the input to our model. Un-
like previous study [22], where different segmentation com-
ponents were used as multiple inputs and fed into a model
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in parallel, our multi-channel 3D array helps to reduce the
training parameters and retain all the information from GM
and WM. In this case, the dimension of input 3D array will
be 𝐻 ×𝑊 ×𝐷 × 2, where 𝐻 , 𝑊 , 𝐷 denotes height, width,
depth and 2 is the number of channels. The full volume
of size 120 × 120 × 120 × 2, rather than smaller volume
patches, was used for training and testing. Furthermore, in
experiments where only GM or WM is used for training, a
single probability map will be replicated once to remain the
dimensionality of the input 3D array.

2.3.3. End-to-end Training
Our framework is an end-to-end deep learning system

and thus several loss functions were used to train the pro-
posed model for parameter updating. Specifically, for clas-
sification tasks (i.e., EP and cognitive level classification),
the conventional cross entropy (CE) loss is used, which is
defined as

𝐶𝐸 = −
𝑐∑

𝑖=1
𝑠𝑖 log

(
𝑠̂𝑖
)
, (1)

where 𝑠 is the true label, 𝑠̂ is the prediction, and 𝑐 is the
number of class. For the task of cognition regression, the
mean square error (MSE) loss is used, which is defined as

𝑀𝑆𝐸 = ||𝑔 − 𝑔̂||22, (2)

where 𝑔 and 𝑔̂ denote ground truth label and prediction, re-
spectively. The final loss function is defined as:

𝑙𝑜𝑠𝑠 = 𝐶𝐸−𝑆𝑍 + 𝐶𝐸−𝐶 + 𝑀𝑆𝐸 + 𝑟𝑒𝑔 , (3)

where 𝐶𝐸−𝑆𝑍 denotes CE loss for EP classification, 𝐶𝐸−𝐶
denotes CE loss for cognitive level classification, 𝑀𝑆𝐸 de-
notes MSE loss for cognitive level regression, and 𝑟𝑒𝑔 rep-
resents the regularization loss (or weight decay [17]) used
to avoid overfitting. As an end-to-end framework, train-
ing losses are back-propagated from three multi-task sub-
branches to the 3D-CNN, updating the parameters of the en-
tire network with an optimization algorithm (e.g., Adam [27]).
Finally, through minimizing the 𝑙𝑜𝑠𝑠, the network could
learn a nonlinear mapping from the input 3D sMRI array to
EP and cognitive state, enabling EP classification and cog-
nitive estimation for unseen individuals.

3. Experiments
3.1. Competing Methods
3.1.1. Deep Learning-based Model

Apart from 3D-CNN, we also used a 2D-CNN frame-
work, similar to the model of [24] and [28], for compari-
son. The latest lightweight 2D convolutional architectures,
MNasNet [55], and a cumbersome model, ResNet-18 [21],
were used as the feature encoders since they have been com-
monly used in previous studies [22, 35, 28, 20]. In a 2D-
CNN framework, for each participant, image features are
extracted slice by slice and concatenated for final classifi-
cation, which introduces more computational cost than the

3D-CNN model. Furthermore, since 3D-CNNs do not have
pre-trained weights like 2D-CNNs, all 3D-CNNs models
were trained from scratch. Nevertheless, results are reported
for 2D-CNNs with and without pre-trained weights1.

3.1.2. Handcrafted Feature-based Machine Learning
To compare with the proposed DL workflow, we also

performed the classification tasks with several latest ML
methods. The GM and WM probability maps were flattened
into feature vectors and the principal component analysis
(PCA) was used for dimensionality reduction to produce
proper training inputs for ML models. Besides the WM and
GM maps, volumetric and surface analysis was also per-
formed with CAT12 toolkit to calculate region of interest
(ROI) volumes and cortical surface thickness as handcrafted
features for comparison. We adopted the analysis with de-
fault settings and obtained 388 ROI volume features and 219
cortical thickness features after filtering out the null values.
The Cobra2 and neuromorphometircs3 were used as ROI at-
las. Dimensionality reduction was also performed on hand-
crafted features to make them the same size as GM/WM-
based features. We selected several popular ML models for
comparison, including random forest (RF), supported vector
machine (SVM) and gradient boost machine (GBM).

3.2. Evaluation Metrics and Strategy
We used accuracy, 𝐹1-score, specificity and area under

curve (AUC) of receiver operating characteristic (ROC) as
the metrics to evaluate the classification performance. Specif-
ically, the 𝐹1-score is the harmonic mean between recall
(sensitivity) and precision. The accuracy, 𝐹1-score and speci-
ficity are respectively defined as 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝑎𝑐𝑐) = 𝑡𝑝+𝑡𝑛

𝑡𝑝+𝑓𝑛+𝑓𝑝+𝑡𝑛 ,

𝐹1-𝑠𝑐𝑜𝑟𝑒
(
𝐹1

)
= 2×𝑡𝑝

2×𝑡𝑝+𝑓𝑝+𝑓𝑛 and 𝑆𝑝𝑒𝑐𝑖𝑓 𝑖𝑐𝑖𝑡𝑦 (𝑠𝑝𝑒) = 𝑡𝑛
𝑓𝑝+𝑡𝑛 ,

where 𝑡𝑝, 𝑓𝑝, 𝑡𝑛 and 𝑓𝑛 refer to true positive, false pos-
itive, true negative, and false negative, respectively. While
𝐹1-score mainly focus on evaluating prediction performance
on positive targets (i.e., the EP cases), the specificity focus
on evaluating the negative ones (i.e., the healthy cases). All
these metrics range from 0 to 1, with higher metrics indicat-
ing better predictive performance achieved by the model. In
addition, we adopted mean absolute error (MAE) and coeffi-
cient of determination (R2) as metrics to evaluate regression
performance, which is defined as 𝑀𝐴𝐸 = 1

𝑚
∑𝑚

𝑖=1
||𝑦𝑖 − 𝑦𝑖||

and 𝑅2 = 1 −
∑𝑚−1

𝑖=0 (𝑦𝑖−𝑦𝑖)
2∑𝑚−1

𝑖=0 (𝑦𝑖−𝑦̄𝑖)
2 , where 𝑚 denotes number of

samples, 𝑦 and 𝑦 denote ground truth and prediction, respec-
tively.

Since the size of the data set is relatively small for a
deep learning model, we applied a five-fold cross-validation
strategy in this study in order to thoroughly evaluate and
avoid overfitting. There were 77 3D sMRI arrays after pre-
processing. These samples were divided into five parts equally,
and one part of them was selected one by one as the test set
and the rest as the training set. After that, all metrics are

1pre-trained weights provided by torchvision package (version 0.7.0)
2http://cobralab.ca/atlases/
3https://scalablebrainatlas.incf.org/human/NMM1103
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Figure 2: Accuracy of our model in two-categorized CLC task compared with different ML and DL counterparts in six cognitive
estimation dimensions. All the DL models shown were trained from scratch.

presented as the mean and standard deviation of the five ex-
periments.

3.3. Implementation Details
All models were implemented with the Python (version

3.7) programming language and several free Python-based
packages. For ML models, the GBM was implemented with
a popular lightGBM4 framework and other models were im-
plemented using scikit-learn toolkit [41]. The number of es-
timators in RF model was set as 500 and radial basis func-
tion kernel was used in SVM model.

We used PyTorch (version 1.6 stable) as the DL frame-
work to implement all DL-based models. The Adam [27]
was used as the optimizer with a starting learning rate of 1e-
4, and the learning rate was made to decay by 0.7 after every
60 epochs to help reach optima. Data augmentation (random
rotation and flipping) and weight decay of the optimizer (at
a rate of 0.02) were used as data set expansion and regular-
ization, respectively, to help prevent overfitting. The batch
size was set to 10, and 300 epochs were used. All experi-
ments were conducted on an Ubuntu 18.04 system with two
NVIDIA GeForce RTX 2080 Ti graphical processing unit
(GPU) and 22 gigabytes memory. The versions of Compute
Unified Device Architecture (CUDA) and the driver for the
GPU were 10.2 and 460.73.01, respectively. We used a grid
search strategy to determine the hyperparameters with learn-
ing rates in the range of [1e-3, 1e-4, 1e-5], batch sizes in the
range of [4, 8, 10, 12], and weight decay in the range of [0.0,
0.1, 0.2, 0.3, 0.4].

4. Results
4.1. Cognitive Estimation Performance

In this section, we first evaluate the cognitive estimation
performance of the proposed method and competing meth-
ods in terms of CLC task. As shown in Table 4, our model
achieves better CLC performance in most cases. Specifi-
cally, our model obtains the best 𝐹1 score of 70.1% on the
two-categorized (i.e., 𝑛=2) CLC task. Same results can be
observed on the three- and ten-categorized (𝑛=3 and 𝑛=10)
CLC that our method outperforms all other counterparts with
significant margins. Although in the only case (𝑛=5) our
method did not get the first place, we still got the second
best performance. Based on these results, it can be seen
that the proposed DL model was able to classify individu-

4https://github.com/microsoft/LightGBM

Table 4
Results of 𝐹1-score (%) for cognition classification on aver-
age of six dimensions, here 𝑛 denotes number of categories.
The best results are in bold.

Models 𝑛=2 𝑛=3 𝑛=5 𝑛=10

Volume + SVM 48.5 ± 11.3 31.0 ± 12.5 18.8 ± 8.6 8.0 ± 4.5
Thickness + SVM 44.5 ± 9.7 29.0 ± 9.4 18.1 ± 7.2 8.3 ± 4.8
Volume + DNN 66.2 ± 13.8 46.9 ± 10.6 31.2 ± 8.7 15.6 ± 4.0
Thickness + DNN 66.6 ± 11.6 50.4 ± 7.8 33.1 ± 6.9 15.0 ± 3.8

Image + RF 46.4 ± 11.6 32.2 ± 10.6 17.9 ± 8.7 8.9 ± 4.6
Image + SVM 46.3 ± 11.6 30.2 ± 10.0 15.2 ± 7.4 7.2 ± 4.8
Image + GBM 47.5 ± 11.5 35.0 ± 12.3 20.3 ± 9.7 8.5 ± 5.1
Image + MNasNet [55]† 66.9 ± 3.4 50.6 ± 8.4 28.7 ± 8.8 15.2 ± 3.7
Image + MNasNet [55]‡ 67.8 ± 3.1 51.0 ± 7.4 29.0 ± 9.5 15.6 ± 3.8
Image + ResNet-18 [21]† 63.7 ± 3.2 44.0 ± 7.9 25.7 ± 6.1 14.0 ± 3.0
Image + ResNet-18 [21]‡ 67.9 ± 4.9 51.1 ± 8.6 29.4 ± 7.3 15.1 ± 3.8
Image + 3D-CNN (ours) 70.1 ± 3.5 51.9 ± 8.1 31.9 ± 7.5 16.2 ± 3.7

†: train from scratch; ‡: using pre-trained weights.

Table 5
Results for cognition regession on average of six dimen-
sions. The best results are in bold.

Models R2 ↑ MAE ↓

Volume + SVM -0.086 ± 0.139 7.299 ± 1.735
Thickness + SVM -0.108 ± 0.135 7.400 ± 1.725
Volume + DNN -1.402 ± 0.932 10.360 ± 2.062
Thickness + DNN -1.002 ± 0.821 9.588 ± 1.905

Image + RF -0.202 ± 0.290 7.690 ± 1.481
Image + SVM -0.123 ± 0.200 7.369 ± 1.732
Image + GBM -0.667 ± 0.517 8.999 ± 1.971
Image + MNasNet [55]† -0.881 ± 0.151 8.685 ± 1.945
Image + MNasNet [55]‡ -0.301 ± 0.302 8.601 ± 1.993
Image + ResNet-18 [21]† -1.866 ± 0.978 17.318 ± 2.275
Image + ResNet-18 [21]‡ -0.493 ± 1.233 9.586 ± 1.439
Image + 3D-CNN (ours) -0.878 ± 0.121 8.567 ± 1.950

†: train from scratch; ‡: using pre-trained weights.

als’ cognitive states into groups using sMRI and achieved
promising performance on two-categorized CLC task with
higher accuracy than chance.

Furthermore, we demonstrate the classification accuracy
for each cognition estimation dimension while 𝑛=2. As shown
in Figure 2, all DL-based models achieved better perfor-
mance than ML-based models. Although the DL-based mod-
els using sMRI images as input performed similarly across
the four cognitive dimensions (PSp, Vig, ViL, and PSo), it
is noteworthy that our method achieved significant improve-
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ments in the WMe and VeL dimensions. Thus, our method
performs most convincingly for CLC task in all six dimen-
sions and even achieves an accuracy of more than 80% in
some dimensions (PSp, ViL and PSo). Since our method
uses sMRI images directly as input without further volumet-
ric and cortical surface based analysis, it achieves both the
overall best classification performance and efficiency, both
of which are crucial for clinical translations.

Besides classification, the regression results for cogni-
tive estimation (i.e., CLR) are also presented. As shown in
Table 5, the CLR performance of all models was worse than
expected, even worse than random guesses (R2 ≤ 0.0). A
possible reason for the poor regression performance may be
due to the limited sample size of the data set [9]. By com-
paring the performance of DL and ML models, it can be
seen that DL models generally performed worse than ML
models. This suggests that DL models may be more sensi-
tive to the lack of samples [54], and that DL models may
be more suitable for classification rather than regression in
a sample-limited context.

4.2. Early Psychosis Classification Performance
To evaluate the EP classification performance of our model,

we compare it with several latest counterparts [31, 42, 61,
16, 28], of which models were re-implemented based on the
settings of the original publications. As shown in Table 6,
our proposed model generally outperforms the other five
competing methods in all metrics. For instance, our model
using solely sMRI images (with GM as input) achieved the
best F1-score (74.5%) compared to ML-based models us-
ing volumetric features (54.1% [31]) and cortical thickness
features (55.5% [61] and 60.8% [16]). In addition, our 3D-
CNN model also achieves better performance in all metrics
compared to 2D-CNN [28], indicating that features are ex-
tracted directly from 3D sMRI arrays more efficiently than
from 2D slices. Finally, we compared the performance of
our model with and without cognitive estimation as a sub-
task. By adding cognitive estimation, the accuracy, F1 score
and specificity were improved by 3.9%, 4.4% and 8.5%, re-
spectively, when GM was used as input. And similar im-
provements are seen when WM and GM were used as in-
puts, by 2.9%, 3.7% and 4.8% on the accuracy, F1 score
and specificity, respectively. Moreover, as shown in Fig-
ure 3, the cognitive estimation subtask brought a 4.8% im-
provement in AUC and also achieved the best classifica-
tion performance (71.1% on AUC) of all models, further
demonstrating its validity. This is consistent with the idea
in previous studies that the association between brain ab-
normalities and cognitive symptoms may exist at a deep and
abstract level and thus can be effectively captured by DL
methods, leading to enhanced performance in EP classifica-
tion [43, 58]. These results demonstrate the effectiveness of
using 3D-CNN and involving a cognitive estimation subtask
for promising EP classification performance.

Table 6
Comparison on sMRI-based studies for EP classification. All
results are shown in percentage and the best results are
highlighted in bold.

Method acc F1 spe

Volume features + SVM [31] 50.8 ± 5.6 54.1 ± 8.8 53.4 ± 7.3
Volume features + DNN [42] 65.7 ± 13.4 69.0 ± 11.8 69.5 ± 13.3
Thickness features + SVM [61] 58.4 ± 9.0 60.8 ± 10.6 60.4 ± 10.1
Thickness features + RF [16] 50.7 ± 13.5 55.5 ± 11.7 54.6 ± 10.7
sMRI images + 2D-CNN [28] 68.9 ± 5.6 69.4 ± 5.1 71.0 ± 5.7

Proposed w/o cognitive estimation† 70.6 ± 4.1 70.5 ± 4.1 75.3 ± 5.8
Proposed w/ cognitive estimation† 73.5 ± 3.3 74.2 ± 3.0 80.1 ± 5.1

Proposed w/o cognitive estimation‡ 71.0 ± 4.3 70.1 ± 4.4 73.8 ± 5.9
Proposed w/ cognitive estimation‡ 74.9 ± 4.3 74.5 ± 4.2 82.3 ± 6.3

†: WM and GM inputs; ‡: GM input.
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Figure 3: Performance of ROC curves for EP/HC classifica-
tion with fivefold cross-validation. The proposed model used
GM map as input.

5. Discussion
In this study, we first evaluate the impact of the CLC

subtask on EP classification performance when different num-
bers of categories are involved. We then study the influence
brought by using different sMRI inputs or integrating dif-
ferent cognitive assessment subtasks (CLC or CLR) through
several ablation studies. We also present the discriminative
regions identified by our model as potential biomarkers for
EP classification and CLC, and clarify the potential for clin-
ical translation.

5.1. Impact of Cognition Classification Category
Quantity

As we hypothesized that the introduction of a cogni-
tive classification task could bring features about individual
brain structure to the DL model, it remains unclear whether
more classification categories could lead to more discrimi-
native features for EP classification. Therefore, we divided
cognitive scores into different number of categories in the
CLC subtask and assessed how this would affect classifica-
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Figure 4: The EP classification performance of our model,
when combined with different numbers of categories for
CLC. Here 𝑛 denotes number of categories.

Table 7
Results of 𝐹1 score (%) for EP classification. Here EP denote
early psychosis classification. The 𝑛 was set to five for CLC.
The best results are in bold.

Input

Task

EP EP + CLC EP + CLR EP + CLC + CLR

WM 63.2 ± 4.1 64.6 ± 4.3 64.2 ± 4.4 63.5 ± 4.6
GM 70.1 ± 4.4 70.2 ± 5.4 74.5 ± 4.2 71.2 ± 3.8

WM + GM 70.5 ± 4.1 72.5 ± 4.0 73.5 ± 4.0 74.2 ± 3.0

Table 8
EP classification performance of our model when introducing
different cognitive estimation subtasks, using GM images as
input. Here EP denotes early psychosis classification. The 𝑛
was set to five for CLC.

Model with Task

acc F1 spe AUCEP CLC CLR

✓ 71.0 ± 4.3 70.1 ± 4.4 73.8 ± 5.9 66.3 ± 3.9
✓ ✓ 71.4 ± 3.7 70.2 ± 5.4 74.4 ± 5.4 67.4 ± 4.5
✓ ✓ 74.9 ± 4.3 74.5 ± 4.2 82.3 ± 6.3 71.1 ± 4.1
✓ ✓ ✓ 71.1 ± 3.9 71.2 ± 3.8 77.0 ± 5.9 68.0 ± 4.9

tion performance for EP. As shown in Figure 4, the EP clas-
sification performance is largely unaffected in terms of F1
score and accuracy, while the specificity could be improved
when 𝑛 is set to ten. Therefore, in general, introducing a
more challenging context in CLC subtask does not bring
more discriminative information to the classification of EP.
This may be due to the sample limitation in our study, when
𝑛 is set to a large number, some categories may not have
a sample at all. However, the improvement in specificity
when 𝑛=10 suggests that a larger number of categories may
lead to better EP classification performance in the presence
of abundant data.

5.2. Ablation Study
5.2.1. Influence of WM/GM Inputs

WM and GM are two major components of brain tissues,
however, it remains unclear how they contribute to the clas-
sification of EP in the context of DL. Therefore, we eval-
uated the effect of using different sMRI images (i.e., WM
or GM images) as input on the EP classification. As shown
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Figure 5: Visualization of the discriminative positions iden-
tified by the proposed model on (a, h) EP classification and
(b-g, i-n) CLC tasks with attentional weights. The results
were shown as the mean of all cases in the data set. We
used both WM and GM images as input and 𝑛 was set to two
for CLC.

in Table 7, the model with GM as input outperformed the
model with WM as input, with an improved F1 score of≥5.6. This is consistent with previous results that EP causes
significant changes in GM [59], while our results further in-
dicate that changes in GM are sufficiently pronounced in
EP and can significantly affect the performance of the auto-
mated classification tools. Even so, the simultaneous use of
WM and GM achieves the best performance in most tasks,
confirming the presence of both WM and GM alterations in
EP patients. Therefore, despite the best result was obtain
when using only GM as input (i.e., 74.5% for EP + CLR),
the inclusion of both GM and WM maps generally resulted
in better classification performance for EP.

5.2.2. Influence of Cognition
Classification/Regression

We then evaluated how different ways of introducing
the cognitive assessment subtask (i.e., CLC or CLR) con-
tributed to the classification of EP. As shown in Table 8,
both CLC and CLR brought improvement on EP classifica-
tion, while CLR seems to be more effective than CLC. The
model incorporating the CLR subtask achieved the best per-
formance on all metrics, with a significant gap compared
to the other models. However, performance degrades when
CLC is involved in addition to CLR, suggesting that the two
subtasks may be incompatible. One possible reason for this
is that some discriminative brain regions of the cognitive es-
timation dimensions may differ from the EP, thus introduc-
ing noisy features in the training. In contrast, the regression
task did not bring discriminative information, so the fea-
tures of CLR were more compatible than those of CLC in
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EP classification. In short, at least for EP classifications, the
regression subtask is more informative than classification,
but for other diseases the subtask needs to be selected on
the merits.

5.3. Interpretable sMRI Biomarkers and Clinical
Potentials

Our proposed framework could potentially identify brain
regions that may be associated with psychosis. As shown in
Figure 5, we present the attention maps using GradCam++ [8]
and GradCam algorithms [50, 15] to illustrate brain struc-
tures of importance. Evidently, the entire GM structure con-
tributes mostly to the EP classification, suggesting that more
discriminative features are found in GM than in WM, which
is in line with the results of better classification performance
of the model using GM shown in Table 7. Furthermore, as
shown in Figure 5(h), saliency appears in the frontal and
temporal lobe regions, as well as putamen, head of caudate
nucleus and thalamus. These regions contributed the most
to our model in classifying a subject as an EP patient or a
healthy subject, suggesting that structural features in these
regions are most likely to be discriminative biomarkers for
psychosis. Indeed, all of these regions recognized by our
model are highly consistent with those reported in previ-
ous volumetric and functional studies. Alterations in grey
matter, the frontal lobe, putamen, head of caudate nucleus
and thalamus were observed in patients with schizophre-
nia [1, 19, 60, 56] and cognition deficits [2] in group-level
volumetric analysis, as well as fMRI studies [30, 3, 14], in-
dicating that the potential of identifying biomarkers from
sMRI by DL methods.

Besides structural biomarkers for psychosis, we also demon-
strate the attention maps for CLC in Figure 5(b-g, i-n). Some
specific regions are also recognized as discriminative for es-
timation of cognition level as shown in Figure 5(i-n). Tak-
ing working memory as an example, as shown in Figure
5k, the thalamus and cerebellum were highlighted by the
DL model with the highest significance, and these regions
have also been proved to be associated with working mem-
ory function in the previous fMRI studies [5, 18]. Similarly,
as shown in Figure 5(m), the highlighted regions of occip-
ital lobe, thalamus and cerebellum for visual learning were
also considered associated to visual functions in fMRI stud-
ies [44, 7, 40]. Furthermore, as shown in Figure 5(h-n), it
is worth noting that the highlighted regions are not only dif-
ferent among the six different cognitive estimation dimen-
sions, but differ significantly from those for EP classifica-
tion. This could explain why CLC brings less improvement
in EP classification than CLR. Since the discriminative re-
gions are different, the model may not be able to coordinate
these features to accomplish both tasks simultaneously.

5.4. Limitation and Future Work
Although our proposed method achieves improved per-

formance in EP classification and provides biomarkers with
a high degree of interpretability, there are still some limi-
tations that may affect the generalizability of our approach.

Firstly, the study was conducted at a single site and did not
take into account the different ethnic composition and sMRI
scanning settings, so multi-site studies are needed for fur-
ther validation. Secondly, the EP subjects in our study re-
ceived medication, which may also leads to structural alter-
ations in the brain, thus requiring the use of a non-medicated
sample in our future studies to rule out medication interfer-
ence.

Despite these limitations, our results also lead to many
interesting directions for future research. For example, since
only EP is studied in this work, whether the cognitive es-
timation subtask helpful for improving classification per-
formance for other psychiatric disorders could be explored.
And, as we demonstrated that implicitly introducing cogni-
tive features in the DL model helps EP classification, the
question is raised whether it is better to incorporate such ad-
ditional features explicitly (i.e., as input) or implicitly (e.g.,
as output) into the workflow. Also, since deep learning and
implicit information introduction can enhance classification,
with only sMRI as a single input, more other relevant fea-
tures can be introduced into the model in the same way with
the aim of further improving classification performance and
providing interpretable evidence to aid clinical translation.
Moreover, if validated in larger cohorts of patients at the
early phase of psychosis, this approach could open the way
to prediction of cognitive deficit in prospective longitudinal
study with patients in their prodromal phase.

6. Conclusion
In this study, we propose a multitask DL framework for

EP classification based on sMRI images. By introducing
cognitive estimation as a subtask, the proposed method is
able to estimate the cognitive state of an individual and im-
prove the classification performance of EP by an apprecia-
ble margin. Experimental results show that our method can
not only achieve classification accuracy that exceeds that of
the latest similar methods, but also identify discriminative
regions in sMRI images as interpretable evidence.
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Appendix
A. Participant Recruiting Criteria

Inclusion criteria for EP were a)meeting the psychosis
threshold as defined by the Comprehensive Assessment of
At-Risk Mental States, b) no antipsychotic medication for
>6 months, c) no psychosis related to intoxication or or-
ganic brain disease, and d) intelligence quotient >70. Healthy
control participants must not a) meet criteria for a DSM
Axis 1 and 2 disorder, b) be receiving any current treatment
with psychotropic medication, c) have a family history of
psychotic spectrum disorder.

B. Results with Huber Loss
In addition to the MSE loss used for the CLR task, Hu-

ber loss [23] was also evaluated, which is defined as

𝐻𝑢𝑏𝑒𝑟 =

{
1
2 (𝑔 − 𝑔̂)2 𝑖𝑓 |(𝑔 − 𝑔̂)| < 𝛿

𝛿((𝑔 − 𝑔̂) − 1
2𝛿) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒,

(4)

where 𝑔, 𝑔̂ and 𝛿 denote ground truth label, prediction, and
interval, respectively. Compared to the MSE loss, the Huber
loss is less sensitive to outliers because it only treats the er-
ror as square in the interval of 𝛿, which is empirically set to
1.0 in our experiments. As shown in Table 9, Huber loss did
not bring significant improvement compared to MSE loss,
and in most cases even brought performance degradation.
Furthermore, as shown in Table 10, the use of Huber loss
in CLR also failed to bring a general improvement to the
EP classification task. These results may be due to the fact
that the cognitive data we used did not have many outliers
to deal with, and a small interval 𝑑𝑒𝑙𝑡𝑎 may lead to gradi-
ent loss since some spurious outliers may be incorrectly ex-
cluded. Another possible reason is that since there is a new
hyperparameter 𝑑𝑒𝑙𝑡𝑎 in the Huber loss, the empirically set
value of 1 may not be the optimal value in all cases.

C. Computational Costs
We further presented the cognition estimation perfor-

mance of different models and compared their computational
costs. As shown Table 6, the 2D-CNN model has at least

Table 9
Results for CLR (in terms of 𝑅2) on average of six dimen-
sions using MSE and Huber loss. The performance gain or
loss after using Huber loss compared to MSE loss is repre-
sented by ↑ and ↓.

Models MSE loss Huber loss

Image + MNasNet† -0.881 ± 0.151 -0.694 ± 0.195 ↑
Image + MNasNet‡ -0.301 ± 0.302 -0.404 ± 0.212 ↓

Image + ResNet-18† -1.866 ± 0.978 -1.922 ± 1.273 ↓
Image + ResNet-18‡ -0.493 ± 1.233 -0.331 ± 2.019 ↑

Image + 3D-CNN (ours) -0.878 ± 0.121 -1.069 ± 0.434 ↓

Table 10
Results for EP classification incorporated with CLR. The per-
formance gain or loss after using Huber loss compared to
MSE loss is represented by ↑ and ↓.

Models
MSE loss Huber loss

F1 spe F1 spe

Image + MNasNet† 66.1 ± 5.1 70.3 ± 4.9 65.3 ± 3.1 ↓ 69.9 ± 3.7 ↓
Image + MNasNet‡ 68.0 ± 4.3 74.3 ± 5.3 67.7 ± 3.6 ↓ 72.2 ± 4.4 ↓

Image + ResNet-18† 66.9 ± 3.4 72.3 ± 5.1 66.0 ± 4.2 ↓ 73.2 ± 5.9 ↑
Image + ResNet-18‡ 70.6 ± 6.1 77.9 ± 5.8 70.7 ± 4.8 ↑ 77.2 ± 6.1 ↓

Image + 3D-CNN (ours) 74.5 ± 4.2 82.3 ± 6.3 74.3 ± 4.4 ↓ 82.0 ± 6.2 ↓

Table 11
Results and model parameters for CLS (in terms of F1) and
CLR (in terms of MAE) tasks.

Models F1 ↑ MAE ↓ Parameters

Image + MNasNet 67.8 ± 3.1 8.6 ± 2.0 2.8M
Image + ResNet-18 67.9 ± 4.9 9.6 ± 1.4 11.3M
Image + 3D-CNN (ours) 70.1 ± 3.5 8.5 ± 2.0 1.2M
Image + 3D-CNN (1.5× channels) 70.0 ± 4.9 8.8 ± 2.8 2.8M

two times more parameters compared to the 3D-CNN (ours),
but at the same time the performance of cognitive estimation
is lower. Instead of extracting features directly from the 3D
sMRI volume, the 2D-CNN divided the volume into sev-
eral slices for feature extraction and combined them into a
very large feature embedding for nonlinear projection and
final prediction, thus introducing more parameters than the
3D-CNN model. By learning features directly from the 3D
volume, the 3D-CNN model not only has fewer parameters
than the 2D-CNN model, but also provides better cognitive
estimation performance. In addition, we made the parame-
ters of 3D-CNN the same as those of MNasNet by increas-
ing the number of channels of 3D-CNN to 1.5 times of the
original one. The modified 3D-CNN model achieved a F1
score of 70.0 and MAE of 8.8, which is still better than
all 2D-CNN models but worse than the original 3D-CNN
model. This performance degradation may be due to an
overfitting problem, since we have a relatively small amount
of data.
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