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Probing the human mind 
via an integrated approach

—Dr. Kashino, could you first give us some back-
ground to your research?

Since entering NTT, I have been exclusively 
researching human perception with a focus on human 
auditory mechanisms. While hearing a sound may 
appear to be easy, it is actually a very complex pro-
cess. If you visit the Illusion Forum website [1] that 
we have created, it’s plain to see, or rather, it’s plain 
to hear, that this is so. In hearing, a variety of peculiar 
things can occur; for example, you might hear nonex-
istent sounds or hear the same sound in different 
ways. Such phenomena are manifestations of brain 
functions that enable humans to adapt to their sur-
roundings. In my research, I have been working to 
elucidate these clever neural mechanisms.

In this kind of research, I have found it essential to 
integrate three approaches. The first is to quantify the 
features of human perception, as in the case of illu-
sions such as those that I just mentioned. The second 
is to study the workings of the human brain and ner-

vous system that serve as the hardware for achieving 
those features. And the third is to comprehend the 
principles of information processing that make those 
features possible in the first place. In other words, we 
can begin to explain the mechanisms of hearing 
through the three fields of psychology, neuroscience, 
and information science. Let me make an analogy 
here. If I were to research the flight of birds, I could 
not simply analyze wing strokes and the structures of 
wings and muscles: I would also need to understand 
the principles of flight, that is, of aerodynamics. Only 
then would I be able to apply the knowledge gained 
to aircraft.

—What is your current research theme?

Well, my research is still centered on hearing, but I 
am currently working to broaden the scope of my 
studies. It occurred to me that this integrated approach 
that I’ve developed could perhaps be used to scien-
tifically explain heretofore elusive problems like 
preferences and feelings. Let me give you three spe-
cific examples of this expanded research in our 
group.
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Makio Kashino, an NTT Senior Distinguished Researcher, has 
enjoyed Japanese and Chinese classical literature since childhood. 
He has been particularly influenced by the Zhuangzi (classical 
Taoist book) by the Chinese author of the same name and the 
Hojoki (An Account of My Hut) by the Japanese author and poet 
Kamo no Chomei. Both of these philosophize about the imperma-
nence of worldly things. We asked Dr. Kashino, a unique 
researcher who attempts to explain hearing and communication 
from the viewpoints of psychology, neuroscience, and informa-
tion science, to tell us about the manner, significance, and future 
of his type of research.
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First, in relation to hearing, we’re researching the 
neural mechanism that enables one to selectively lis-
ten to only what one intends to hear in a mixture of 
many sounds. (Fig. 1). This cocktail party effect is 
often said to be an outstanding feature of human hear-
ing, but it tends to be deficient in some groups of 
people such as the elderly and hearing impaired. A 
hearing aid often just amplifies noise as well, result-
ing in no substantial improvement in hearing. In our 
research on testing hearing ability, we have found that 
some people who show no apparent abnormalities in 
an ordinary otological test may sometimes have dif-
ficulty hearing a sound in the presence of competing 
sounds. We have been investigating a new hearing 
test that can identify such people and we are close to 
finding the cause of this phenomenon.

Cases in which a hearing problem can hinder an 
individual’s full participation in society despite ample 
skills or motivation are expected to multiply as we 
enter the aging society. The creation of a barrier-free 
society is a key objective of information and commu-
nications technology (ICT), and I think that we can 
help give many people a greater sense of purpose in 
their lives if we can develop a hearing aid that lets 
them hear only what they prefer to hear.

Second, we’re researching ways of quantitatively 
predicting preferences in relation to music, design, 
etc. For example, a person may respond favorably to 
certain kinds of music saying something like “that’s 
good” or “I like that music.” In such a case, the music 
is probably somewhat familiar and not completely 
new to the user. In other words, music that is all too 
common for the listener can be boring while some-
thing that is too novel or original may turn the lis-
tener off. So how new should something be to be the 
most attractive?

The ability to derive this in theoretical terms would 
no doubt bring big changes to the way that products 
are designed and advertised. Traditionally, design and 
advertising have depended on the experiences and 
hunches of those in charge, but a systematic approach 
could make the process more efficient. All this might 
sound too good to be true, but I believe that such pre-
dictions should be possible to some extent by 
applying the principles of neural information pro-
cessing. What we need here is some kind of proof, 
and to this end, we are conducting various types of 
experiments.

Third, we’re researching subliminal signals and 
body language (Fig. 2). In interpersonal communica-
tion, information that cannot be directly conveyed by 
words plays an important role. In particular, the atmo-
sphere between two people is often created by slight 
changes in facial expression or tone of voice that are 
usually unnoticeable to either party. This type of 
unconscious exchange of implicit information 
between two people helps to establish smooth com-
munication. We are now working to explain the 
actual mechanisms of nonverbal communication 
through experiments that measure slight body move-
ments, physiological changes, and neural activity 
during interpersonal communication.

Such implicit information was probably discarded 
as unnecessary in past technologies because, in con-
ventional communication systems, it was sufficient to 
assess whether a phrase like “thank you” was actually 
heard as “thank you”. As a consequence, information 
that could convey whether this “thank you” was actu-
ally an expression of gratitude or a sarcastic remark 
was simply ignored. However, if such elements of 
communication can be clarified, it should be possible 
to achieve a form of communication with a high level 

Fig. 1.   Uncovering neural information-processing principles from an illusion.
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of presence such as in a videoconference system con-
necting remote locations via the network.

Toward a career in hearing research from  
an attraction to temporal flow

—What moved you to become a researcher in the field 
of hearing?

Most of my instructors and seniors in my university 
research laboratory were researching topics related to 
vision. For example, they were studying the response 
of goldfish retina cells to light, the neural activity of 
monkeys, and human visual illusions. Moreover, my 
advisor was researching mathematical models of 
visual pattern recognition. I learned a lot about meth-
odology from my involvement in these studies. How-
ever, I had developed an interest in sounds through 
listening to a wide variety of music and building elec-
tronic gadgets from discarded parts starting in my 
elementary school days, and what I really wanted to 
research was the perception of sound, or in other 
words, hearing. In Japan, there were not many 
researchers in this area. I could therefore pursue this 
interest to my heart’s desire, which suited me per-
fectly.

In addition, since my childhood, I’ve been inter-

ested in how one captures things that change and the 
nature of impermanence. Living things move and 
change, and this change occurs continuously together 
with a temporal flow. I found this flow to be very 
appealing.

At the same time, I thought that sound, which can-
not exist without incessant change, is closer in 
essence to flow than vision. This is also one factor 
that led me to specialize in hearing.

—What kind of researcher do you think you are?

I believe that my motivating force is a philosophical 
awareness of problems, but in my case, pure specula-
tion by itself has its limits. Come to think of it, I’ve 
enjoyed doing experiments since my childhood. 
What I like about experiments is that they do not 
always turn out as expected. Of course, if we estab-
lish a certain hypothesis, perform an experiment to 
test it, and obtain a result that meets our expectations, 
then it’s time to celebrate! But this could also be bor-
ing in the sense of a pre-established harmony as dis-
cussed in philosophy. An unexpected result, on the 
other hand, can broaden our scope of thought and be 
much more interesting. If we give lots of thought to 
an unexpected result, we may find it to be the most 
natural outcome after all.

Fig. 2.   Clarifying subliminal signals based on IIPI.
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At the same time, I also enjoy theory, and it gives 
me great pleasure to be able to provide a uniform 
explanation for perplexing things or unrelated things 
through simple principles. In short, a continuous 
cycle of theory and experiment is essential to my 
integrated approach.

Baseball and work: unconditioned nature

—I’ve heard that pitching—as in baseball—is a 
hobby for you.

Yes, that’s right, but not in the sense of playing 
sandlot baseball just for fun. What I pursue is simply 
the act of throwing with great devotion. I do this every 
day if possible. But please don’t ask me why I do it. 
Perhaps I find the act of throwing one ball after 
another interesting like the cycle of hypothesis and 
experiment. At any rate, one throw out of maybe 30 
or 40 surprises even me. But if I get all excited and try 
to do it again, I end up making a throw that’s not 
nearly as good. This is very strange.

A ball is thrown not by the power of one’s arm but 
rather by accelerating the tips of one’s fingers to the 
utmost through power generated by the movement of 
one’s weight and the twisting of one’s lower body. An 
arm that is simply shaking looks exactly like a flexi-
ble whip. However, when you consciously attempt to 
throw a fast ball, excessive power will enter your arm 
and shoulders, and at that instant, the power that 
would normally be conveyed by the lower part of 
your body and by your trunk will fall behind. It so 
happens that when I fall into some kind of rhythm and 
stop worrying about my next pitch, I get this sensa-
tion of being driven only by gravity and inertia and I 
end up making some incredible pitches while feeling 
quite relaxed.

Perhaps this is an example of unconditioned nature 
as described in the Zhuangzi. In some way, you can 

perform your best when you lose the self and do not 
fight the providence of nature (when you go with the 
flow). If, by plain luck, you were to throw a great ball, 
it could then be said that you already had it in you to 
do so, but the problem now is whether you can invoke 
that ability at will. In other words, the problem is how 
to coordinate with good timing the roughly 400 skel-
etal muscles in the human body without mutually 
cancelling out the flow of power through them. It is 
said that the great baseball player Ichiro, though hav-
ing a thin figure, can outperform other major-league 
players far superior in strength by optimizing muscle 
coordination. 

For this reason, I do not go out of my way to build 
up my muscles, but look for ways of improving my 
coordination. I feel as if I’m advancing little by little, 
and I don’t think it’s altogether unrealistic to aim for 
a pitching speed of 130 km/h at 50 years old.

The importance of natural coordination should also 
hold true in work. The more one thinks about having 
to go all out, the more one’s natural pace will fall 
apart without any gain in performance. This also 
applies to management in an organization. If superi-
ors in their excitement to excel assign useless work, 
subordinates are bound to become exhausted. Wheth-
er it be an individual or an organization, I don’t think 
that intrinsic potential can be tapped in this way. It 
must be said, however, that working in a natural way 
is really difficult.

Future outlook for ICT

—What do you think is the future of ICT?

The research that I conduct aims to elucidate this 
providence of nature. In other words, I am involved in 
scientific research, but at the same time, I am deeply 
concerned with the future of ICT. As a basic belief, I 
feel that ICT is not simply a means of making life 
more convenient—it must also serve to enrich the 
lives of human beings. And to this end, ICT must help 
people achieve their intrinsic, natural state of being. 
Accordingly, basic research on clarifying the provi-
dence of nature in relation to human beings should, in 
the end, lead to a form of ICT that works to enrich 
people’s lives.

It would be natural to think that ICT could be used 
to good effect by establishing a barrier-free society 
and to assist the sensory and motor functions of the 
elderly. But on a long-term basis, what if such 
measures turned out to actually weaken brain func-
tions? My answer to this is to make use of nature and 
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isolate and enhance intrinsic neural and physical 
functions. Ideally, there would be a set of tools that 
can do just that.

While it is easy to measure the efficiency and 
physical performance of just about any product, it is 
difficult to measure the extent to which such a prod-
uct actually enriches a person’s life. It is exactly this 
point that should become a matter of importance in 
the years to come. The provision of top specifications 
and high quality is a matter of conscience for certain 
types of enterprises, but as a natural precondition for 
this, I believe that products should be designed taking 
into account feelings and perception so that possess-
ing a product brings some delight into a person’s life. 
For this reason, feelings and perception should be 
subjects of discussion in scientific and engineering 
fields.

Today, Japan provides the fastest and most inexpen-
sive broadband environment in the world. The opti-
cal-fiber service area covers 90% of all households, 
but no more than 30% are actually making use of 
these services. Why are the remaining 60% not using 
broadband? No doubt price is one factor, but could 
another factor be not actually being able to feel the 
value of broadband? Do these households perhaps 
feel that their current way of using the web, email, 
and weblogs (blogs) is more than sufficient? If a 
household were to upgrade to broadband or introduce 
ICT, to what extent would the lives of its family mem-
bers be enriched? Customers don’t think in these 
terms, and neither, I suspect, do service providers. 
Here, remote medicine, to give one example, could be 
used not simply as a means of transmitting digital 
medical records but also to encourage interest in 
broadband and ICT. So there’s still hope. I feel 
strongly that disseminating such a concrete image of 
broadband services should be the responsibility of us 
basic researchers.

To young researchers

—Dr. Kashino, please leave us with a message for 
young researchers.

It is often said that originality is essential for 
researchers, but I feel that the meaning of this is 
sometimes misinterpreted. In particular, in today’s 
competitive society, we are made to feel like a failure 
if we don’t do something different from other people, 
and we start out by thinking “How can I do something 
unique?” However, great baseball players like Nomo 
and Ichiro were not great just because they had differ-
ent forms of play. Each worked ceaselessly to opti-
mize his individual performance and simply came to 
adopt that form as a result. While appearing to be 
unique at first glance, their forms of play owe a lot to 
the providence of nature.

I think this also holds true in research. The etymol-
ogy of the word original is origin, and the origin of 
ICT is to find out what is needed to enrich people’s 
lives. If we return to this origin and listen carefully to 
the voice of nature, I think that we should be able to 
perform great work.
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1.   Introduction

Opportunities to use a variety of applications on the 
Internet in daily life are increasing, and Internet 
access is becoming indispensable. It is desirable for 
high-quality, convenient, and safe application servic-
es to become even more common. This is backed up 
by the existence of a secure, broadband network ser-
vices infrastructure utilizing the low losses of optical 
fiber and the broad bandwidth of light, so networking 
advances should contribute to a more vibrant, rich, 
and plentiful society. Optical networks have various 
components, each playing an important role, includ-
ing (1) optical devices such as light sources, modula-
tors, transmitters, splitters, and multiplexers; (2) 
electrical devices that reproduce and process signals 
and communications protocol controllers; and (3) 
software that operates them and the communications 
systems they are part of. At NTT Microsystem Inte-
gration Laboratories, one focus of our work is 
research and development (R&D) of electronics for 
these communications systems of these types.

Among electronic device technologies used in tele-
communications systems, ones that we view as par-
ticularly important include system large-scale inte-
gration (system LSI), which is also known as system-
on-a-chip (SoC) technology, which provides sophis-

ticated communications functions, and optical front-
end integrated circuits (ICs), which perform high-
speed signal processing. SoC technology generally 
refers to implementations that include a central pro-
cessing unit (CPU), memory, and large-scale dedi-
cated logic, along with the software to operate it 
(Fig. 1). SoC technology is used widely, including in 
general-purpose and household products, but we 
focus on applications for communications systems 
using SoC devices (SoCs) that incorporate our expe-
rience and knowledge as a communications carrier 
and contribute to the advancement of communications 
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Dedicated
logic Memory CPU
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Fig. 1.   Elemental SoC architecture.
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The first set of Feature Articles in this issue describes research and development of system large-scale 

integration (LSI) technology (also known as system-on-a-chip (SoC) technology) and high-speed front-
end electronics for optical access systems being conducted at NTT Microsystem Integration Laborato-
ries. This article provides an overview and the other articles discuss their roles and characteristics well 
as related design technology and issues.
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systems. We are conducting R&D of SoC design 
technology, including hardware and some of the soft-
ware, in cooperation with other research laboratories 
working in the field of communications systems.

2.   SoC design for optical access networks

In Japan, most broadband access services are cur-
rently provided by fiber-to-the-home (FTTH) access, 
and they mostly use the GE-PON (Gigabit Ethernet 
passive optical network) system [1], [2]. A block dia-
gram of an Ethernet PON system is shown in Fig. 2. 
A PON allows services to be provided to multiple 
customers economically by branching a single fiber. 
It requires the formation of a secure and efficient 
point-to-multipoint (P2MP) connection between the 
optical line terminal (OLT) on the network side and 
the optical network units (ONUs) at the customers’ 
locations. This is done by sending upstream signals 
from ONUs to the OLT by using time-division mul-
tiple access (TDMA), which is controlled using the 
multipoint control protocol (MPCP). The main func-
tional components of the OLT and ONU are media 
access control (MAC) LSIs, which are SoCs, and 

optical transceivers. The MPCP processing function 
is implemented in the MAC LSI. Furthermore, the 
optical transceiver must be able to amplify and regen-
erate burst frames sent from multiple ONUs when 
frames have different timings and optical intensities. 
The electrical components in this optical transceiver 
are called the optical front-end ICs. At the beginning 
of system development, functions that could not be 
included in the SoC were implemented using external 
components, but as the technology advanced, more of 
the functions could be integrated into the SoC, reduc-
ing the number of parts and overall cost.

Standardization of 10G-EPON (10-Gbit/s Ethernet 
PON), the successor to GE-PON, has recently made 
progress [2]–[4]. We have responded to this by estab-
lishing technology for implementing the standard 
functions of 10G-EPON in SoCs and optical front-
end ICs. We have also conducted feasibility studies 
on achieving more-sophisticated and higher-perfor-
mance devices. Below, we discuss the characteristics 
and technical directions for SoCs and optical front-
end ICs in the context of Ethernet PON systems.
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Fig. 2.   Electronic devices used in an Ethernet PON system.



� NTT Technical Review

Feature Articles

3.   Cooperative design of hardware and software

When one is implementing the required functions 
in an SoC, a major issue is to develop design methods 
that optimize the partitioning of functionality between 
functions implemented in hardware with dedicated 
logic and functions handled by the CPU using soft-
ware and to generate interfaces between them.

For communications operators like NTT, a major 
concern is whether the systems being developed are 
flexible enough to accommodate extensions for 
future services, maintenance, and monitoring func-
tions. Up until now, the general approach to imple-
menting these types of flexible functionality in SoCs 
has been to use software, but if cooperative design of 
hardware and software were easier, then circuit con-
figuration and control could be done in more detail, 
allowing one to pursue both extensibility and flexibil-
ity.

Moreover, a basic performance requirement for 
OLTs, ONUs, and, in general, network switches is the 
capability to process signals at wire speed. To handle 
the requirements of increased traffic, transmission 

capacity must be expanded and data must be pro-
cessed without any frame loss, which places a demand 
for increased performance on SoCs. To achieve this 
high performance, hardware techniques for increas-
ing speed play an important role, such as using faster 
algorithms for logic circuits, parallelization, and 
pipelining, but we believe that we should also be able 
to make breakthroughs in power saving for the over-
all system through better cooperation between hard-
ware and software and by controlling hardware 
according to actual traffic conditions.

4.   MAC LSI functionality

The P2MP architecture [5] specified in IEEE802.3ah, 
the standard for Ethernet PON systems, and the way 
in which the architecture is implemented using MAC 
LSIs, transceivers, and other components are shown 
in Fig. 3. Most of the functions required by the sys-
tem are implemented in the MAC LSI. Most of the 
functions required by the system are integrated on a 
single chip, focusing on the various Layer 2 switch 
(data-link layer) functions from higher-ranking 
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implementation by the transceiver and the MAC LSI.
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functions such as encryption to physical-layer func-
tions such as encoding and serial/parallel conver-
sion.

5.   Research on optical front-end ICs

NTT Microsystem Integration Laboratories, 
together with the NTT Photonics Laboratories, is 
continually advancing R&D of optical front-end 
technology. Optical front-end ICs, include amplifiers 
that reshape in the receiver the weak signals attenu-
ated by transmission through the fiber, digital-data 
retiming and regeneration circuits, and laser-driver 
circuits required to produce good quality signals in 
the transmitter. In the system, these are sections with 
strict analog requirements, such as sensitivity, feed-
back or feedforward control, and dynamic range; 
moreover, they require broadband operation. Further-
more, there is the additional difficulty, mentioned 
earlier, that data frames arrive at the OLT in burst 
mode in the PON system. Research issues for these 
circuits are more physical compared with large-scale 
SoCs, involving transistor-level circuit design, as 
well as the physical layout of the circuit and packag-
ing. The selection of semiconductor technology is 
also an important factor in satisfying performance 
requirements. We consider (1) compound semicon-
ductors such as InP for heterojunction bipolar transis-
tors (HBTs) and high electron mobility transistors 
(HEMTs) and GaAs for metal semiconductor field 
effect transistors (MESFETs), (2) silicon bipolar-
junction transistors integrated with complementary 
metal-oxide semiconductor (CMOS) transistors on a 
single substrate (Si BiCMOS) including silicon-ger-
manium BiCMOS (SiGe BiCMOS), which integrates 
SiGe HBTs with conventional CMOS processing, 
and (3) silicon CMOS (Si CMOS) from cost and per-
formance perspectives and select the optimal technol-
ogy for a given application.

In R&D of optical front-end ICs, there are two key 
points to consider. First, as with other long-term basic 
research, it is important to ascertain the feasibility of 
the technology. When planning and developing inno-
vative services or systems, one must verify in advance 
whether they are achievable. For example, in order to 
progress from GE-PON to 10G-EPON, which is a 
ten-fold increase in transmission capacity, it is neces-
sary to make front-end ICs that are ten times as fast at 
handling received frames. In particular, the frame 
header synchronization speed has a great effect on 
system design with respect to transmission efficiency. 
Moreover, sensitivity can have an effect on transmis-

sion distance or the number of customers that can be 
accommodated in a single optical distribution net-
work. In this way, the performance levels achievable 
in the front end have a large effect on overall system 
specifications, so basic research in this area is done as 
a precursor to standardization. By conducting R&D 
in the area that is the physical bottleneck for perfor-
mance, we will be able to contribute to higher system 
performance and lead the industry. 

The second point is that there is synergy in having 
both SoC technology and front-end technology. Hav-
ing experience with both makes it easier to study 
overall optimizations such as controlling the front 
end from the SoC or optimizing the chip partitioning 
and interface implementations. We want to use this 
synergy as one of our strengths in proceeding with 
R&D.

6.   Organization of the Feature Articles

This topic has five Feature Articles, including this 
one which discussed our initiatives related to SoC 
technology for optical access communications sys-
tems and optical front-end IC technology. Next, 
“Cooperative Hardware/software Design Technolo-
gy” [6] describes a high-level design technology 
using virtual hardware effectively for the initial stages 
of design, including cooperative design. “MAC LSI 
Design Technology for Optical Access Communica-
tions” [7] explains the LSI design process flow and 
discusses the architecture of an Ethernet PON SoC in 
detail. “Design Verification Using Field-programma-
ble Gate Arrays for Optical Access Communications 
SoC” [8] introduces a technology for verifying large-
scale SoC functions using field programmable gate 
arrays before chip prototypes are created. Finally, 
“10-Gbit/s Burst-mode Receiver Integrated Circuits 
for Broadband Optical Access Networks” [9] intro-
duces the state of development of optical front-end IC 
technology for 10G-EPON systems.

7.   Future trends

At NTT Laboratories, we will continue to expand 
our R&D efforts toward improving the value provid-
ed to customers and resolving business issues. To do 
so, we will continue development of SoC technology 
in order to further increase system performance, pur-
sue “Green of ICT” much further, and contribute to 
making systems more flexible by improving custom-
izability and other aspects (ICT: information and 
communications technology).
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Until now, the integration level of LSIs has 
increased according to Moore’s Law* year after year, 
and this has been the force behind progress in the 
functionality and performance of semiconductor 
products. At the beginning of this century, there was 
some serious discussion about reaching practical lim-
its for reductions in the size of semiconductor pro-
cesses, but now it appears that some of the fabrication 
process problems will be solved, and the Interna-
tional Technology Roadmap for Semiconductors 
(ITRS) [10] has continued to issue roadmaps for still 
finer technologies. Accordingly, there is hope for 
continued progress in SoCs and communications sys-
tems through R&D driven by leading-edge process-
es.

On the other hand, in addition to active R&D on 
further miniaturization (more Moore), new functional 
materials and devices are being developed, in synergy 
with miniaturization (more than Moore), and research 
on utilizing more-than-Moore technology for com-
munications systems in the medium-to-long term will 
also be important.
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1.   Introduction

In the design of system-on-a-chip (SoC) devices, it 
is extremely important to design so that the hardware, 
which handles specialized processing, and the soft-
ware running on the microprocessor, operate coop-
eratively. In other words, the design process must also 
be cooperative. How can this be tested?

The microprocessor operates according to what is 
written in its program (software). On the other hand, 
the dedicated processing circuits process data con-
tinuously according to how the hardware has been 
designed and a clock signal. Thus, the operation of 
the two must be checked to ensure that they do not 
cause a conflict, mismatch, deadlock, or other type of 
performance drop. This is cooperative design evaluation.

The evaluation results can affect the system archi-
tecture greatly, so such an evaluation must be done 
from the initial stages and from the top level of 
design. However, at the top-level design stage, there 
is no actual hardware. It would be nice to build an 
overall prototype including both the microprocessor 
and dedicated circuits, put them together and test 
them, but development usually cannot wait for this. 
Systems being implemented as SoCs have recently 

become extremely complex, so that even building or 
rebuilding a single prototype can take several weeks 
or months. For this reason, it has become necessary to 
simulate the hardware together with the system soft-
ware before prototyping it; in other words, one must 
perform a hardware/software co-design simulation.

2.   Virtual hardware

To implement co-design simulation, we need a 
simulator for virtual hardware. Physical hardware 
operates with a clock signal for input and output to 
the dedicated circuits so the processor can read from 
and write to it, but virtual hardware does not have a 
physical clock. Instead, attention must be paid to the 
sequencing and dependencies of reading and writing 
and to the input and output between the processor and 
dedicated circuits, and the simulator must be built to 
maintain these relationships.

Before the design of the dedicated circuits is com-
plete, one does not know how many clock cycles will 
be required for these circuits to complete their opera-
tion. However, the correct sequencing and dependen-
cies for reading and writing are correctly coded in the 
virtual hardware, so the virtual hardware can respond 
to the software behavior without conflict. This makes 
co-design simulation possible from the top-level 
design stages.
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3.   Issues being addressed

We have applied this type of co-design simulation 
using virtual hardware to the evaluation of SoC 
designs for optical access systems. As a result, we 
have confirmed the usefulness of the method. The 
new process is shown in Fig. 1 together with the con-
ventional design process. The lower half of the figure 
shows the conventional design process centered on 
hardware. Here, the hardware was the only specifica-
tion to achieve. However, in hardware/software co-
design, which allows cooperative testing with the 
software, part of the specification is achieved with 
software. The hardware/software co-design process 
can handle a wider specification range than the con-
ventional design process. Moreover, whereas the 
conventional design process creates a hardware 
netlist, the cooperative design process creates two 
netlists—one for the dedicated circuits and another 
that connects the processor and dedicated circuits—
and software object code that controls the processor’s 
behavior. Therefore, Specification and Netlist are 
grayed out in the lower half of Fig. 1 because they 
cover different ranges to those in the upper half.

The dedicated circuits are designed according to 
the conventional hardware design process: they 
become more detailed in three stages from specifica-
tions to functional design and register transfer level 
(RTL) design. Software cooperative testing (verifica-
tion) can be done at each of these three stages by 

using co-design simulation with virtual hardware. 
We started by building the virtual hardware (left-

most green box in Fig. 1.) for the initial stage (speci-
fication design). This allowed early verification of the 
SoC software.

Then, at the intermediate stage (functional design), 
we addressed the hardware transaction-level design 
(second green box). This can be simulated several 
times faster than when designing in detail to the RTL 
level. 

Finally, at the RTL design stage, we built a mecha-
nism called a transactor (third green box) into the 
system for sections connecting the dedicated circuits 
with the processor. This enables precise final verifica-
tion of the interfaces between hardware and software 
in the SoC.

4.   Construction of virtual hardware

We verify the software at the specification design 
stage with the goal of determining aspects such as 
whether adequate performance is achieved and 
whether performance will drop owing to interference 
with the dedicated circuits. The software is not exe-
cuted independently, but loaded on the original SoC 
architecture, which includes both the processor and 
dedicated circuits. Thus, we have built virtual hard-
ware that simulates the entire SoC, as shown in 
Fig. 2.

The key to building virtual hardware is the separate 

* Netlist: A netlist describes the connectivity of an electronic design. 
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Fig. 1.   New design process that allows cooperative testing with software.
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parts for software and dedicated circuits, which are 
where the processing that defines the functional char-
acteristics of the SoC takes place. For our optical-
access SoC, these characteristics were the ability to 
interface with sophisticated, high-speed communica-
tion lines. The specifications for these components 
are complex, so they were expressed not only in 
documents, but also as source code in the C program-
ming language. To ensure that the implementation 
was faithful to the specifications, we built the dedi-
cated circuit part of the virtual hardware by directly 
using this C source code as far as possible.

The source code includes both the software that 
will be loaded by the processor in the SoC and the 
software representing the dedicated circuits. Com-
munication between them uses registers, which cre-
ate the correspondence between variables in the 
software and variables for the dedicated circuits, so 
the address-mappings for these registers must be 
managed. The mechanism of communication between 
software and a dedicated circuit conducted via a reg-
ister is shown in Fig. 2. When the software side writes 
to address A, the dedicated circuit side detects it as 
being written at address 0xd305… (in hexadecimal). 
Because the dedicated circuit is always processing, 
the influence of the write will sooner or later be writ-
ten at address 0xd307…, which is equivalent to 
Address B on the software side. The software side 
reads values from Address B according to the execu-
tion order and conditional judgment. The dedicated 

circuit reads the value that was written earlier to 
Address B, and, as a result of the dedicated circuit 
procedure, its behavior when it reads Address B 
reflects the software side.

The number of these registers is generally very 
large. Most of the specification is related to these 
registers, so any updates to the specifications can 
involve a significant amount of rewriting in the vir-
tual hardware. This results in additional design work, 
so we used data structures, which allow us to manage 
all of the registers at once and make it easy to apply 
updates to the specification. 

This approach can be generalized, decreasing the 
amount of time required from confirmation of the 
specifications to system-level operation. For the cur-
rent project, we were able to detect routines that were 
performing inadequately several months before 
beginning verification of the physical hardware.

5.   Transaction-level design

In the same way that software performance can be 
checked using virtual hardware, the dedicated circuits 
can be simulated at the functional design stage. This 
simulation is faster than RTL-stage simulation, but it 
must be done using transaction level modeling (TLM) 
to describe the transaction-level design. 

In the past, for functional design simulations, each 
of the lines between modules would be simulated 
individually and in complete detail, down to individual 

/* set inputs */
....
sort_start = 1;
....

/* read outputs */
for(i=0; i < max; i++){
  a = sorted_que[i];
  ....
}

/* read input */
....
flg_sort = 1;
....

/* run */
if(flg_sort == 1){
  sort();
}

Software
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Source
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Register
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Fig. 2.   Virtual hardware.
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clock cycles. This resulted in a number of problems. 
First, a lot of work was required to complete the 
detailed design before simulation could begin; more-
over, component redesign because of interference 
with other blocks could have a major effect on the 
design schedule [1]. Second, a detailed simulation 
could not be executed quickly and consumed much 
time. Third, the test coverage was difficult to manage [2].

To resolve these difficulties, we used SystemC [3] 
TLM to structure the design file for the dedicated 
circuit section. At the functional design stage, testing 
must verify points where data is exchanged between 
blocks. The TLM interface between blocks A and B 
is compared with the RTL interface in Fig. 3. When a 
block passes the results of its processing to another 
block, the procedure can be very long, as in the RTL 
case on the left. However, this procedure can become 
very simple, as shown on the right side, if the 
exchange is rewritten as a transaction. A transaction 
is the core action, such as the start or confirmation of 
a transmission or reception. The events handled in a 
simulation using TLM are arranged beforehand, so 
simulation can be done at high speed. When TLM is 
used, descriptors for the lines connecting blocks are 
much shorter, and this effectively reduces the amount 
of preparation work for simulation. Overall, the 
amount of descriptor code was about one-tenth of that 
for RTL, and the simulation executed about 100 times 
as fast as the RTL simulation. 

6.   Built-in transactors

Completing an RTL design of the dedicated-circuit 
section enables precise simulations to be done in 
block units, but problems arise when cooperative 
simulation is performed. The processor in the virtual 
hardware does not have actual signal lines, so the 
RTL for the dedicated circuit section cannot be con-
nected to the virtual hardware as it is.

Thus, we built transactors into the virtual hardware, 
as shown in Fig. 4. Transactors are composed of 
libraries provided by the existing simulation infra-
structure [4]. We used library functions to code the 
transactor to monitor accesses to the bus by the RTL 
of the dedicated circuits. When an access is detected, 
a function updates the register value at the appropri-
ate address. Figure 4 shows a transactor connecting 
two simulators: the lower one simulates the dedicated 
circuits with cycle accuracy and the upper one simu-
lates the software-equipped processor with fast TLM. 
The grey areas labeled TL (transaction level) mean 
that a TL connection is used when these areas are 
simulated. In the processor and bus in this area, when 
each part performs communications with the other 
part, the performance is set using a TL write. The TL 
connection enables communications to be performed 
with transaction between connected parts (models) 
and leads to high-speed simulation. On the other 
hand, the area of dedicated circuits is written to 
enable simulation with more detailed cycle accuracy. 
There is no way to connect directly between an area 
that uses TL connection when simulated and another 
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area simulated with cycle accuracy because the input/
output signal formats are completely different. That is 
why a transactor plays the role of a mutual conversion 
function for the two communication methods.

With the earlier approach, we built a prototype 
board, reproduced the RTL on a field-programmable 
gate array (FPGA), and loaded the software onto the 
processor to evaluate the whole system. The data for 
writing the FPGA was created using computer-aided 
design, and this also required several weeks of prepa-
ratory work. In comparison, using the new method, 
the design for this project required only five person-
days of preparation before evaluation was started. 
The method cannot replace all of the testing done 
with a prototype board, such as realtime signal pro-
cessing, but final testing can be started several weeks 
earlier; the saved time is the time that would have 
been required to prepare the data for rewriting the 
board.

7.   Cooperative design technology in the future

In this article, we introduced an example of apply-
ing cooperative design methods to the design of an 
SoC for optical access. Through this example, we 

showed that system-level cooperative simulation, at a 
level of precision appropriate and relevant for design 
stages as they progress, is possible for the dedicated 
circuit components, from top-level design to the final 
processes.

In the future, it will become more important to do 
multistage cooperative simulation, from the begin-
ning and in accordance with the design stages, when 
designing SoCs. The future possibilities enabled by 
this sort of design methodology are not limited to 
SoCs. Large-scale systems of even more complexity 
will fall into the scope of this research and we are 
taking on this new challenge. 
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1.   Introduction

The development of a large-scale integrated circuit 
(LSI) begins with the definition of requirements. For 
this, the specifications of the systems in which the 
LSI will be used must first be decided appropriately. 
A media access control (MAC) LSI is a very impor-
tant component in an optical access system because 
these LSIs provide most of the functions of the opti-
cal line terminals (OLTs) and optical network units 
(ONUs), which are the main devices. The MAC LSI 
is classified as a system on a chip (SoC) because it 
contains a central processing unit (CPU), memory, 
and large-scale dedicated logic circuits. When MAC 
LSI development begins, many details of the service 
and system specifications are still undecided, so 
while the specifications are being decided, close 
communication must be kept with internal depart-
ments studying the next-generation systems. For each 
system function, one must decide whether it will be 
implemented in the LSI or by using external compo-
nents. As many functions as possible should be 
placed in the LSI to reduce the number of external 
parts and hence the equipment cost. However, as the 
number of functions in the LSI increases, the cost of 
the LSI itself also increases, so a good balance must 
be found. 

Requirements other than functionality must also be 
decided appropriately, including power consumption 
targets or performance parameters such as frame pro-
cessing speed and processing time.

2.   LSI design

After the LSI requirements have been decided, one 
must decide which of the functions are to be imple-
mented in hardware and which in software. Generally, 
functions that require high performance are imple-
mented in hardware, and ones that require a flexible 
configuration are done in software. For a MAC LSI, 
functionality must be allocated to satisfy the require-
ment that all input frames can be processed, without 
the speed dropping below the wire speed. 

Once the hardware/software assignments have been 
decided, their designs can proceed. We try to keep the 
hardware design as small as possible while meeting 
the performance requirements, but we must also con-
sider the following points:
(1)	� Each function should be able to be modified 

flexibly through configuration. This is so that, 
for example, if standards have not been finalized 
at the development stage, they can be accom-
modated even if they do change without the 
hardware needing to be rebuilt.

(2)	� At the beginning of development, in particular, 
in addition to the functions required for services, 
testing and debugging functions needed during 
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development should also be provided. Examples 
of functions of this sort are a loopback for the 
main signal, various counters, and internal sig-
nal monitoring functions.

The software can be categorized into components 
that access the hardware and those that do not, and the 
software design can proceed more smoothly if the 
hardware-accessing components are designed as 
application programming interfaces.

3.   Coding and verification

The next part of the design is coding. For the hard-
ware, we use a register transfer level (RTL) descrip-
tion with a hardware description language such as 
Verilog-HDL. For the software, we mainly use the C 
language.

Coding is followed by verification testing. Once the 
hardware has been built, making further changes is 
extremely expensive and time consuming, so testing 
must be done before production to eliminate as many 
problems as possible.

For the hardware, in addition to using logical simu-
lation to check operations, we check some of the 
functions by actually running them using field pro-
grammable gate arrays (FPGAs) to emulate the hard-
ware. Verification using FPGAs is discussed in detail 
in the fourth Feature Article in this issue, “Design 
Verification Using Field-programmable Gate Arrays 
for Optical Access Communications SoC” [1].

The operation of the software must ultimately be 
checked on the actual hardware, but as hardware and 
software development proceeds in parallel, the soft-
ware must be tested as far as possible before the 
hardware is complete. For this purpose, a software 
model simulating the hardware is created. This is 
discussed in detail in the second Feature Article in 
this issue, “Cooperative Hardware/software Design 
Technology” [2].

When testing is complete, a logic-synthesis tool is 
used to create a netlist* from the RTL description. 
Once the RTL description has passed all testing, it is 
called the clean file, and a netlist created from this 
clean RTL description is passed to an LSI manufac-
turer for outsourced production.

4.   MAC LSI architecture

Having given a step-by-step explanation of the LSI 
development process above, we now describe the 
architecture of the optical access communications 
MAC LSI.

There are several optical access methods, but as an 
example, we describe EPON (Ethernet passive opti-
cal network) here. There are two types of EPON [4], 
[5]: GE-PON (Gigabit Ethernet passive optical net-
work) with a frame rate of 1 Gbit/s and 10G-EPON at 
10 Gbit/s, but most of the following description 
applies to both equally. An overview of the EPON 
system is shown in Fig. 1. It is composed of an OLT, 
ONUs, optical fibers, and splitters. The OLT, which is 
usually in the provider’s central office, is connected 
to the service network through the service node inter-
face (SNI), and an ONU, which is usually on the 
user’s premises, is connected to the user network 
through the user network interface (UNI). 

The functions required by the OLT and ONU, with 
explanations, are given in Table 1. Each of these 
functions must be implemented either in the LSI or by 
using external components. For LSI implementation, 
each function is designed in a cluster called a func-
tional block. The correspondence between functional 
blocks and these functions is shown in Table 1. The 
functional blocks are divided into two types: (1) func-
tional blocks that receive, process, and transmit 
frames and (2) other functional blocks.

In Table 1, the dynamic bandwidth allocation 
(DBA) and CPU sections are of type (2) and the rest 
are of type (1). The MAC LSI architecture can be 
formed by arranging the type (1) functional blocks in 
the order of frame flow, and connecting type (2) 
blocks to the blocks that they control. Examples of 
OLT and ONU implementations using an LSI with 
this architecture are shown in Fig. 2. As shown clear-
ly in Table 1 and Fig. 2, most of the functions of both 
OLT and ONU are implemented in the MAC LSI. 

The MAC LSIs for the OLT and ONU in Fig. 2 have 
similar structures, but although they may share the 
same name for a functional block, there are differ-
ences in the functional blocks of the OLT and ONU, 
as described below.
(1)	� Within the EPON system, multiple ONUs con-

nect to a single OLT, so all blocks except the 
SERDES (serializer/deserializer), SNI, and 
CPU in the OLT MAC LSI must be able to 
handle multiple ONUs.

(2)	� To implement the PON control function, the 
PON components of the MAC LSI for OLT and 
ONU must each transmit and receive control 
frames according to the well-defined sequence 
for each. The PON control function is described 

*	 Netlist: A netlist describes the connectivity of an electronic de-
sign [3].
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Function

PON
interface*

Optical
transceiver

SERDES

PCS

PON control

Converts optical signal to electric signal and vice versa.

Converts serial signal to parallel signal and vice versa.

Channel coding and error correction

Transmits and receives MPCP frames, maintains logical link,
and adjusts local time for synchronization.

Allocates bandwidth for upstream transmission.

Performs encryption and decryption.

Frame processing based on VLAN tags

Priority queuing of the frames

Interface between service network and OLT

Interface between user network and ONU

Transmits and receives OAM frames.

Authenticates ONUs.

* IEEE802.3/IEEE802.3av compliant

BRG: bridge
ENC: encryption
FEC: forward error correction

OAM: operations, administration, and maintenance
PCS: physical coding sublayer
RAM: random access memory
VLAN: virtual local area network

Temporarily buffers frames and counts accumulated frames
(only in ONU).

Bridges between service network and PON (in OLT).
Bridges between user network and PON (in ONU).

(external
component)

SERDES

FEC

DBA

ENC

PON, CPU
(software)

SNI

(not applicable)

CPU (software)

CPU (software)

BUF, 
external RAM

BRG

(external
component)

SERDES

FEC

(not applicable)

ENC

PON

(not applicable)

UNI

CPU (software)

CPU (software)

BUF

BRG

DBA

Encryption/decryption

VLAN

Priority control

SNI

UNI

Maintenance*

Authentication

Buffer

Bridge

Description Functional block implementing the
function

ONUOLT

Table 1.   Functions of OLT and ONU and functional blocks in MAC LSI.

User network ONU

Splitter

Optical fiber

UNI

User network ONU

UNI

User network Service
networkONU OLT

UNI SNI

Fig. 1.   Outline of EPON system.
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later.
(3)	� Uplink bandwidth allocation is required only in 

the OLT, so only the OLT has the DBA block. 
Conversely, the ONU must notify the OLT of 
accumulated frames, so the accumulated frame 
calculation function is present only in the buffer 
(BUF) section of the ONU.

(4)	� In the PON section for EPON, the downlink is a 
continuous signal, but the uplink is a burst-mode 
signal, so the ONU transmitter and the OLT 
receiver must support burst-mode communica-
tion. Burst-mode communication is described in 
detail in the fifth Feature Article “10-Gbit/s 
Burst-mode Receiver Integrated Circuits for 
Broadband Optical Access Networks” [5].

5.   PON control function

The PON control function is an important function 
that administers the OLT-ONU links. When a new 
ONU connects to the PON, the PON control func-
tions of the OLT and ONU establish a link by 
exchanging multipoint control protocol (MPCP) con-
trol frames in the sequence shown in Fig. 3. The 

process by which a newly connected ONU establishes 
a link is called discovery. Once discovery has been 
completed, MPCP control frames are exchanged 
periodically for link maintenance. 

EPON uses time-division multiple access on the 
uplink, so the OLT and ONU must be synchronized, 
and this is also done by the PON control function. 
With EPON, the OLT internal clock acts as master, 
and ONUs are notified of the time by the transmit 
timestamp set in MPCP control frames. ONUs receiv-
ing this notification adjust their clocks to match. This 
can produce some jitter in the ONU clocks, so the 
ONU’s PON control function must be designed not to 
malfunction owing to clock jitter.

6.   Example of MAC LSI prototype

We have built a prototype LSI for a GE-PON ONU 
as described here. Details of the prototype are given 
in Table 2, and a photograph of the LSI mounted on 
an evaluation board is shown in Fig. 4.
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Fig. 2.   Examples of MAC LSI  block diagrams (top: OLT, bottom: ONU).
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Discovery handshake completed

Discovery GATE
(notify upward transmission timing to unregistered ONUs)

REGISTER_REQ
(register request from an unregistered ONU)

REGISTER_ACK
(response to the REGISTER message)

Repeat after
discovery
handshake
completion

REGISTER
(notify that the register request has been accepted)

Normal GATE
(notify upward transminssion timing)

Normal GATE
(notify upward transmission timing)

REPORT
(notify the number of accumulated frames)

ONU OLT

Fig. 3.   Discovery handshake message exchange.

200 mm

300 mm

Optical
transceiver

MAC LSI

Fig. 4.   Evaluation board with MAC LSI.
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7.   Conclusions and future developments

We described the development process and archi-
tecture for a MAC LSI for optical access communica-
tions and introduced a prototype of the LSI. 1-Gbit/s 
services using the GE-PON optical access system 
have been commercialized. However, the 10-Gbit/s 
rate for 10G-EPON has already been standardized, 
and even faster systems are expected in the future. 
LSI operation speeds are expected to increase slowly 
in comparison with these data transmission rates, so 
new architectures may be needed to handle the rising 
network speeds. Equipment cost reduction and power 
consumption control will also continue to increase in 
importance, so technical development be needed for 
their achievement. Finally, as functionality becomes 
more complex, the scale of LSIs needed for network-

ing will continue to increase, so design technology 
and tools to handle larger-scale LSIs will also need to 
be developed.
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1.   Introduction

The process of evaluating a system on a chip (SoC) 
involves verifying a register transfer level (RTL) 
description. The RTL description is written in a hard-
ware description language and created through speci-
fication design, functional design, and RTL design, as 
shown in the SoC design flow in Fig. 1. The result is 
a verified RTL description, called a clean file, which 
is used next in the large-scale integrated circuit (LSI) 
production process.

SoC evaluation usually takes several times longer 
than SoC design, so as the scale of designs increases, 
the evaluation time is becoming a problem. More-
over, if a problem is discovered during the evaluation, 
the evaluation process can take even longer because 
additional checking is needed after the problem has 
been fixed to ensure that revisions have not affected 
other aspects of the design. Furthermore, the repair 
time and cost for fixing problems found after produc-
tion has begun can be very high, so as much testing as 
possible must be done to eliminate these problems 
beforehand.

To date, SoC testing has generally been done using 
a logic simulator, which is a computer program ((a) in 

Fig. 1). However, simulating the functions of a large-
scale device such as an SoC takes a long time, which 
makes it difficult to test all of the functionality ade-
quately.

2.   Benefits of FPGA testing

To overcome this problem with logic simulation, it 
has recently become more common to conduct test-
ing using field-programmable gate arrays (FPGAs) 
((b) in Fig. 1) in parallel with logic simulation. An 
FPGA is an LSI [1] that can be programmed any 
number of times for the desired logic. In FPGA test-
ing, hardware with the same functionality as the SoC 
is implemented by writing FPGA design data to an 
FPGA mounted on an evaluation board. This data is 
created from the hardware description of the SoC 
design. The functionality is then checked using mea-
suring instruments to input data and evaluate whether 
the intended output data is obtained. FPGAs can 
operate several hundred times faster than a logic 
simulator, so they make possible long-term, continu-
ous testing that is difficult with simulation.

Functionality can also be evaluated under condi-
tions closer to real ones by connecting the evaluation 
board to other equipment and communicating at real 
speeds. FPGA evaluation allows functionality to be 
tested under more conditions than logic simulation 
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and thereby allows for more improvements in design 
quality.

Another major benefit is that in combination with 
software, overall system operation can be tested. In 
this article, we focus on RTL evaluation using 
FPGAs.

3.   Features of FPGA testing for  
optical access communications SoCs

This type of FPGA testing has many benefits, but 
when used to test SoCs for optical access communi-
cations, it must support large-scale systems and 
high-speed communications and make the test shorter 
and easier to perform. Below, we describe how these 
issues are handled. 

3.1   Large-scale systems
An optical-access communications SoC requires a 

variety of functions, from communications using the 
prescribed protocol, to encryption for maintaining 
security and quality-of-service control to maintain 
service quality, so the design data may be large-
scale.

For testing, the design data must be written to 
FPGAs, but a large-scale design may not fit onto a 
single FPGA device. In such cases, the design data 

can be divided and written to multiple FPGAs, but 
this presents the additional issues of how to divide the 
design data appropriately and how to transmit high-
speed signals among the devices.

Communications SoCs are usually organized to 
perform the prescribed processing in order according 
to the signal flow for upstream and downstream sig-
nals. Thus, the design can be divided according to the 
major functions to enable this sort of processing, and 
each function can be implemented in a separate 
FPGA (Fig. 2).

3.2   High-speed communications
The next-generation of optical access communica-

tions SoCs will send and receive data at a high wire-
speed of 10 Gbit/s. FPGA testing allows the design to 
be evaluated at these speeds, so this technology has 
the advantage of evaluating the design under nearly 
real conditions.

When data is transmitted among multiple FPGAs, 
it can be difficult to transmit or receive data between 
devices in some cases owing to delay in the lines 
among FPGAs or to phase differences among the 
FPGA clocks. For this reason, in 10-Gbit/s process-
ing, a 64-bit-wide data frame and control signals are 
sent together with the clock from the sending FPGA 
to the receiving FPGA (Fig. 3). The data is written to 

(b) FPGA evaluation

Design

Specification
design

Functional
design

RTL design

RTL testing

 Tested RTL description
Clean file

LSI
manufacturing

(a) RTL simulation
Implementation

Testing

Fig. 1.   SoC design flow.
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a first-in first-out (FIFO) buffer in sync with the send-
ing FPGA’s clock. It is then read out of the buffer in 
sync with the receiving FPGA’s clock to compensate 
for any phase differences and to maintain high-speed 
communications [2].

The wiring, connectors, and other aspects of the 
FPGA evaluation board are also selected to handle 
high-speed communications.

3.3   Reduced testing time
For large-scale SoCs, all the functional blocks are 

designed and tested in parallel. With conventional 
FPGA testing, frame continuity is not achieved, and 
it is impossible to test all functional blocks or the LSI 

as a whole until the design data for all functional 
blocks has been implemented in FPGAs. Because of 
this, if the design and testing of a particular block is 
delayed and the block has not yet been implemented 
in the FPGA, testing cannot begin, which creates a 
bottleneck for the entire test schedule.

To deal with this issue, various approaches are used 
to replace the FPGA that is behind schedule until it is 
ready in order to prevent major delays in the overall 
test schedule. These include using an FPGA that 
implements only the minimum functionality (a sub-
stitute circuit), one that simply takes a frame from the 
previous block and outputs it in a format acceptable 
to the following block (through circuit), and one that 

Phase difference

Receiver FPGA

Receiver FPGA’s clock

Frame

64 bits

Control signal
Transceiver FPGA

FIFO

Communications 
function block

Internal clock

Fig. 3.   Clock phase differences.

FPGA board

BUF: buffer
DBA: dynamic bandwidth allocation
FEC: forward error correction
G: Gbit/s
IF: interface
PON: passive optical network
SNI: system network interface

10G SNI

1G SNI

10G PON IF

1G PON IF

FPGA 
for
SNI

FPGA
for

FEC

FPGA for 
encryp-

tion

FPGA for
PON
DBA

FPGA for
upstream

BUF

FPGA for 
 downstream 

BUF

FPGA
for

bridge

Fig. 2.   Example of FPGA implementation.
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takes the output from the previous block and sends it 
back as input to the previous block (loop-back cir-
cuit).

Examples of applying these types of circuit at vari-
ous stages of testing (gradual FPGA testing method) 
are shown in Fig. 4. In the early stages of testing, 
none of the block designs are complete, so a through 
circuit is implemented for each one and a loop-back 
circuit is used to perform a frame continuity test (1). 
When the designs of some of the blocks are complete, 
either through or substitute circuits can be used for 
blocks that are still incomplete so that FPGA testing 
of the completed circuits can proceed (2). In this way, 
evaluation can proceed, starting with the blocks com-
pleted first, and at the end, when the designs and 
FPGA implementations for all blocks are complete, 
the overall LSI functionality is tested (3). Before the 
designs for all of the blocks are complete, testing of 
individual functional blocks can proceed (1)–(2), and 
when the design data for all of the blocks is ready, 
testing of the overall LSI is done. This allows testing 
to be completed earlier than with previous approach-
es.

3.4   Easier testing 
An SoC for communications processes frames from 

the communications path, performing forward error 
correction (FEC) to correct errors, encryption to pro-
vide high security, etc. Testing instruments similar to 
local area network (LAN) analyzers are used in 

FPGA testing for communications SoCs, but they 
generally cannot create or receive these types of 
frames, so it is impossible to check functionality 
without performing testing by actually connecting 
together devices of the same type. To resolve this 
issue, we built the test system shown in Fig. 5.

This system consists of a LAN analyzer that 
embeds test data generated on a personal computer 
(PC) in frames and sends them to the FPGA port, and 
an optical line terminal (OLT) FPGA board (see 
“MAC LSI Design Technology for Optical Access 
Communications” [3]) with the circuit being tested as 
well as circuits that encapsulate and decapsulate the 
test data from the frames and send them to the test 
circuit.

Test frames are encrypted and FEC-encoded using 
a program running on the PC, stored in the data seg-
ments of Ethernet frames by the LAN analyzer, and 
input to the OLT FPGA board. On the FPGA board, 
the decapsulation circuit retrieves the encrypted and 
FEC-encoded frames from the Ethernet frames and 
removes the FEC encoding and encryption. Correct 
operation can be checked by comparing the test frame 
with the output frame. This method makes tests simu-
lating communication conditions easy to do using an 
ordinary LAN analyzer.

4.   FPGA evaluation boards

An example of an FPGA evaluation board developed 

(1) Frame transmission test

(2) Partial functional test

(3) Functional test

FPGA 1

Through
circuit

FPGA 2

Through
circuit

Through
circuit

FPGA 3 Frame

Selector

Select signal

Loopback
circuit

FPGA 1

Completed
design

FPGA 2

Substitute 
circuit

FPGA 3

FPGA 1

Completed
design

Completed
design

Completed
design

FPGA 2 FPGA 3

Fig. 4.   Gradual FPGA testing method.
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for an optical access communications SoC is shown 
in Fig. 6. This evaluation board implements OLT 
circuits in multiple FPGAs for FPGA testing.

5.   Future developments

After an LSI has been produced, an LSI evaluation 
board is constructed and the LSI’s system operation 

35 cm

41 cm

SNI
PON

interface

Fig. 6.   PGA board for optical access network SOC.

Test emulating ONUONU

Test pattern
generation
analysis

LAN
analyzer

Decapsulation
circuit

Encapsulation
circuit

OLT
(device

under test)

OLT
(device under test)

PC

FEC-encoded encrypted frame in
Ethernet frame

Test connecting ONU and OLT

FEC or frame encryption

ONU

ONU: optical network unit

Fig. 5.   Test environment for connection test between ONU and OLT.
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is tested. FPGA testing know-how can also be useful 
for this. We plan to study new functionality by using 
the fact that functions on the FPGA board itself can 
also be modified.
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1.   Introduction

NTT’s FLET’S Hikari service, which is a passive 
optical network (PON) system, is currently spreading 
in Japan. In this service, the signal sent from a cus-
tomer’s terminal (optical network unit (ONU)) to the 
optical line terminal (OLT) in the central office is a 
burst signal. Unlike the continuous signals widely 
used with Ethernet and other technologies, burst sig-
nals have no signal at all between data segments. 
Moreover, the distances from customers to the central 
office vary, which affects the signal strength accord-
ingly. This is shown in Fig. 1, where the signal from 
ONU 1 is strong, while that from ONU 2 is weak. For 
the central office to be able to handle such customer 
data, these optical burst signals with differing 
strengths and timings must be converted into electri-
cal signals of fixed intensity and timing. For the next 
generation of optical access communications, this 
functionality must be achieved for data being trans-
mitted at ten times the current speeds.

2.   Receiver architecture

As shown in Fig. 2, the burst-mode receiver [1], [2] 
for an OLT consists of an avalanche photodiode, 
which converts the optical signal into an electrical 
current signal; a transimpedance amplifier (TIA), 
which amplifies and converts the current signal into a 
voltage signal; a limiting amplifier (LA), which con-
verts weak and strong voltages into fixed-amplitude 
voltage signals; and a clock and data recovery (CDR), 
which extracts the timing clock from this signal and 

……Customer
(ONU 1)

Power splitter

Downstream data
(continuous signal)

Upstream data
(burst signal)

Central office
(OLT)

Customer
(ONU 2)

Customer
(ONU n)

Fig. 1.   PON system.
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10-Gbit/s Burst-mode Receiver 
Integrated Circuits for Broadband 
Optical Access Networks
Masafumi Nogawa†, Hiroaki Katsurai, Makoto Nakamura, 
Hideki Kamitsuna, and Yusuke Ohtomo

Abstract
We introduce burst-mode receiver integrated circuits that can respond instantaneously to a suddenly 

arriving optical signal and receive it correctly. They are suitable for the next-generation optical access 
system (10G-EPON: 10-Gbit/s Ethernet passive optical network), which requires a receiver that can 
receive high-speed (10-Gbit/s) optical burst signals, unlike typical receivers which receive continuous 
signals.
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reshapes the signal waveform using the extracted 
clock signal. For a burst-mode receiver, the TIA, LA, 
and CDR need to be burst-mode devices, which are 
denoted B-TIA, B-LA, and B-CDR, respectively.

Below, we discuss the international standard speci-
fications and characteristics of burst-mode receivers.

3.   International standard specifications

The specifications for 10-Gbit/s PON-system 
(10G-EPON (10-Gbit/s Ethernet PON), IEEE 
802.3av) [3] burst-mode receivers, as defined by 

IEEE, are shown in Table 1. For comparison, the 
table also shows the specifications for the 1-Gbit/s 
PON system (GE-PON (Gigabit Ethernet PON), 
IEEE 802.3ah) [4] currently in common use. For the 
10G-EPON system, both 10- and 1-Gbit/s burst sig-
nal rates are stipulated. For signals at each rate, burst-
mode receivers must satisfy the values in the table for 
optical input sensitivity and overload (tolerance to 
strong signals) just like continuous-mode receivers. 
Characteristics particular to burst-mode receivers are 
the response times. For 10-Gbit/s receivers, the 
response times of the TIA and LA are twice those in 

Optical input

Gain control

Key techniques for a burst-mode receiver

Constant output amplitude
& offset cancellation

Positive signal

Negative signal

Clock (timing) extraction
& data recovery

Avalanche photodiode

B-TIA B-LA B-CDR

Fig. 2.   Burst-mode receiver.

Data rate

Response time for TIA + LA

Response time for CDR

Sensitivity

Overload

Bit error ratio

Maximum length of consecutive
identical digits*

1.25 Gb/s

< 400 ns

GE-PON
IEEE 802.3ah

1000BASE- 
PX20-D

< 400 ns

–27 dBm

–6 dBm

< 10–12

5 bits

10.3125 Gb/s

< 800 ns

10G-EPON
IEEE 802.3av

10GBASE-
PR-D3

< 400 ns

–28 dBm

–6 dBm

< 10–3

(with FEC)

66 bits

1.25 Gb/s

< 400 ns

10/1GBASE-
PRX-D3

< 400 ns

–29.78 dBm

–9.38 dBm

< 10–12

5 bits

FEC: forward error correction

*Counted using the encoding method used in the standard.

Table 1. Specifications of burst-mode receivers in PON systems.
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1-Gbit/s receivers, and the time allowed for the CDR 
to extract signal timing has not changed. However, 
the maximum number of consecutive identical digits 
(CIDs) (zero or one) has been increased to 66 bits. 
This means that when a signal begins suddenly after 
a period of no signal, the TIA and LA must adjust the 
amplification, and the CDR must match the signal 
timing within a short time (although it is 1.5 times the 
previous time). On the other hand, each integrated 
circuit (IC) must not change state within a CID period 
(the same as when there is no signal) that is over 13 
times longer than that specified for 1 Gbit/s. These 
requirements appear to conflict: they require a fast 
response while also requiring that the state does not 
change.

4.   Burst-mode receiver circuits

Below, we introduce receiver circuits that satisfy 
the particular requirements of burst signals.

4.1   �Burst-mode transimpedance amplifier (B-
TIA)

A block diagram of a B-TIA [5] is shown in Fig. 3. 
In order to respond to a sudden input signal and 
instantly set the gain optimally, the circuit switches 

between two feedback resistor values Rf. When the 
input signal is weak, a high feedback resistance is 
used for high gain, and when the input signal strength 
exceeds a set value, the TIA switches to a low feed-
back resistance for lower gain. Existing circuits either 
do not switch feedback resistance or vary it continu-
ously. In the former case, when the sensitivity is set to 
handle weak signals, strong signals produce signal 
distortion, while when it is set to handle strong sig-
nals, the sensitivity is not enough for weak signals. In 
the latter case, when the response time controlling the 
feedback resistance is fast, sensitivity changes during 
a CID period. If the response is made slower to prevent 
this, the burst response is somewhat slower, which is 
a drawback. Switching between two values allows for 
a fast response, and a comparator that has hysteresis 
is used to preserve the post-switching state, which 
enables good CID reception.

4.2   Burst-mode limiting amplifier (B-LA)
A block diagram of a B-LA [6] is shown in Fig. 4. 

The basic function of the LA is to receive an input 
voltage signal with a varying amplitude (ranging 
from small to large) and to output a fixed-amplitude 
signal. For burst signals, another function is also 
important: the B-LA adjusts the voltage levels of 

Avalanche
photodiode

IN

Dummy

2-step gain switching

Feedback resistor Rf

Output buffer

OUTP

OUTN

Reset

IN: input
OUTP: positive output
OUTN: negative output

Level
adjust

Rf switching signal

Hysteresis
comparator

Rf

Fig. 3.   Block diagram of B-TIA.
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positive and negative signals quickly (see Fig. 2), 
which is called offset cancellation. When a burst sig-
nal arrives after a period of no signal, the positive 
input (INP) of the LA goes to high with respect to a 
fixed center level and the negative input (INN) goes 
to low. The LA output signal first appears when the 
positive and negative signals cross, so to reduce the 
amount of time until a signal is output, a means of 
ensuring fast offset cancellation is needed. In the first 
offset cancellation stage in Fig. 4, the average level of 
the negative output of the first stage is fed back to the 
positive input and vice versa. This causes both signals 
to approach the same potential. We get a second-
order filter effect by connecting two such circuits in 
series. With a second-order filter, the first state 
change is slow and the subsequent change is fast. 

Therefore, while reducing the level variation due to 
CID, the second-order filter can cancel the offset 
quickly for both positive and negative signals at the 
beginning of a burst and can reduce the time until the 
burst signal is output. 

4.3   �Burst-mode clock and data recovery (B-CDR)
A block diagram of a B-CDR circuit [7] is shown in 

Fig. 5. This CDR is based on a gated voltage-con-
trolled oscillator (GVCO) that has the fastest syn-
chronization time to the input signal. When the input 
signal rises from low to high, a pulse is output from 
the gating circuit. When this pulse is input to a NAND 
gate, which is one of the ring gates in GVCO1, the 
clock timing of GVCO1 adjusts to the data in that 
single pulse. Since the matching of the timing is so 

2-stage auto-offset cancellation

Low-pass filter Low-pass filter

INP

INN

OUTN

OUTP

Fig. 4.   Block diagram of B-LA.

Input data

Pulse width distortion compensation

Pulse width
adjuster

Pulse width
detector

GVCO1 GVCO2

Control

Frequency-locked loop

Reference clock

Jitter reduction

DEC

BufGating

Recovered data

Recovered clock

Fig. 5.   Block diagram of B-CDR.
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fast, any jitter in the input signal appears as-is in the 
output clock of GVCO1, so synchronization loss 
problems may occur in later-stage circuits. Moreover, 
when the high width of an input signal is much 
shorter than the low width, the decision circuit (DEC) 
produces a false detection. For this design, a second 
oscillator (GVCO2) is placed in series with the first. 
By inputting the output clock from GVCO1 attenu-
ated in the buffer (Buf), we were able to obtain a 
stable output clock that was less affected by the jitter 
in the input signal. Moreover, by adding a feedback 
loop that monitors the input signal pulse width and 
compensates for its distortion, we were able to make 
the pulse widths for high and low symbols close to 
one another.

5.   Burst-mode receiver characteristics

Micrographs of IC prototypes of the B-TIA, B-LA, 
and B-CDR for the burst-mode receiver are shown in 
Fig. 6. We selected a silicon process to fabricate these 
ICs, putting priority on high-volume production and 
low cost considering that they are for access network 
services. Taking into consideration their high-fre-
quency characteristics, we housed each IC in a pack-
age for high-speed IC applications, mounted each 
package on an evaluation board, and evaluated their 
characteristics as a burst-mode receiver. 

The evaluation results are shown in Fig. 7. We var-
ied the power of the input optical burst signal and 

measured the bit error ratio (BER) in the output signal 
payload. To ensure that measurements reflected the 
receiver’s longest (worst-case) possible response 
time, we input a signal of the maximum strength indi-
cated in the specifications directly before inputting a 
signal of the strength being measured. Points labeled 
2R are the BERs for the TIA + LA output, while 3R 
is the BER that also includes the CDR. For both 10 
Gbit/s and 1 Gbit/s, the receive sensitivity and over-
load values met those in the standards specifications 
shown in Table 1. The receiver can set the gain and 
adjust the timing within a preamble time of 200 ns. 
This indicates that the receiver achieves a very fast 
burst-response time of less than one sixth of the 1200 
ns specified in the 10G-EPON standard.

6.   Future developments

In the future, we plan to use this technology in our 
research and development of higher-layer LSIs to 
promote the use of 10G-EPON in Japan and around 
the world and to develop circuit techniques with even 
better energy-saving characteristics, as this becomes 
more and more important. 

Avalanche photodiode

B-TIA B-LA B-CDR

Fig. 6.   Micrographs of the receiver ICs.
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1.   Introduction

Communication traffic has grown owing to the 
rapid growth of the Internet and broadband services. 
The technological progress in high-speed and large-
capacity optical transmission and the optical devices 
for optical transmission systems have supported the 
evolution of information and communications tech-
nology. Trends in the transmission capacity of the 
core network are shown in Fig. 1. From 1980 to the 
beginning of the 1990s, electrical time domain multi-
plexing (ETDM) based on on-off keying was the 
major technology in optical transmission systems. In 
ETDM systems, high-speed optical and electrical 
devices as well as optical fiber amplifiers were the 
keys to achieving high-speed long-haul transmission 
systems. The total transmission capacity reached 10 
Gbit/s. In the 1990s, wavelength division multiplex-
ing (WDM) led to rapid progress in transmission 
capacity owing to the appearance of optical filters 
providing optical multiplexing and/or demultiplexing 
functions. Arrayed-waveguide grating (AWG) tech-
nology based on silica-based planar lightwave cir-
cuits (PLCs) [1] played an important role in achiev-
ing those functions with excellent stability, robust-
ness, and reliability. Since silica-based glass wave-
guides are formed on the Si substrate in PLC technol-
ogy, this technology can provide various functions 
with a very small die area, such as optical multiplex-

ing/demultiplexing, optical switching, and optical 
attenuation [2]. Here, the optical switching and 
attenuation is achieved by Mach-Zehnder interferom-
eters with thermo-optic heaters. These PLC technolo-
gies are applied to key optical components for not 
only core networks but also metro-area networks. For 
example, reconfigurable optical add/drop multiplex-
ers (ROADMs), which feature low latency, flexibility, 
and upgradability, have been developed using PLC 
technology. In an ROADM switching module, highly 
integrated PLC technology containing the AWG and 
optical switches and hybrid integration technology 
have been used to achieve a compact and highly func-
tional OADM [3].

The latest 40-Gbit/s × 40 wavelengths WDM sys-
tem has been deployed in the core network, and total 
transmission capacity has reached 1.6 Tbit/s. To keep 
up with the demand for rapid growth of communica-
tion traffic, new technologies supporting 10-Tbit/s 
optical transmission systems based on 100 Gbit/s per 
channel (ch) are expected. One attractive candidate 
technology for 100-Gbit/s-based WDM systems is 
digital coherent transmission, which combines coher-
ent detection and digital signal processing [4]. In the 
next section, we review the transmitter/receiver con-
figurations for various optical modulation formats 
and describe the integrated optical device techniques 
for digital coherent technology.

Feature Articles: R&D of Optical Component Technologies 
for 100-Gbit/s Digital Coherent Communications
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This article outlines progress in optical device technologies for photonic networks, focusing on inte-

grated optical device technologies for digital coherent optical transmission technologies. With the rapid 
spread of fiber to the home (FTTH), broadband video services and mobile Internet devices now require 
a highly functional optical network infrastructure with a large capacity.
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2.   Optical modulation formats and  
optical transmitter/receiver configurations

The configurations of optical modulators and 
receivers for various optical modulation formats as 
well as the relationship between symbol and data 
transmission rates are summarized in Fig. 2. The on 
and off optical signals were generated in the optical 
modulator according to the signal information of “1” 
and “0” in on-off keying (OOK) direct detection 
modulation. OOK was widely applied to systems 
with data transmission rates up to 10 Gbit/s because 
it lets us make a simple optical modulator and receiv-
er configuration. To achieve even greater capacity 
and long-distance transmission, the important techni-
cal issue is how to increase the spectral efficiency 
while maintaining the tolerance of the optical signal-
to-noise ratio. In order to achieve this, optical phase 
shift keying schemes such as differential phase shift 
keying (DPSK) and differential quadrature phase 
shift keying (DQPSK) have been investigated. For 
example, DQPSK has been applied to the abovemen-
tioned 40-Gbit/s/ch WDM systems. In the case of 
DQPSK, 2-bit signals are modulated and assigned to 
four optical phases, which results in a two-fold 

improvement in spectral efficiency compared with 
OOK. DQPSK is thus able to relax the limitations on 
both optical bandwidth and transmission distance due 
to chromatic dispersion. Polarization division multi-
plexed quadrature phase shift keying (PDM-QPSK) 
with coherent detection is being investigated for the 
next-generation 100-Gbit/s/ch systems. PDM-QPSK 
multiplexes two QPSK signals in the polarization 
domain. It has the great advantage of mitigating the 
problems of increasing both the electrical analog 
amplification bandwidth and the digital signal pro-
cessing speed because it can reduce the symbol rate 
to 1/4 of the data transmission rate. As shown in Fig. 
2, the configurations of modulators and receivers 
become complicated when phase shift keying and 
polarization multiplexing are used. This indicates that 
highly functional and integrated optical device tech-
nology, which provides a small size and low cost, will 
be important to support future large-capacity optical 
transmission systems.

3.   Digital coherent technology and  
optical front-end configurations

Digital coherent technology combines coherent 
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detection and digital signal processing at the receiver 
side and enables us to use various modulation for-
mats. The transmitter and receiver for a digital coher-
ent system using PDM-QPSK modulation format are 
shown in Figs. 3 and 4, respectively. Here, the signal 
data transmission rate is 128 Gbit/s when a forward 
error correction code that allows a 20% increase in 
the data rate is used. The transmitter consists of a 
digital signal processor, a light source, an optical 
modulator, and modulator drivers, as shown in Fig. 3. 
Here, the optical modulator comprises two QPSK 
modulators and a polarization beam combiner (PBC). 
On the other hand, the receiver consists of a local 
oscillator (LO) light source, optical receiver front-
end, analog/digital convertors (ADCs), and a digital 
signal processor, as shown in Fig. 4. First, the optical 
phase information is recovered by mixing the input 
optical signal with the LO light, and then the signals 

are converted into electrical signals and linearly 
amplified in the front-end. After that, the electrical 
signals are sampled by the ADCs, and the original 
data signals are then recovered in the digital signal 
processor by using a phase and amplitude estimation 
algorithm. Here, the use of the digital signal process-
ing has three important features, which is quite differ-
ent from the previous technologies: 1) stable phase 
synchronization between the received optical signal 
and the local light as well as stable polarization 
demultiplexing, 2) both adaptive polarization disper-
sion compensation and chromatic dispersion com-
pensation through the use of sophisticated digital fil-
ter technology, and 3) flexible selection of various 
modulation formats with minimum modification of 
the hardware.
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4.   Optical modulator for 100-Gbit/s  
digital coherent technology

Mach-Zehnder interferometers have been widely 
used as optical amplitude modulators for conven-
tional OOK systems. In this case, the optical phase 
difference of the interferometer is controlled by 

external data signals. When the phase difference is 0°, 
the output optical signal is on, while when the phase 
difference is 180°, the output optical signal amplitude 
is off. On the other hand, in QPSK modulation, the 
phase of the interferometer must be controlled in the 
range from 0° to 360°, which means that QPSK opti-
cal modulators require twice the driving voltage that 
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conventional amplitude modulators do. In addition, a 
polarization multiplexing function, which combines 
two QPSK signals in the X and Y polarizations, is 
indispensable for PDM-QPSK signal generation. 
Therefore, the PDM-QPSK optical modulator must 
satisfy two requirements: a low driving voltage and 
the integration of two QPSK modulators and a PBC. 
As the material for conventional optical modulators, 
LiNbO3 has been widely used. It features low chirp 
and low insertion-loss characteristics. However, there 
are technical issues in the monolithic integration of a 
complicated low-loss waveguide and PBC in order to 
construct a complicated optical modulator for PDM-
QPSK. NTT Photonics Laboratories has been inves-
tigating PLC-LiNbO3 hybrid technology for those 
complicated multilevel optical formats [5], [6]. In this 
technology, various kinds of optical components like 
optical couplers, PBCs, and splitters are monolithi-
cally integrated on the PLC, while LiNbO3 is just 
used for optical phase modulation. Since a PLC can 
provide various functions in a small size with high 
reliability, hybrid technology is advantageous in 
terms of flexibility for various modulation formats, 
like PSK and QAM (quadrature amplitude modula-
tion), and scalability to advanced modulation formats 
[5], [6]. 

5.   Optical receiver devices for 100-bit/s  
digital coherent technology

Key optical devices for the digital coherent receiver 
are the optical receiver front-end and LO light source, 
as shown in Fig. 4. The receiver front-end consists of 
optical polarization splitters, 90° optical hybrids, 
photodiodes, and transimpedance amplifiers (TIAs) 
[7]. To make small low-cost receivers, technology for 
integrating these optical and electrical devices is of 
great importance. The passive optical circuits, for 
demultiplexing polarization components and mixers 
for mixing an optical signal with an LO light, are 
required to have a high polarization extinction ratio at 
the polarization demultiplexers and a low phase error 
at the mixers. They have conventionally been imple-
mented using optical fiber or free-space optics tech-
nologies. However, those technologies cannot easily 
provide stable operation with a small size. One prom-
ising approach is the application of PLC technology 
to the monolithic integration of these two functions 
because a PLC can monolithically integrate 90° 
hybrids, couplers, and a polarization beam splitter 
(PBS) on a single Si-substrate [8]. As for the conver-
sion of optical signals to electrical ones in the front-

end receiver, the following three performances are 
required: 1) broadband characteristics able to handle 
a data rate of 32 Gbit/s, 2) a wide dynamic range for 
the optical signal input intensity, and 3) linear ampli-
fication with low variation in output voltage swing, 
phase, and skew in each output channel. The TIA is 
required to provide not only the functions of auto-
gain control and output voltage swing adjustment, but 
also high-gain, broad-bandwidth, low waveform dis-
tortion, and low dynamic skew at the same time. To 
cope with these requirements, several TIAs that use 
high-speed and high-breakdown voltage device tech-
nologies such as SiGe BiCMOS (bipolar complemen-
tary metal oxide semiconductor) and InP HBTs (het-
erojunction bipolar transistors) are being investigat-
ed.

As for the LO light source, both low phase noise, 
i.e., narrow spectral line width and high output power, 
are required because the optical frequency stability 
affects the phase extraction stability, especially in 
intradyne coherent detection, and high LO light 
power is useful for obtaining higher signal input sen-
sitivity. NTT Photonics Laboratories has already 
demonstrated an L-band tunable laser diode array 
module that provides a narrow linewidth of less than 
580 kHz and high fiber output power of 20 mW [9]. 
An integrable tunable laser assembly, which inte-
grates light wavelength control with a tunable laser 
source in one module, will be important for achieving 
a small transmitter and receiver board. Standardiza-
tion for the abovementioned optical components for 
100-Gbit/s/channel digital coherent transmission, 
such as optical modulators, integrated optical front-
ends, and LO light sources, is currently under way in 
the Optical Internetworking Forum (OIF) [10]. We 
will continue to improve our optical device and inte-
gration technologies to obtain much higher perfor-
mance and to contribute to future network evolution 
by providing new optical device technologies.

6.   Conclusions

A 100-Gbit/s/channel system based on digital 
coherent technology is considered to be a promising 
candidate for next-generation large-capacity long-
distance optical communication systems. The optical 
components required for such systems, such as a 
PDM-QPSK optical modulator, integrated receiver, 
and local light source, are under development. Opto-
electrical integration technologies, which enable us 
to construct small, low-cost, and highly functional 
optical components, will play an important role in 
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providing cost-effective transmission equipment for 
future 100-Gbit/s/ch and post-100-Gbit/s/ch optical 
communications.
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1.   Introduction

The rapid increase in Internet traffic has accelerated 
the growing demand for greater traffic capacity in 
recent years. Dense wavelength-division-multiplex-
ing (DWDM) techniques have been developed to 
increase the transmission capacity by increasing the 
number of wavelength channels. In commercial pho-
tonic network systems, 80–100 wavelength channels 
are multiplexed on one optical fiber. Early DWDM 
systems used fixed-wavelength lasers as light sourc-
es, which meant that many kinds of optical transceiv-
ers were needed for the wavelength channels. The use 
of tunable lasers, which can operate at any channel 
wavelength, means that only one kind of transceiver 
is needed, so the inventory cost can be reduced. Vari-
ous kinds of tunable laser have already been devel-
oped for this purpose [1]. Tunable lasers are now 
widely used as light sources in DWDM systems.

However, it is difficult to increase the number of 
wavelength channels and thus further expand the 
transmission capacity owing to the wavelength range 
limitation of the optical fiber amplifier. Therefore, a 
lot of research has concentrated on increasing the 
signal data rate per wavelength channel. In commer-
cial systems, the fastest data rate per channel is 40 
Gbit/s. In next-generation systems, it will be 100 

Gbit/s, and an advanced modulation/detection tech-
nique, namely a digital coherent system, is expected 
to be used. In such systems, the tunable lasers are 
used both as a light source in the transmitter and as a 
local oscillator in the receiver. In digital coherent 
systems, the light sources must have low phase-noise 
characteristics because the phase of the lightwave is 
used as information.

This article reviews techniques for reducing the 
phase noise of tunable lasers. The required perfor-
mance of the light source in digital coherent systems 
is described, and the development status of an appli-
cable tunable laser is reported. Moreover, narrow-
linewidth operation is demonstrated in a widely tun-
able laser array with stable lasing characteristics.

2.   Light sources in digital coherent systems

An intensity modulation/direct detection (IM/DD) 
technique called on-off keying (OOK) is used in opti-
cal networks with a data rate of 10 Gbit/s or less. As 
shown in Fig. 1(a), in OOK a data bit [1, 0] is allo-
cated to the intensity of the light. The IM/DD method 
is widely used because it has the simplest optical 
component configuration and the most cost-effective 
method. However, it is difficult to use IM/DD for 
long-haul transmission with a data rate over 10 Gbit/s 
because of various limitations such as fiber disper-
sion, limited wavelength channel spacing, and the 
speed limitations of electrical circuits. To avoid these 
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limitations, a phase-shift-keying/differential detec-
tion method is used in 40 Gbit/s systems, and a phase-
shift-keying/digital coherent detection method will 
be used in next-generation 100-Gbit/s systems. To 
make best use of the limited wavelength resource, a 
multilevel modulation format is used in 100-Gbit/s 
systems. Quadrature phase shift keying (QPSK) is a 
four-level modulation format. As shown in Fig. 1(b), 
four phase states [p/4, 3p/4, 5p/4, 7p/4] of the light-
wave are allocated to two data bits [11, 01, 00, 10]. As 
a result, the data rate is twice that of a binary modula-
tion signal for the same baud rate. Polarization multi-
plexing is also used, so the data rate is doubled. Thus, 
the four-level modulation format and polarization 
multiplexing enable four 25-Gbaud signals to gener-
ate a 100-Gbit/s data signal. Since the baud rate is 
suppressed to only 25 Gbaud, the modulation spec-
trum bandwidth is also suppressed to less than 50 
GHz. Therefore, this method can be introduced into a 
DWDM system with a 50-GHz grid spacing. On the 
receiver side, the phase state of the signal is detected 
with a coherent detection scheme, where the relative 
phase of the signal is compared with the phase of a 
local light source. And a polarization diversity tech-
nique is used for the signal polarization state. In digi-
tal coherent systems, a tunable laser is also used on 
the receiver side.

In IM/DD systems, the phase noise of the laser is 
not an issue because the phase is not used as informa-
tion. On the other hand, it is a critical issue in digital 

coherent systems, as described below. In a digital 
coherent receiver, the frequencies of the local and 
signal lights should not be exactly the same. The fre-
quency offset is compensated for in a digital signal 
processor. Although this can compensate for low-
speed variations in the phase or frequency, it cannot 
compensate for high-speed variations due to the 
intrinsic phase noise of the light sources. Therefore, 
the phase noise characteristics of the light sources 
have a great influence on system performance. The 
spectral linewidth is often used as an index of the 
amount of phase noise. As shown in Fig. 2, when the 
linewidth is sufficiently narrow, the phase state can be 
clearly detected in the constellation map. As the line-
width increases, the phase angle variation increases 
and the phase state can no longer be identified. In a 
100-Gbit/s system, a linewidth of 1 MHz or less is 
required for both the transmitter light source and the 
local light source [2].

3.   Widely wavelength tunable lasers

In the last ten years, various kinds of tunable lasers 
have been developed, and their performance has been 
greatly improved. A tunable laser consists of a semi-
conductor gain region and a wavelength-tunable opti-
cal filter. The wavelength is tuned by changing the 
filter wavelength. Tunable lasers are classified into 
three structural types: an external cavity laser [3], a 
distributed feedback (DFB) laser array [4], and a 
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distributed Bragg reflector (DBR) laser [5]–[7]. All 
of these laser structures provide a tuning range of 
more than 35 nm, which is required for DWDM sys-
tems. The features of the three lasers are summarized 
in Table 1. 

The external cavity laser consists of a gain chip and 
spatially separated external optical filters, which are 
packaged into a compact optical module by using a 
hybrid integration technique. This type can easily 
provide a wide tuning range because optimum optical 
filters can be selected. For example, external cavity 
lasers with thermally tunable silicon etalon filters 
have been commercialized for use in tunable trans-
ceivers [8]. Generally, the cavity length is long, and a 
narrow linewidth of less than 100 kHz can be easily 
achieved. This laser is a strong candidate for a light 
source for digital coherent systems. Its drawbacks are 
that complex tuning control is needed to suppress 
mode hopping and that it has many optical parts.

The DFB laser array is based on the DFB laser, 
which has been widely used in commercial optical 
networks for a long time. The tuning range is expand-
ed by integrating DFB lasers of different wavelengths. 
An excellent feature of this laser is its mode stability 
and reliability owing to its mode-hop-free tuning 

characteristics. Moreover, it is suited to mass produc-
tion because it is a monolithic chip. Its drawback is its 
slow wavelength tuning, which is achieved through 
temperature control. DFB array lasers are widely 
used in current 10-Gbit/s systems. The linewidth of 
the conventional DFB laser is several megahertz. 
However, a narrower linewidth can be obtained by 
optimizing the cavity structure. Linewidth reduction 
of a DFB laser array is described in detail in the next 
section. 

A DBR laser is also a monolithic chip. The wave-
length can be tuned by controlling the refractive 
index of the semiconductor-based DBR. Generally, 
the refractive index is changed by a carrier plasma 
effect induced by current injection. Therefore, the 
tuning time is a short as a few nanoseconds. Its draw-
back is that the linewidth is increased when the tuning 
current is injected. However, it has been reported that 
a DBR-type laser with heaters for temperature-based 
wavelength tuning has a narrow linewidth even dur-
ing wavelength tuning [9]. 

As described above, all three laser types have both 
advantages and disadvantages, and they will be used 
according to the required application.

Laser structure

External cavity laser

DFB laser array

DBR laser

Linewidth

Excellent

Good

Fair

Features

Hybrid integration

Mode-hop free, stable

Current tuning, high-speed switching

Table 1. Wavelength-tunable lasers.
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Fig. 2.   Influence of laser linewidth in coherent systems.
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4.   Narrow-linewidth tunable DFB laser array

We have developed a tunable DFB laser array 
(TLA) [10], [11] because stable mode characteristics 
are a great advantage in photonic networks. We have 
reduced its spectral linewidth, as described below, to 
make it applicable to 100-Gbit/s systems. 

The linewidth in semiconductor lasers is propor-
tional to the ratio of the spontaneous emission noise 
to the total photon number in the laser cavity [12]. In 
general, the linewidth can be reduced because the 
total photon number increases if the laser cavity is 
lengthened. We fabricated TLAs having longer-cavity 
DFB lasers and confirmed the linewidth characteris-
tics. Photographs of the TLA chips are shown in 
Fig. 3. The TLA consists of an array of 12 DFB 
lasers, a 12 × 1 multimode interference (MMI) opti-
cal coupler, and a semiconductor optical amplifier 
(SOA). The output light from each DFB laser is intro-
duced into the MMI coupler through an S-bend wave-
guide, and the light from the MMI coupler is ampli-
fied by the SOA. The length of the SOA region is 
1200 µm. We fabricated three types of TLA with DFB 
laser lengths of 450, 900, and 1500 μm. The three 
types have the same structure except for the DFB 
laser length. The DFB lasers and SOA have an active 
layer composed of compressively strained multiple 
quantum wells, which is designed to achieve low 
threshold operation over a wide DFB laser tempera-
ture range. The passive waveguide regions consist of 
an InGaAsP bulk layer with a bandgap wavelength of 
1.3 μm. The waveguide was formed with a buried 
heterostructure of p-n current blocking layers. A l/4-

shifted grating was formed on the DFB laser region 
by electron beam lithography and wet etching to 
determine the lasing wavelength precisely. The wave-
lengths of the lasers were initially set to roughly those 
specified in the ITU-T grid [13] with a spacing of 400 
GHz by designing the grating pitch, which corre-
sponds to wavelength tuning with a temperature 
change of 35ºC (ITU-T: International Telecommuni-
cation Union, Telecommunication Standardization 
Sector). Therefore, the TLA can be operated at an 
arbitrary optical frequency within a range of 4.8 THz 
(= 12 × 400 GHz). 

The TLA chip was packaged in a butterfly-type 
pigtail module together with a wavelength locker. 
The chip contained two thermoelectric coolers: one 
for the laser and the other for the wavelength locker. 
It also had two lenses for optical coupling and an 
optical isolator. The optical coupling efficiency from 
the chip output to the fiber was about -2 dB. The spec-
tral linewidth on the 97 frequency grids with a 50-
GHz spacing is shown in Fig. 4. To adjust the fre-
quency on the ITU-T grid, we controlled the laser 
temperature in the 15–50°C range. The current to the 
SOA was controlled to maintain fiber output power of 
20 mW (13 dBm). The three TLAs covered a fre-
quency range of 4.8 THz. A side-mode suppression 
ratio of more than 45 dB was obtained for all the fre-
quency grids. We measured the spectral linewidth 
with a delayed self-heterodyne method using a 5-km 
single-mode fiber and a 150-MHz acoustic-optic 
modulator. The linewidths of the TLAs with DFB 
laser lengths of 450, 900, and 1500 μm were 1–3 
MHz, 300–600 kHz, and 90–160 kHz, respectively. 

450 µm

900 µm

1500 µm

DFB laser lengthSOACouplerDFB-laser

Fig. 3.   Photographs of TLA chips with different laser lengths.
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Thus, the linewidths improved with increasing cavity 
length. The linewidth of a TLA with a DFB laser 
length of 900 or 1500 μm is less than 1 MHz, which 
meets the requirement for a 100-Gbit/s system.

5.   Conclusions

For the 100-Gbit/s system now being developed as 
a next-generation optical communication system, we 
have developed a high-performance tunable laser 
array with low phase-noise characteristics. Narrow 
linewidth operation of 90–160 kHz was demonstrated 
using a TLA with 1500-μm-long DFB lasers. In addi-
tion to the linewidth characteristics described here, 
the tunable laser requires higher power, a wider tun-
ing range, and lower power consumption. Research 
and development will continue with the aim of 
obtaining tunable lasers with even better perfor-
mance.
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1.   Introduction

Future large-capacity wavelength-division-multi-
plexing (WDM) transmission systems will require 
advanced spectrally efficient multilevel modulation 
formats, such as N-level phase-shift keying (N-PSK), 
N-level quadrature amplitude modulation (N-QAM), 
and orthogonal frequency-division multiplexing 
(OFDM), combined with polarization-division multi-
plexing (PDM) [1]. High-level QAMs have been used 
in the latest record-setting experiments: transmission 
of 69.1 Tbit/s using PDM-16QAM [2], the highest 
spectral efficiency (SE) for 100-Gbit/s/ch-class trans-
mission of 9.0 bit/s/Hz with PDM-64QAM [3], and 
the highest potential SE of 12.4 bit/s/Hz with PDM-
512QAM [4] (ch: channel). OFDM is promising not 
only for achieving a high SE [5], but also for enabling 
a bandwidth-variable optical network for efficient use 
of the spectral resource [6].

To accomplish those advanced modulations, multi-
level electronics, such as arbitrary waveform genera-

tors or digital-to-analog converters, have been used in 
many transmission experiments [3], [4], [7]. They let 
us cover various modulation formats with a simple 
optical setup. On the other hand, optical multilevel-
signal syntheses, in which only binary electronics are 
used, have also been studied extensively [2], [5], 
[8]–[22]. Those schemes are promising for high-
speed multilevel modulations because binary elec-
tronics pose fewer challenges for high-speed opera-
tion than multilevel electronics do [13], [15], [16].

In this article, we briefly review technologies for 
optical multilevel-signal syntheses and describe our 
recent work on integrated multilevel optical modula-
tors using a hybrid configuration of silica planar 
lightwave circuits (PLCs) and LiNbO3 (LN) phase 
modulators.

2.   Optical multilevel-signal syntheses and 
integrated optical modulators

There have been many studies in which multilevel 
optical modulations are achieved with combinations 
of simple commercially available modulators, such as 
Mach-Zehnder modulators (MZMs), straight phase 
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modulators, and I/Q modulators with a dual-parallel 
MZM configuration (I: in-phase component, Q: 
quadrature component). By connecting those modu-
lators in tandem and adjusting the amplitude of each 
binary driving signal to an appropriate value, 
researchers have achieved multilevel modulations, 
such as 8PSK [8], 16APSK [9], [10], 8QAM [11], 
and 16QAM [11], with high baud rates (ASPK: 
amplitude and phase key shifting).

Integrated multilevel modulators have also attracted 
much attention [12]–[22]. The integration provides 
two major advantages. First, the transmitter setup is 
significantly smaller. Second, we can connect modu-
lator components in parallel much more easily than in 
the case of discrete modulators because integration 
eliminates fiber connection, which causes optical-
phase fluctuation. A parallel configuration enables us 
to use superposed modulation, which was originally 
demonstrated with high-speed microwave transmis-
sion [23]. Integrated modulators for 16QAM have 
been demonstrated with several configurations, such 
as a quad-parallel MZM configuration fabricated 
with LN and PLCs [12], a five-arm configuration 
with quad-parallel electro-absorption modulators 
fabricated with InP [13], and a dual-parallel dual-tan-
dem MZM configuration fabricated with LN [14].

In multilevel modulator design, it is worth exploit-
ing a particular characteristic of MZMs. When the 
MZM is driven in a push-pull condition with a signal 
amplitude of 2Vp (binary PSK mode), the output 
optical signal has smaller distortions in symbol levels 
than the driving electrical signal. This is because the 
output optical field of the MZM varies sinusoidally 
with the driving voltage [15]. For various modulation 
formats, transmitter configurations with only 2Vp 
MZMs have also been investigated [15], [16]. The 
key to implementing those all-2Vp-MZM configura-
tions is the integration of MZMs and high-quality 
passive optics because accurate control of the relative 

optical amplitude and phase in each optical path is 
required.

To achieve such integrations with high performance 
levels, we have been developing hybrid integration 
technology for PLCs and LN phase modulators.

3.   PLC-LN modulators

3.1   Basic structure and concept
The basic structure of a hybrid-integrated PLC-LN 

modulator is shown in Fig. 1. We use an LN chip 
containing an array of simple straight phase modula-
tors and PLCs containing all the other circuit compo-
nents, such as couplers and filters. This structure 
combines the large electro-optic bandwidth of LN 
and the excellent transparency and design flexibility 
of PLCs. Another advantage is that this configuration 
is highly scalable because we can increase the inte-
gration level by increasing the number of phase 
modulator arrays in the LN chip and devising PLCs 
with corresponding complexity. As shown in Fig. 2, 
we have developed various modulators with increas-
ing integration levels [17]–[22]. Each modulator cir-
cuit consists only of 2Vp MZMs and passive compo-
nents. Below, we describe PLC-LN modulators based 
on PDM-QPSK for 100 Gbit/s and based on OFDM-
QPSK and 64QAM for post-100G applications. We 
also briefly describe a modulator with a selectable 
modulation level for post-100G applications.

3.2   100-Gbit/s PDM-QPSK modulator
The configuration of the PDM-QPSK modulator 

[19] utilizing PLC-LN integration technology is 
shown in Fig. 3(a). Eight straight phase modulators 
with four high-speed signal electrodes in a Z-cut LN 
chip and thirteen couplers in PLCs make up two 
QPSK modulator circuits connected in parallel. In 
addition, a polarization multiplexing circuit, consist-
ing of a polarization rotator with a half-wavelength 

PLC

PLC

LN

Couplers, filters, etc.

Straight-line
phase modulators

Fig. 1.   PLC-LN structure.
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plate, and a waveguide polarization beam combiner 
(PBC) are connected to their output. A PLC-type 
PBC is a compact Mach-Zehnder interferometer 
(MZI) about 10 mm in length and has an excellent 
polarization extinction ratio of greater than 25 dB 
over the whole C-band wavelength range [24]. A pho-

tograph of this module is shown in Fig. 3(b). The 
module package size is 118 mm × 13.5 mm × 7 mm. 
Including the fiber boots on both sides, it is 131 mm 
long, which approaches the smallest size ever report-
ed.

Typical characteristics of a 100-Gbit/s PDM-QPSK 

QPSK1

QPSK2 YQ

YI

XQ

XI

LN

TM

TM
TM+TE

TE
PBC

PLC-L

(a)

(b)

100G PDM-QPSK Modulator

PLC-R

HWP

HWP: half-wavelength plate
PLC-L, PLC-R: left and right parts of the PLC
TE: transverse electric wave
TM: transverse magnetic wave

Fig. 3.   �(a) Configuration and (b) photograph of 100-Gbit/s PDM-QPSK utilizing PLC-LN integration 
technology.  100G denotes 100 Gbit/s.  (package size: 118 mm x 13.5 mm x 7 mm)
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Fig. 2.   PLC-LN hybrid modulators.
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modulator are listed in Table 1. The overall optical 
insertion loss of our PDM-QPSK modulator is 8.7 dB 
at a wavelength of 1.55 μm including a polarization 
division intrinsic loss of 3 dB. The modulator’s fre-
quency response is shown in Fig. 4. XI, XQ, YI, and 
YQ correspond to the four MZMs shown in Fig. 
3(a).

The modulator has an electro-optic 3-dB bandwidth 
of more than 27 GHz. The driving voltage was less 
than 3.5 V at 32 Gbit/s. The measured eye pattern for 
a driving voltage of 3.0 V when the modulator was 
driven with 32-Gbit/s non-return-to-zero 231-1 pseu-
dorandom bit sequences in a back-to-back setup is 
shown in Fig. 5. Clear eye opening was obtained in 
this experiment. The Optical Internetworking Forum 
(OIF) standardized a 100-Gbit/s integrated modulator 
in April 2010 [25]. Our 100-Gbit/s PDM-QPSK 
modulator complies with the target specifications.

3.3   OFDM-QPSK modulator
The configuration of the OFDM-QPSK modulator 

[1], [5] is shown in Fig. 6. The modulator integrates a 
PLC interleave filter, two QPSK modulation circuits, 
each with a dual-parallel MZM configuration, and an 
output coupler. The input light for this modulator 
consists of two subcarriers, which can be generated 
by using another MZM driven with a clock signal. 
The subcarriers are separated by the interleave filter 
and modulated by different QPSK modulation cir-
cuits. The two QPSK signals are finally coupled and 
the modulator outputs a two-subcarrier OFDM-
QPSK signal. The baud rate of the modulation, which 
is equal to the frequency spacing between the subcar-
riers, is 13.9 Gbaud. 

The spectrum of a 111-Gbit/s PDM-OFDM-QPSK 
signal generated with the modulator and an external 
PDM circuit is shown in Fig. 7. The signal bandwidth 
is 42 GHz, which is 1.5 times the baud rate and nar-
row enough for 50-GHz-grid WDM transmission. 
Using this modulator, we achieved 13.5-Tbit/s (135 × 
111-Gbit/s/ch) WDM transmission over a distance of 
7209 km [1], [5].

3.4   64QAM modulator 
The configuration of the 64QAM modulator [20], 

[21] is shown in Fig. 8. Three QPSK modulation 
circuits, each consisting of dual-parallel MZMs, are 
connected in parallel by a pair of PLC asymmetric 
1×3/3×1 splitter/combiners, each with a power split-
ting/combining ratio of 4:2:1. These asymmetric cir-
cuits were designed using the wavefront-matching 
method, which lets us optimize the waveguide pattern 

on the basis of the desired splitting/combining ratio. 
PLC variable optical attenuators enable fine tuning of 
the power ratio. The 64QAM signal is synthesized by 
coupling the three QPSK signals with a field-ampli-
tude ratio of 4:2:1 (power ratio of 16:4:1). The mod-
ule has a small overall optical insertion loss of 5.5 dB, 
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Fig. 4.   Frequency response.

Parameter

Insertion loss

Polarization division loss

Optical return loss

Polarization extinction ratio

Electro-optical bandwidth

RF port Vπ @ 32 Gbaud

Extinction ratio: parent MZI
child MZI

8.7 dB

Achieved value

0.1 dB

> 35 dB

31 dB

> 27 GHz

< 3.5 V

> 46 dB

> 25 dB

< 14 dB

Target value

< 1.5 dB

> 30 dB

> 20 dB

> 23 GHz

< 3.5 V

RF: radio frequency

> 22 dB

> 20 dB

Table 1. �Typical characteristics and target specifications 
of a 100-Gbit/s PDM-QPSK modulator. 

Fig. 5.   Measured eye pattern.
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as well as a broad electro-optic bandwidth of >25 
GHz. 

By driving the modulator with six 20-Gbaud binary 
data signals and using an external PDM circuit, we 
generated a 240-Gbit/s PDM-64QAM signal [20]. 
The signal was received with a coherent receiver 
using a pilotless demodulation algorithm in an offline 
digital signal processor. The constellations obtained 
with a back-to-back intradyne setup are shown in 
Fig. 9. The 64 signal points are clearly distinguished. 
The bit-error rate was better than 1.3 × 10-2. Thus, we 
successfully demonstrated the record bit rate of 240 
Gbit/s for PDM-64QAM using the modulator.

3.5   Selectable-modulation-level modulator 
We also developed a selectable-modulation-level 

modulator that lets us select QPSK, 8PSK, 8QAM, or 
16QAM [22], [26]. This modulator was devised for 
use in optical networks with a flexible modulation 
format, which have become the focus of attention in 
recent years [6]. In this modulator, we can flexibly 
and adaptively select a suitable multilevel modulation 
scheme taking account of the transmission condi-
tion.

4.   Conclusion

We have developed PLC-LN hybrid integration 
technology for advanced multilevel modulators. Uti-
lizing this technology, we have demonstrated various 
advanced multilevel modulators, such as a PDM-
QPSK modulator for 100 Gbit/s and an OFDM-
QPSK modulator, a 64QAM modulator, and a select-
able-modulation-level modulator for post-100G 
applications. Each modulator shows excellent char-
acteristics in terms of compact size and low insertion 
optical loss and a practical level of optical loss and 
electro-optic bandwidth. This technology is promis-
ing for optical transmission systems with channel 
rates of 100 Gbit/s/ch and beyond and a transfer rate 
well above 10 Tbit/s and for future optical networks.
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1.   Configuration of digital coherent receiver

Digital coherent communication technology, which 
is based on techniques for multilevel phase modula-
tion and digital coherent reception, is being studied as 
a way to achieve ultrahigh-speed photonic networks 
with a bit rate of 100 Gbit/s or more per channel. 
Among several reported modulation formats and 
multiplexing techniques, polarization division multi-
plexed quadrature phase shift keying (PDM-QPSK)*1 
is promising for spectral efficiency and resistance to 
various types of dispersion, and it is being developed 
intensively.

The basic configuration of the PDM-QPSK digital 
coherent receiver is shown in Fig. 1 [1]. The receiver 
is composed of an optical front-end (FE), which 
includes components from the optical input section to 
the transimpedance amplifiers (TIAs), analog-to-
digital converters (ADCs), and a digital signal pro-
cessor (DSP).

The optical receiver FE consists of an optical signal 
processing section with a polarization beam splitter 
(PBS), a beam splitter (BS), and two 90° optical 
hybrid mixers and an optical-to-electrical (OE) con-
version section with eight photodiodes (PDs) and 
four TIAs. With this receiver FE, the input PDM-

QPSK-modulated signal light is separated into 
orthogonal polarization components (X/Y polarized 
waves) and orthogonal phase components (I/Q chan-
nels; I: in-phase component, Q: quadrature compo-
nent), which are converted into four high-speed dif-
ferential electrical signals and output.

The optical receiver FE has functions for optical-
domain signal processing and OE conversion and is 
composed of many optical/electrical components. 
This creates a need for high-density and well-con-
trolled fabrication techniques for optoelectronic inte-
gration.

2.   Fabrication issues and approaches  
for optical receiver FE

Compared with conventional intensity modulation 
direct detection methods, the digital coherent optical 
receiver FE requires more-sophisticated functional-
ity. This is because precise and stable optical signal 
processing is required to separate the X/Y and I/Q 
components, and the phase and amplitude of the 
separated signals must be preserved in the connection 
from the optical stage to the electrical stage in order 
to achieve the required receiver performance. However, 
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in conventional technologies using multiple optical 
fibers interconnecting individual devices, it is diffi-
cult to consistently control the optical phase and dif-
ferential delay between fibers. In other words, imple-
mentation of the signal processing from the optical 
stage through to the electrical stage in a stable inte-
grated circuit has been a critical issue for achieving a 
practical, digital coherent optical receiver FE and 
obtaining the required receiver performance.

At NTT Photonics Laboratories, we are developing 
basic techniques for hybrid integration using silica-
based planar lightwave circuits (PLCs). We have suc-
cessfully fabricated an integrated optical receiver FE 
module incorporating all the required functions, 
including a PBS, in a single package [2].

3.   Module structure of integrated optical  
receiver FE and developed techniques

A photograph of the integrated optical receiver FE 
module with the upper cover removed is shown in 
Fig. 2. The FE is composed of optical signal process-
ing circuits and the OE sub-assembly. We integrated 
the optical signal processing section including PBS, 
BS, and two 90° optical hybrid mixers in a single-
chip PLC. The OE sub-assembly contains PD and 
TIA arrays in a compact, hermetically sealed pack-

age. A cross-section of the structure near the optical 
connection between the PLC and OE subassembly is 
illustrated in Fig. 3. The multiport optical connection 
between the PLC output ends and the PD array 
mounted in the OE subassembly is implemented with 
a micro optic system using a micro-lens array and 90° 
folding mirror. The power supply and electrical con-
trol and signal-output lines are all connected to an 
external board by flexible printed circuit boards. The 
module size is 27 × 50 × 6 mm3. The hybrid integra-
tion structure lets us use appropriate devices with 
optimal materials and structures for both the optical 
signal processing and OE conversion sections, 
enabling us to achieve compact integration while 
maintaining maximal performance and reliability for 
the module as a whole. 

Below, we give an overview of the elemental tech-
nologies developed for this integration.

3.1   �Digital coherent optical receiver circuit inte-
grated on a single silica PLC chip

The optical signal processing required on the opti-
cal receiver FE needs stable and highly accurate con-
trol of optical phase and interference. To achieve this, 
we designed a single-chip PLC integrating two PBSs 
and two 90° optical hybrids [3]. We call this circuit a 
dual-polarization optical hybrid (DPOH). The circuit 
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configuration is shown in Fig. 4. The PBS consists of 
a Mach-Zehnder interferometer*2 with grooves 
formed near one waveguide arm, giving a phase dif-
ference of p to the orthogonal polarized waves [4]. 
This configuration yields a PBS that outputs TE-
polarized light from the cross port and TM-polarized 
light from the through port (TE: transverse electric, 
TM: transverse magnetic).

The 90° hybrid is structured with optical wave-
guides arranged to interlace with optical couplers, 
and 2 × 2 multi-mode interference (MMI) couplers 
are used. There are various kinds of waveguide-type 
optical hybrids, such as a slab coupler [5] and a 4 × 4 
MMI coupler [6], but this circuit with the interlaced 
optical-coupler has the benefits of achieving both low 
loss and orthogonality (phase difference of 90°).

For the DPOH, important performance indexes are 
the polarization extinction ratio in the PBS, orthogo-
nality in the optical hybrid, and losses and deviations. 
The fabricated DPOH exhibited excellent results for 
these: we measured excess loss of less than 2.5 dB, 
loss deviations of less than 0.2 dB, and a polarization 
extinction ratio greater than 25 dB. As shown in 
Fig. 5, good values for orthogonality were also 
obtained: less than ±1° over the wide wavelength 
range from 1520 nm to 1620 nm.
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Fig. 2.   Integrated optical receiver front-end module.

*2	 Mach–Zehnder interferometer: An optical circuit configuration 
that uses interference between two optical paths to change the 
light intensity.
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3.2   �Compact, hermetically sealed OE subassem-
bly

The optical-receiver-FE’s OE-conversion section 
requires high reliability and high-speed operation for 
receiving 100-Gbit/s-class PDM-QPSK signals. 
Moreover, for hybrid integration, an optical interface 
for multi-port optical connection to the optical wave-
guides is required. We have developed a compact, 
hermetically sealed OE sub-assembly that meets 
these requirements. 

The OE sub-assembly consists of a layered alumi-

na-ceramic cavity in which the two-channel dual-PD 
and two-channel TIA arrays are assembled (Fig. 3). 
The high-frequency signal lines and power/control 
electrical wiring are also formed on the ceramic layer. 
The upper surface of the cavity is hermetically sealed 
by a sapphire window and AuSn solder. The size of 
the fabricated OE subassembly is 8.2 × 9.2 × 1.4 mm3. 
We confirmed that the high-frequency signal lines on 
this package have a 3-dB transmission bandwidth of 
more than 40 GHz. The sapphire window provides 
the hermetic seal required to ensure reliability of the 
InP semiconductor device while also functioning as 
the optical interface: it provides an optical window 
and a fixed surface for the optical connection to exter-
nal devices. This structure allows us to obtain effi-
cient multi-port optical connections between incident 
lights and the PD array by using a micro-lens array.

3.3   �Multi-port optical connection using micro-
lens array

The optical connection between the DPOH and PD 
must be small in size and have low losses and stabil-
ity with respect to fluctuations in ambient tempera-
ture. To achieve this, we chose to use a micro colli-
mated optical system using a micro-lens array. The 
first lens is at the PLC’s output facet and the second 
lens is on the surface of the sapphire window of the 
OE sub-assembly; these lenses were fixed with 
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ultraviolet-curable adhesive. We used a mirror 
between the two lenses to change the optical axis of 
the light emitted from the PLC by 90° and inject it 
into the PD. With this structure, we achieved an 
extremely compact optical connection with an optical 
path length of only about 2.5 mm.

In designing the optical system, it is important to 
ensure a wide tolerance so as to avoid PD responsiv-
ity degradation and port-to-port deviation, even when 
the positions of the PLC output ends and PDs shift 
owing to ambient temperature variation. For the fab-
ricated receiver FE module, the maximum optical 
misalignment caused by differences in thermal 
expansion coefficients across the operating tempera-

ture range of -5 to 80°C was estimated to be ±5 μm, 
so the module was designed to handle this. The mea-
sured tolerance of the designed micro collimator 
optics system was more than ±10 μm for a 0.2-dB-
down width, ensuring sufficient tolerance for the 
operating temperature range.

4.   Characteristics of fabricated 
PDM-QPSK coherent receiver FE module

The measured responsivity for all ports on the fab-
ricated receiver FE module is shown in Fig. 6. It 
includes the sensitivity characteristics of the PDs 
themselves as well as an intrinsic loss of 9 dB from 
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the DPOH. Besides these, excess losses caused by the 
optical system were estimated to be 0.4 dB, and the 
responsivity deviation between adjacent PDs was less 
than 0.4 dB, so we achieved good optical connection 
performance in terms of both losses and deviation. 
The relationship between ambient temperature and 
responsivity is shown in Fig. 7. The responsivity 
variation was less than ±0.25 dB in the operating 
temperature range of -5 to 80°C.

Next, we tested the receiver operation for a 112-
Gbit/s PDM-QPSK signal. The constellation plot and 
relationship between optical signal-to-noise ratio 
(OSNR) and Q-factor are shown in Fig. 8. These 
results confirm stable operation as a 100-Gbit/s-class 
optical receiver FE.

5.   Future plans

We plan to make further improvements to the key 
device technology such as PLC, PD, and TIA, and 
their integration technology. We will also expand 
their applications in next-generation optical integra-
tion modules needed for 100-Gbit/s-class-and-higher 
multilevel-modulation optical transmission systems.
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1.   Introduction

To markedly increase transmission capacity and 
extend transmission distance, 100-Gbit/s digital 
coherent optical communications systems have 
recently been researched and developed. The archi-
tecture of optical receivers for such systems is shown 
in Fig. 1. A signal light transmitted through optical 
fibers (bit rate: 125.6 Gbit/s) and a local light (con-
tinuous wave) are input to the optical receiver simul-
taneously. The local light is necessary in order to 
decode the signal light, whose signal format is dual 
polarization quadrature phase shift keying (DP-
QPSK). Both the signal light and local light have two 
optical polarization components (X pol. and Y pol.). 
Each light is split into beams with different polariza-
tions by polarization beam splitters. Then, the polar-
ization-split lights are fed into 90° optical hybrids. 
There the signal and local lights are mixed, and two 
optical-phase-multiplexed components (I and Q, 
which denote in-phase and quadrature, respectively) 
in the signal light are separated. The outputs of the 
90° optical hybrids are of the differential style, so 
each hybrid has four outputs (I-pos., I-neg, Q-pos., 
and Q-neg. (pos.: positive, neg.: negative)). With the 

polarization beam splitters and the 90° optical 
hybrids, the signal light, which is both optical polar-
ization multiplexed and optical phase multiplexed, is 
separated into four independent differential signals. 
Therefore, the baud rate of each of the four separated 
differential signals is 31.4 Gbaud, i.e., one-fourth that 
of the signal light.

Photodiodes (PDs) convert the high-speed (31.4-
Gbaud) optical signals into electrical current ones. To 
convert four differential optical signals, eight PDs are 
installed in the optical receiver. 

Transimpedance amplifiers (TIAs) transform the 
high-speed electrical current signals into electrical 
voltage ones, and they linearly amplify the signals to 
output a constant voltage amplitude that the follow-
ing analog-to-digital converters can handle. To trans-
form and amplify four differential electrical signals 
independently, four TIAs are used in the optical 
receiver.

2.   PDs for 100-Gbit/s digital coherent 
optical communications systems

In 100-Gbit/s digital coherent optical communica-
tion systems, high-power local light is used as one of 
the inputs for the optical receiver. Therefore, PDs that 
exhibit a good high-frequency response even under 
high optical input power are required. To meet this 
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requirement, we have developed a new type of PD 
called a composite-field maximized-induced-current 
PD (composite-field MIC-PD) [1]. The energy band 
diagrams for the conventional MIC-PD and the com-
posite-field MIC-PD are compared in Fig. 2. In the 
case of the conventional MIC-PD, under high optical 

input power, the many holes that accumulate in the 
intrinsic (i-type) optical absorption layer weaken the 
electrical field and degrade the high-frequency 
responses of holes and electrons. This effect is known 
as the space charge effect. In the composite-field 
MIC-PD, to mitigate the space charge effect, a 
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Fig. 1.   Architecture of optical receiver for 100-Gbit/s digital coherent optical communications. 
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negative (n-type) field control layer and an i-type 
wide bandgap collection layer are newly introduced. 
These layers strengthen the electrical field of the i-
type optical absorption layer and lead to improved 
high-frequency responses of holes and electrons 
under high optical input power.

Measured frequency responses for a fabricated 
composite-field MIC-PD under optical input power 
of -4 dBm (low-power input) and +4 dBm (high-
power input) are shown in Fig. 3. For both inputs, the 
frequency responses are almost the same. The -3-dB-
down frequencies for both inputs are 29 GHz. This 
result demonstrates that the composite-field MIC-PD 
relaxes the space charge effect and exhibits good 
high-frequency responses even under high optical 
input power.

The measured bias voltage dependences of the 
-3-dB-down frequencies of the composite-field and 
conventional MIC-PDs are compared in Fig. 4. In the 
measurement, the photocurrent value was set to 
2 mA, which is close to real photocurrent values in 
100-Gbit/s systems. While the conventional MIC-PD 
requires a bias voltage of -3.5 V for a 24-GHz -3-dB-
down frequency, the composite-field MIC-PD 
achieves a 29-GHz -3-dB-down frequency with only 
a -2-V bias voltage. This shows that the electrical 
field of the i-type optical absorption layer is suffi-
ciently strengthened with a bias voltage as low as 
-2 V. The responsivity of the composite-field MIC-
PD is around 0.8 A/W, which is also high enough for 
100-Gbit/s systems. 

3.   TIAs for 100-Gbit/s digital coherent 
optical communications systems

In 100-Gbit/s digital coherent optical communica-
tions systems, TIAs need to amplify high-speed elec-
trical signals of 31.4 Gbaud. It is empirically known 
that amplification of a B-baud signal needs band-
width of 0.7B Hz, where B denotes the baud value. 
Therefore, TIAs require a broad bandwidth of 31.4 
Gbaud × 0.7 = 22 GHz. In addition to the broad band-
width, TIAs must maintain a constant voltage ampli-
tude in a wide input current range of ~100 μA to 
~1 mA

In designing a TIA that could satisfy the above 
requirements, we used InP heterojunction bipolar 
transistors (HBTs) with a 1-μm-wide emitter. Since 
these InP HBTs exhibit high-frequency characteris-
tics represented by a high current cut-off frequency 
(fT) of 170 GHz, they are suitable for designing a 
TIA with a broad bandwidth of over 22 GHz. 

The circuit diagram of the TIA that we designed is 
shown in Fig. 5. Photocurrent from the PDs is fed into 
the TIA’s input differential terminals IT and IC. Then, 
the signal is amplified by the following circuit blocks: 
TIA core, post amplifier, variable gain amplifier 
(VGA), high-gain broadband amplifier (HGBA), and 
output buffer. Finally, differential output with a con-
stant voltage amplitude is launched from output ter-
minals OT and OC. To make the output voltage 
amplitude constant in the whole range of input cur-
rent, a peak detector and an auto gain control (AGC) 
circuit are monolithically integrated in the TIA. The 
peak detector and the AGC circuit compare the real 
output voltage amplitude of the HGBA with a target 
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amplitude provided through terminal THC, and they 
control the gain of the VGA so that the output voltage 
amplitude of the HGBA is equal to the target one. In 
this way, a function for achieving constant output 
voltage amplitude is implemented in the TIA. The 
TIA also contains an automatic offset canceling 
(AOC) circuit. The AOC circuit excludes DC voltage 
offset inside the TIA and ensures that high-speed 
signals are sufficiently amplified. The power supply 
voltage for the TIA is -5.2 V, and power consumption 
of one TIA is 660 mW (2.64 W for all four).

To make the output voltage amplitude constant over 
the whole range of input current, the VGA gain is 
controlled by the AGC circuit. Therefore, a variable 
range of VGA gain is also a key specification for 
keeping the output voltage amplitude constant, and it 
should be large enough to correspond to a wide input 
current range. The circuit configuration of the VGA is 
shown in Fig. 6(a). The VGA gain is varied by chang-
ing current IS1: the gain increases (decreases) with 
increasing (decreasing) IS1. The simulated frequen-
cy-gain characteristics of the VGA for minimum and 
maximum current IS1 are shown in Fig 6(b). While a 
large variable range of the gain is achieved at low 
frequencies, the range is reduced in the high-fre-
quency region because of the increase in minimum 
gain. This is mainly due to the base-collector capaci-
tances (Cbc) of transistors Q11 and Q12 (Fig. 6(a)), 
which bypass the high-frequency signal from input to 

output. To suppress the increase in minimum gain due 
to Cbc, we added transistors Q21 and Q22 to the 
VGA. In the circuit configuration in Fig. 6(a), the 
base-collector capacitances (Cbc’) of Q21 and Q22 
cancel Cbc and suppress the increase in minimum 
gain. As a result, the variable range of the gain is 
widened by about 10 dB in the high-frequency 
region.

The frequency response of transimpedance gain for 
a fabricated TIA is shown in Fig. 7. Transimpedance 
gain at low frequency is 68 dBW (2510 W), and the 
-3-dB-down frequency is 23 GHz, which exceeds the 
value required for 100-Gbit/s systems (22 GHz).

The input current dependence of the differential 
output voltage amplitude for the fabricated TIA is 
shown in Fig. 8. Constant output voltage amplitude of 
540 mVppd (ppd: peak-to-peak, differential) was 
confirmed for a wide input current range from 160 
μApp to 2.6 mApp. This result shows that the inte-
grated peak detector and AGC circuit successfully 
controlled the output amplitude to keep it constant. 
Furthermore, the variable range of the VGA gain was 
sufficient to keep a constant output amplitude. The 
inset of Fig. 8 shows a 32-Gbaud output eye-pattern 
for 260-μApp input. A clear output eye-pattern was 
observed for the 32-Gbaud input, which is close to 
the baud rate for practical 100-Gbit/s systems (31.4 
Gbaud).

AOC

OBVGA

OMC OMT

OB: output buffer
OMC & OMT: terminals for connection to external capacitance
PA: post amplifier

TIA core PA HGBA

Peak detector

IT
IC

OT

THC
AGC

OC

Fig. 5.   Circuit diagram of the TIA.
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4.   Conclusion

We described high-speed photodiodes and tran-
simpedance amplifiers for 100-Gbit/s digital coher-
ent optical communications systems. For the photodi-
odes, we have newly devised composite-field maxi-
mized-induced-current photodiodes and confirmed 
their good high-frequency responses under high opti-
cal input power conditions, which are the characteris-
tics required for 100-Gbit/s systems. We designed 
and fabricated the transimpedance amplifiers using 
InP HBTs with a 1-μm-wide emitter and confirmed a 

broad bandwidth of over 22 GHz and constant output 
amplitude in a wide input current range. These char-
acteristics are indispensable for 100-Gbit/s systems. 

In the future, we will research and develop photodi-
odes that can handle much higher optical input power 
and transimpedance amplifiers that can keep a con-
stant output amplitude in wider input current ranges.
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through the R&D project “High-speed Optical Trans-
port System Technologies”.
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1.   Introduction

Wireless systems, such as cell phones, wireless 
local area networks, and wireless personal area net-
works (WPANs), have come to be widely used in our 
lives. These systems will also play an important role 
in future home networks. On the other hand, with the 
rapid progress of information and communications 
technologies, including high-performance personal 
computers (PCs) and high-speed Internet access lines 
like fiber to the home, the data sets being handled by 
consumers, such as video and music files, are drasti-
cally increasing in size year by year. Therefore, wire-
less systems are being pressured to support high-
speed data transmission with gigabit-per-second-
class data rates. One practical way to achieve such 
high-speed wireless systems is to allocate and use the 
huge bandwidth available in the millimeter-wave 
band. When these systems are used in home net-
works, technology standards are required because 
home networks consist of devices provided by many 
vendors.

This article focuses on an antenna model developed 
for the standardization of millimeter-wave WPANs 
and discusses why a new antenna model had to be 
developed. The antenna model is a simple mathemat-
ical analog and provides a main-lobe pattern and 
averaged side-lobe level by setting the antenna’s half-
power beamwidth. It enables comprehensive system 
design by considering signals arriving from all direc-
tions including behind the antenna.

2.   WPANs

WPANs are consumer-oriented short-range wire-
less communication systems linking personal devic-
es. They were originally developed as low-rate com-
munication systems for connecting a mouse and/or 
keyboard to a personal computer, a car navigation 
system to a cell phone, and a music player to a set of 
headphones. They were found to be a very cost effec-
tive way of linking devices. Two widely used WPAN 
technologies are Bluetooth and ZigBee.

A very wide frequency band near 60 GHz has been 
or will be allocated as an unlicensed band in many 
countries. Examples are 59–66 GHz in Japan, 57–64 
GHz in the USA, Canada, and Korea, and 57–66 GHz 
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in European countries and Australia. This band is a 
good candidate for achieving ultrafast WPAN sys-
tems suitable for future home networks. To take 
advantage of the broad unlicensed bandwidth in the 
60-GHz band, several standardization activities are 
focusing on developing standards for this band [1]. 
The 60-GHz-band WPAN system is promising for 
supporting uncompressed high-definition video 
streaming and ultrafast downloading of huge files 
from a server, namely kiosk file downloading.

3.   Propagation channels of 
millimeter-wave WPANs

All wireless systems use radio waves that propagate 
through the air. The radio waves are reflected by 
walls and diffracted by obstacles. As a result, the 
receiver captures scattered signals that arrive from 
many directions with different time offsets. This 
propagation environment yields the propagation 
channel or simply channel. The propagation channel 
strongly affects system performance. Hence, accurate 
modeling of it is important in designing new wireless 
systems.

A typical example of WPAN usage is schematically 
shown in Fig. 1. A transmitter and receiver are located 

in a small room. The sofa, chairs, table, and cabinet 
act as obstacles. Signals from the transmitter are 
reflected and diffracted by the walls and obstacles. 
They arrive at the receiver from different directions 
with different time offsets. In this multipath environ-
ment, the delayed signals can improve the system 
performance as well as degrading it. In a typical stan-
dardization process, several systems are proposed, 
and their performances are evaluated and compared 
in order to narrow down the proposals to only one. In 
this process, each proposer must use the same chan-
nel model so that comparisons are correct and fair. 
Therefore, standardization task groups for wireless 
systems must define the channel model before calling 
for proposals.

For millimeter-wave WPAN system construction, 
one must use a directional antenna because of the 
high propagation loss of millimeter-wave signals and 
their low transmission power, which is strictly limited 
by law. The signal power received by the directional 
antenna is strongly influenced by its antenna pattern 
and is a significant determiner of system performance. 
Thus, WPAN system design requires antenna pattern 
evaluation as well as a channel model.

Receiver

TransmitterTransmitter

Fig. 1.   Typical WPAN usage.
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4.   Antenna model for millimeter-wave 
WPAN system design

Beside the regulatory constraints, design goals such 
as low power consumption also dictate low transmis-
sion power for WPAN systems. Since millimeter-
wave signals have high propagation loss, the use of a 
directional antenna is essential. As described in sec-
tion 3, WPAN systems are usually used in multipath 
environments, so a system design must consider sig-
nals arriving from outside the antenna’s main lobe. 
The requirements of the antenna model used for 
WPAN system design are summarized as follows:
(1)	� Model antennas with half-power beamwidths of 

15–60°, which are common in WPAN systems.
(2)	� Include side-lobe effects.
(3)	� Cover antenna patterns defined over 360°.
(4)	� Provide a simple mathematical model that sim-

plifies system simulation.
Among these requirements, (2) and (3) are unique to 
WPAN systems because of their use in multipath 
environments.

Many antenna models have been developed and 
used for the design and evaluation of various wireless 
systems [2], [3]. Here, we introduce a new antenna 
model suitable for WPAN system design. The basic 
concept is shown in Fig. 2. The red line shows the 
antenna pattern of a typical directional antenna. The 
blue line shows the antenna pattern of the design 
model. The horizontal axis plots the angular offset 
from the direction of antenna peak gain and the verti-
cal axis plots antenna gain. As shown in this figure, 
the design model has a constant side-lobe level. 

Actual performance of a designed wireless system 
depends on room size, room shape, locations and 
number of obstacles, and transmitter and receiver 
locations. Hence, system design is performed for 
several typical cases using statistical channel models 
[4]. The channel model is created from measured data 
in some environments and is used to statistically gen-
erate signals arriving at the receiver. That is, the gen-
erated signals are not exactly identical to real signals. 
This means that exact side-lobe patterns are unim-
portant and the averaged side-lobe level is more prac-
tical for this application even though the actual anten-
nas do not have constant side lobes.

There are two ways to determine the side-lobe 
level. One way is to consider practical applications. 
For example, in the case of interference assessments, 
the design side-lobe level is set a little bit higher than 
the actual side-lobe level. This provides conservative 
results for interference analyses. However, the anten-
na model described in this article is intended for new 
systems that include PHY/MAC (physical layer, 
medium access control) specifications. Thus, using 
this conservative approach may cause significant 
error because the side-lobe effects depend on the 
specifications. The other way of determining the side-
lobe level is to derive it from physical requirements, 
i.e., the conservation of energy law.

We averaged the power outside the main lobe to 
obtain a side-lobe level that satisfies the physical 
requirements. The averaged side-lobe level Gsl can be 
expressed as

Gsl = 
4p – G0 ∫0

qml / 2

 ∫0
2p

 D(q, f)•sinqdfdq
∫p
qml / 2 ∫0

2p
 sinqdfdq

 ,� (1)
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Fig. 2.   Basic concept of the antenna model.
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where G0, D(q, f), and qml are the peak gain, directiv-
ity function normalized by the peak gain, and main-
lobe angular width, respectively, and q and f are polar 
coordinates. The second term of the numerator is the 
total power included in the main lobe. The denomina-
tor is the integration over the solid angle outside the 
main lobe. This expression ensures that the total radi-
ated power i.e., the integration of the antenna pattern, 
is kept at 4p.

To calculate this equation, we must determine G0, 
D(q, f), and qml. Our approach uses, as the directivity 
function of the main lobe, a Gaussian function of only 
q owing to its simplicity. This means that the modeled 
antenna has a rotationally symmetric beam. G0 is 
calculated from the theoretical response of the circu-
lar aperture antenna, which has a similar main-lobe 
pattern to the Gaussian beam antenna. qml is deter-
mined by the angle at which the main-lobe function 
decreases by -20 dB from its peak.

Equation (1) is not easy to calculate in a system 
simulation because its integration is difficult to solve 
analytically. Our solution is to derive an approximate 
expression using the results of a numerical integra-
tion. 

The developed antenna model is formulated in 
terms of directivity gain G(q, f) as follows: [5]

G(q,f)[dBi]=G0 –3.01• 



2q
q-3dB

 



2 
  0 −<q −<qml/2 � (2)

G(q,f)[dBi]=–0.411•ln(q-3dB)–10.6 
qml/2<q −<180º� (3)

qml = 2.58 • q-3dB� (4)

G0=20 • log 



1.62
sin(q-3dB/2)  



 ,� (5)

where q-3dB is the antenna’s half-power beamwidth 
and q-3dB is in units of degrees. Equations (2) and (3) 
give the directivity gains of the main and side lobes, 
respectively. Here, the directivity gain is not a func-
tion of f, which means that the antenna has a rotation-
ally symmetric beam. 

Antenna patterns calculated using the design model 
and measured patterns for rectangular horn antennas 
are shown in Fig. 3. As shown in this figure, the main-
lobe patterns of the design model agree well with the 
measured ones. The side-lobe levels of the model are 
constant and well approximate the average values of 
the measured patterns. Thus, the antenna model is 
effective in millimeter-wave WPAN system design.

5.   Conclusion

This article elucidated the role of antenna models in 
millimeter-wave WPAN standardization. Antenna 
patterns along with channel models must be consid-
ered in order to achieve fair and correct assessment of 
new wireless systems that use directional antennas 
because WPAN systems are commonly used in mul-
tipath environments where signals come from many 
directions. The antenna model described in this arti-
cle is a simple mathematical analog with constant 
side-lobe level that reflects the average value. This 
feature is suitable for designing millimeter-wave 
WPAN systems. The antenna model has been adopted 
as a reference antenna model in the channel model 
document of the IEEE 802.15.3c millimeter-wave 
WPAN task group [6].
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1.   Introduction

The rapid development of and changes to wireless 
radio environments require a unified platform that 
can flexibly deal with various wireless radio systems 
[1]. To satisfy this requirement, we are developing a 
flexible wireless system (FWS), which is composed 
of flexible access points and a flexible signal process-
ing unit [2].

The concept of FWS is illustrated in Fig. 1. Multi-
ple wireless signals are simultaneously received by 
flexible access points, which can receive a wide vari-
ety of wireless signals with frequencies ranging from 
several hundred megahertz to several gigahertz. The 
received radio wave data is transferred to the flexible 
signal processing unit through a broadband wired 
access line. The flexible signal processing unit per-
forms multiple types of signal analysis by software 
exploiting software defined radio and cognitive radio 
technologies [3]. If necessary, previously stored data 
at servers can also be used. 

The huge bandwidth necessity for transferring the 
received radio wave data motivated us to develop a 
highly flexible and efficient radio wave data com-
pression technology. To accomplish this goal, we 
applied recently developed compressed sensing tech-
nology. 

Compressed sensing is a new framework for solv-
ing an ill-posed inverse problem of a sparse signal 
[4]. Direct translation of compressed sensing in the 
sense of wireless technology is as follows: radio wave 
data can be received, transmitted, and reconstructed 
using sub-Nyquist rate information without aliasing 
if the original radio wave is sparse. 

In relation to FWS, compressed sensing has two 
advantages. First, it provides universality in wireless 
signal reception regardless of system types. This pro-
vides flexible signal reception because all types of 
signals can be received by a unified signal reception 
method. Furthermore, no modifications are necessary 
even when new wireless systems are introduced. Sec-
ond, it enables signal reception and reconstruction at 
a lower rate than the Nyquist rate. This reduces the 
burden of data transfer between flexible access points 
and the flexible signal processing unit.
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The remainder of this article is organized as fol-
lows: Section 2 reviews basic knowledge about com-
pressed sensing, section 3 describes our compression 
method, and section 4 concludes with a brief sum-
mary of the main points and a mention of future 
work.

2.   Compressed sensing

2.1   Basic concept
A simplified explanation of compressed sensing is 

as follows: A signal projected linearly onto a lower-
dimensional space can be used to reconstruct the 
original higher-dimensional signal with high proba-
bility if the signal is sparse (explained in section 2.2) 
and the projection matrix satisfies the restricted isom-
etry property (RIP, explained in section 2.4). 

In a mathematical sense, compressed sensing can 
be stated as an ill-posed inverse problem. Normally, 
the solution of an ill-posed inverse problem is not 
uniquely determined because the number of equa-
tions is smaller than the number of variables. How-
ever, the solution of an ill-posed inverse problem can 
be uniquely determined by investigating all possible 
cases provided that the signal is sparse. Moreover, if 

an ill-posed inverse problem satisfies RIP and the 
signal is sparse, the unique solution can be found with 
a practical degree of complexity.

For an intuitive understanding of compressed sens-
ing, consider the following simple ill-posed inverse 
problem.

Find m, n, and k such that
m + 3n - 2k = 1
-m – n + k = -1

Normally, the solution is not uniquely determined 
because the number of equations is smaller than the 
number of variables. However, if vector [m k n] has 
only one nonzero element, the unique solution can be 
obtained by investigating all possible cases, as 
below. 

case 1) m≠0, n=k=0 -> m=1 (unique solution)
case 2) n≠0, m=k=0 -> impossible
case 3) k≠0, m=n=0 -> impossible

Although the unique solution is available, this is an 
NP-hard problem for which all possible cases must be 
investigated. Consequently, it becomes impractical as 
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Fig. 1.   Concept of a flexible wireless system.
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the number of dimensions of the signal increases.
This impracticality is overcome if the equation vec-

tor [1 3 -2; -1 -1 1] satisfies RIP. The core achieve-
ment of compressed sensing is that the above NP-
hard problem can be cast into an l1-norm minimiza-
tion problem (explained in section 2.5) if the signal is 
sparse and RIP is satisfied. L1-norm minimization 
problems can be solved by linear programming, 
which is a well established convex optimization 
method, with practical complexity O(n3) [5], [6]. 

Considering the above example, the following two 
statements can be made: First the sparsity of the sig-
nal assures the unique solution for compressed sens-
ing. Second, RIP assures a practical degree of com-
plexity for finding the unique solution for compressed 
sensing.

2.2   Sparse signal
A signal is called sparse when it is represented by a 

small number of nonzero coefficients in any conve-
nient domain. More specifically, N×1 signal X is 
called S-sparse if X is represented by the multiplica-
tion of any N×N transform matrix Y and N×1 coeffi-
cient vector s, and s has only S nonzero coefficients. 
The definition of sparsity is not limited to the orthog-
onal transform domain (i.e., Fourier transform or 
wavelet transform). If a signal is represented in a non-
orthogonal domain, including any user-defined 
domain, the signal is also called sparse [7].

2.3   Measurement
For a given N×1 signal X, measurement is defined 

as the linear projection of X onto M×1 signal Y. The 
M×N matrix F that casts X onto Y is called the mea-
surement matrix. Matrix description is given by 
Y=FX. If X is represented by N×1 coefficient vector 
s in the N×N transform domain Y , it is expressed as 
Y=FYs.

The number of measurements is the number of 
rows in the measurement matrix (M), which is also 
equivalent to the number of dimensions of the output 
signal. Therefore, the compression rate increases as 
the number of measurements increases. Numerous 
studies have been performed to investigate the mini-
mum bound of the necessary number of measure-
ments for a given signal sparsity [8 and references 
therein]. It has been shown that S•log(N/S) measure-
ments are enough for the reconstruction of an S-
sparse signal when measurement matrix F consists of 
random ensembles [9].

2.4   RIP
The most outstanding achievement of compressed 

sensing is the fact that RIP casts an NP-hard problem 
onto an l1-norm minimization method [10], [11]. 

When an M×N measurement matrix F and a N×N 
transform domain matrix Y satisfy the following 
inequality for all S-sparse vectors, matrix Q(=FY) is 
said to obey RIP of order S with d. 

 
(1-d )||s||22 –<||FYs||–<(1+d )||s||22

where ||s||2=Si s2
i and d (0 –<d  <1) is the smallest con-

stant that satisfies the above inequality. 
An intuitive explanation of RIP is as follows: the 

Euclidian distance between any two N×1 S-sparse 
vectors is approximately preserved after the measure-
ment as long as Q obeys RIP. 

It has been proven that RIP is satisfied if measure-
ment matrix F consists of random ensembles, which 
yields the following surprising result: any unknown 
sparse signals can be reconstructed by random mea-
surement [10]. This property provides flexibility for 
the compression of an unknown signal because sig-
nal-independent measurement is possible by the ran-
dom measurement as long as the signal is sparse. 

2.5   Reconstruction
Reconstruction of the compressed sensing refers to 

finding N×1 S-sparse vector s from known M×1 mea-
surement output matrix Y, M×N measurement matrix 
F, and N×N transform matrix Y when Y=FYs 
(S<M<<N). Reconstruction of the original signal s 
can be found via the l1-norm minimization problem, 
as described below, as long as RIP is satisfied. 

min||ŝ||
1 subject to Y=FYŝ, ŝ∈RN,

if RIP satisfies ŝ=s, 

where ||ŝ||
1
=|s1|+|s2|+...|sN| and RN is the set of N×1 

vector. 
The l1-norm minimization problem finds ŝ that 

minimizes the l1-norm subject to Y=FYŝ among all 
possible S-sparse vectors. This seems to be an NP-
hard problem, but it can be cast into a convex optimi-
zation problem and solved by the linear programming 
method. Furthermore, if RIP is satisfied, ̂s is identical 
to the original vector s with high probability [10], 
[11]. 

If the measurement matrix consists of random 
ensembles, flexible reconstruction is possible. In the 
case that signal X is proved to be more sparsely 
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represented in another basis matrix Y’, surprisingly, 
one does not need to conduct the measurement again 
since the l1-norm minimization problem can be 
solved with Y and a new Q’(=FY’). This indicates 
that once the projection has been performed, the 
reconstruction can be performed with any convenient 
basis matrix.

There are other approaches to the reconstruction of 
compressed sensing such as an orthogonal matching 
pursuit algorithm, which uses a greedy iterative algo-
rithm [12]. 

2.6   �Comparison between conventional compres-
sion and compressed sensing

The difference between the conventional compres-
sion and compressed sensing is shown in Fig. 2. The 
conventional sample-then-compress method com-
presses the signal by the signal-specific compression 
method, which yields the optimal compression (S 
dimensions). On the other hand, compressed sensing 
conducts a signal-independent linear projection of the 
original signal onto a lower-dimensional space (M-
dimensional, S<M<<N), which yields poor compres-
sion performance. Therefore, it can be stated that the 
conventional compression method is superior to com-
pressed sensing for the known signals in terms of 
compression performance. 

However, compressed sensing has the following 
advantages compared with the conventional compres-
sion method. First, it is suitable for dealing with an 
unknown sparse signal. Second, it is robust to the 
introduction of new types of wireless systems. When 
new types of wireless systems are introduced, receiv-
ers (flexible access points in Fig. 1) do not need to be 
modified because the signal-specific processing bur-
den is moved from the receivers to the server (flexible 
signal processing unit in Fig. 1). Third, it reduces the 
burden on receivers. For example, consider a sparse 
signal of unknown frequency. In the case of the con-
ventional sampling method, receivers must conduct 
both a fast Fourier transform and a search for nonzero 

coefficients. On the other hand, in the case of com-
pressed sensing, receivers only need to conduct a 
linear projection.

3.   Application of compressed sensing for FWS

This section describes two radio wave data com-
pression methods that utilize compressed sensing. 
Both methods try to exploit the flexibility of com-
pressed sensing by utilizing prior information. One 
method uses a random sparse measurement matrix 
based on random sampling [13] (or equivalently, ran-
dom discard from all of the sampled data). The other 
uses a random dense measurement matrix that con-
ducts a full linear projection of sampled data [14].

3.1   Combined Nyquist and compressed sampling
The goal of this sampling method is to achieve 

Nyquist-rate sampling of the known signal (hereinaf-
ter called the decoding signal) and compressed-rate 
sampling of the unknown signal (hereinafter called 
the sensing signal) in a single analog-to-digital con-
verter. To achieve this goal, the following processes 
are carried out. 

At each flexible access point, multiple signals are 
simultaneously received, filtered, and down-convert-
ed to the intermediate frequency (IF) band. In particu-
lar, decoding signals are converted to a lower center 
frequency band than sensing signals, as shown in 
Fig. 3. Signal down-conversion is done by tunable 
local oscillators and mixers. All down-converted sig-
nals are sampled by our method and transferred to the 
flexible signal processing unit. 

Details of the combined Nyquist and compressed 
sampling method are as follows. Suppose that L 
decoding signals and M sensing signals are aligned in 
the IF band, and the total bandwidths of these signals 
are represented by Bdec and Bsens, respectively. For the 
convenience of the explanation, Bgrid and BNyq are 
defined as (4Bdec+2Bsens) and (2Bdec+Bsens), respec-
tively. The purpose of the above setting is to achieve 

X Sampling X̂
N S NN

Compression Decompression

X X̂
N M N

Compressed sensing Reconstruction

Fig. 2.   Comparison between conventional compression and compressed sensing.
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(1) Nyquist-rate sampling of the decoding signals 
without aliasing from the sensing signals and (2) 
compressed-rate sampling of the sensing signals in a 
single analog-to-digital converter simultaneously. 

The detailed procedure of our method is as follows. 
First, Bgrid-rate sampling is conducted. Second, only 
some of the even (odd) samples are randomly dis-
carded while all of odd (even) samples are preserved. 
The locations of randomly discarded samples, which 
are determined by the random sequences generator, 
can be known to the flexible signal processing unit if 
the initial seed of the random sequence generator is 
shared. Hereinafter, all the odd samples and the 
remaining even samples are called fixed samples and 
random samples, respectively. They are transferred to 
the flexible signal processing unit via the wired 
access line. 

The mathematical description of our method is as 
follows. For simplicity, we consider multiple sparse 
signals in the frequency domain. The IF band signal  
X=(Ys) is sparsely represented in the frequency 
domain. The basis matrix Y is an N×N inverse Fou-
rier transform, and s is the N×1 coefficient vector of 
X in the frequency domain. Note that s has sequential 
nonzero values in the lower frequency region and 
randomly sparse nonzero values in the higher fre-
quency region (e.g., s=[1111100100010001]). The 
K×N projection matrix F has the following sparse 
representation.

1 0 0 0 0 0 0 … 0
0 0 1 0 0 0 0 … 0
0 0 0 1 0 0 0 … 0

F=  0 0 0 0 1 0 0 … 0
0 0 0 0 0 0 1 … 0

0 0 0 0 0 0 0 … 1

…………………… …





















� (3)

Note that each column indicates a sample point of 
the signal. Every odd sample is preserved while some 
of the even samples are randomly discarded. 

Then, the compressed sensing matrix Q(=FY) 
becomes a K×N matrix consisting of every odd row 
and randomly selected even rows of the inverse Fou-
rier transform matrix. Projection vector Y is repre-
sented by Qs and signal reconstruction becomes the 
inverse problem of s =Q-1Y. This inverse problem is 
solvable as an l1-norm minimization problem because 
s is sparse and Q consists of randomly selected rows 
of the inverse Fourier transform matrix*.

Using transferred fixed and random samples from 
flexible access points, the flexible signal processing 
unit conducts the decoding and sensing process as 
follows.

First, the decoding signals are decoded using only 
fixed samples, which is equivalent to BNyq-rate sam-
pling. Note that aliasing of the sensing signals occurs 

*	 Compressed sensing theory has proved that randomly permutated 
Fourier ensembles satisfy RIP. Therefore, we can use randomly 
selected rows of an inverse Fourier transform matrix as a sensing 
matrix because Fourier ensembles and inverse Fourier ensembles 
have identical statistical characteristics.

D2D1
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Frequency
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D2

S1 S2
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Fig. 3.   Example of frequency alignment of multiple signals. 
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because the sampling rate is insufficient. However, it 
does not cause interference with the decoding signals. 
Therefore, the decoding signals can be decoded by 
using conventional decoding algorithms without 
aliasing. An example of fixed samples in the frequency 
domain is shown in Fig. 4. Although the aliasing of 
the sensing signals occurred owing to the insufficient 
sampling rate, the decoding signal parts are intact. 
Consequently, Nyquist-rate decoding performance is 
achieved for the decoding signals. Second, the decod-
ing signal is subtracted from both the fixed and ran-
dom samples. Third, the sensing signals are recon-
structed using both fixed and random samples, whose 
decoding signals have been subtracted. The recon-
struction is done by solving the l1-norm minimiza-
tion problem. An example of the reconstructed signal 
in the frequency domain is shown in Fig. 5. Note that 

only sensing signals are reconstructed because the 
decoding signals have been removed. Fourth, the 
sensing signals are identified in the reconstructed 
signal by a conventional spectrum sensing algorithm 
such as energy detection. 

Some experimental results are shown in Figs. 6 and 
7. Experiments were performed on 310-MHz-band 
frequency shift keying (FSK) signals transmitted by 
radio frequency identification (RFID) tags. The RFID 
tag bandwidth and the total bandwidths of decoding 
signals and sensing signals were 0.3, 1.73, and 6.54 
MHz, respectively. The channel between the RFID 
tags and a flexible access point was a non-fading 
additive white Gaussian noise channel. 

Figure 6 compares the theoretical and experimental 
symbol error rates for the decoding signal in terms of 
Es/No (energy per symbol per noise power spectral 

Frequency

Aliased sensing signal

D1D2 D2D1S1, S2 aliased D1D2 D2D1S1, S2 aliased

Bsens BdecBdec

Non-aliased decoding signal

BNyq(=2Bdec+Bsens)BNyq(=2Bdec+Bsens)

Bgrid(=2BNyq=4Bdec+2Bsens)

Fig. 4.   Frequency domain representation of fixed samples.
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BdecBdec

S2
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Fig. 5.   �Frequency domain representation of sensing signals reconstructed from fixed and 
random samples after subtraction of the decoding signal. 
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density). In the experiment using the conventional 
method, only the down-converted decoding signal 
was sampled at the Nyquist rate. In the experiment 
using our method, the decoding signal and the sens-

ing signals were combined in the IF band and sampled 
by using our method. The performance curve for our 
method matches those for the theoretical and conven-
tional methods well, which shows that our sampling 
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method guarantees Nyquist-rate decoding perfor-
mance for the decoding signal. 

The detection success rate is shown in Fig. 7. All 
curves show relatively poor performance at a low 
compression ratio. This is because reconstruction 
fails if the number of samples is insufficient. How-
ever, Pd (detection success rate) increases with the 
compression ratio. Approximately, 70% of the com-
pression ratio can be achieved when Es/No is higher 
than 17.5 dB.

3.2   �Compressed sensing with weighted measure-
ment matrix

Our goal for the weighted measurement matrix 
generation is to reduce the required number of mea-
surements by using prior knowledge of the signal.

A block diagram of compressed sensing with 
weighted measurement matrix generation is shown in 
Fig. 8. The weighted measurement matrix is gener-
ated by multiplying the random measurement matrix 
and weight matrix, where the weight matrix is gener-
ated taking into consideration prior knowledge such 
as the signal’s history. Note that identical weighted 
and random measurement matrices are generated by 
both the flexible access points and the signal process-
ing unit for the reconstruction. If the weight needs to 
be updated, necessary parameters are transmitted 
from the signal processing unit to the flexible access 
points. 

To verify the efficiency of this method, we con-
ducted an experiment using an RFID signal consist-
ing of a periodically transmitted FSK signal. The total 
bandwidth and the received signal bandwidth were 5 
and 0.6 MHz, respectively. The time occupancy rate 
of the received signal was 0.25. Therefore, the time-
frequency domain signal sparsity was 0.03. The time 
and frequency domain weights were set to 2.0 and 1.5 
using the signal reception history. The detection suc-
cess rates for the conventional method and our 
method are compared in Fig. 9. The compression 
rates needed for perfect signal detection were 0.13, 
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Fig. 8.   Block diagram of compressed sensing with weighted measurement matrix generation. 
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0.12, 0.09, and 0.08, respectively, when the applied 
weights were no weight, time domain weight, fre-
quency domain weight, and time-frequency domain 
weight. These results confirm that enhanced 
compression is achieved by our method. 

4.   Conclusion

To satisfy the requirement for a unified wireless 
platform, we are developing a flexible wireless sys-
tem. As a partial fulfillment of such as system, this 
article described a highly efficient radio wave data 
compression method based on currently developed 
compressed sensing technology. It also described two 
radio wave data compression methods utilizing com-
pressed sensing technology. Experiments results 
verified that a compression rate that is slightly higher 
than the Nyquist rate of the original sparse signal can 
be achieved. Our future research will include devel-
oping further enhanced data compression methods in 
terms of realtime operation and practical processing 
burden using compressed sensing technology.
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1.   Introduction

The NTT Group maintains in-house technical 
requirements (NTT-TRs) that set out the electromag-
netic compatibility (EMC) quality levels to be 
adhered to when developing or procuring telecom-
munication equipment and devices. NTT-TRs stipu-
late EMC requirements (acceptable limits and mea-
surement methods) to ensure safe and secure tele-
communication services in terms of emissions (of 
electromagnetic disturbances), immunity (to electro-
magnetic disturbances), and overvoltage tolerance 
capability.

The acceptable EMC limits and measurement 
methods specified in NTT-TRs conform to interna-
tional standards on information technology equip-
ment (ITE) or telecommunication equipment set out 
by organizations such as IEC/CISPR (explained 
below) and ITU-T SG5 (International Telecommuni-
cation Union, Telecommunication Standardization 
Sector, Study Group 5) so that enterprises in related 
industrial sectors either in Japan or abroad can abide 

by the NTT-TRs.
This article summarizes events at the 2010 IEC/

CISPR Plenary Meeting held in Seattle, Washington, 
USA, from October 6 to October 14, 2010. It pro-
vides an update to last year’s article about the 2009 
meeting [1].

2.   Meeting overview

The Comité International Spécial des Perturbations 
Radioélectriques (CISPR)––also known as the Inter-
national Special Committee on Radio Interference––
is a special committee of the International Electro-
technical Commission (IEC). To ensure that there are 
consistent global standards, it issues international 
standards for the emission levels of unwanted electro-
magnetic disturbances from various devices (radio 
interference sources) as well as for the apparatus and 
methods used to measure such disturbances. The sec-
retariat is located in Geneva, Switzerland.

CISPR membership includes 42 national commit-
tees and a number of related international organiza-
tions (International Council on Large Electric Sys-
tems (CIGRE), European Broadcasting Union (EBU), 
European Telecommunications Standards Institute 
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(ETSI), International Amateur Radio Union (IARU), 
and International Telecommunication Union, Radio-
communication Sector (ITU-R)). CISPR standards 
function as Horizontal Standards within the IEC. 
They are used across all Technical Committees (TCs) 
and, as such, impact a wide range of industries.

CISPR comprises a Steering Committee and six 
subcommittees (A, B, D, F, H, and I) under the CISPR 
Plenary Assembly (Fig. 1). Each subcommittee is 
responsible for setting standards in its respective 
industrial field. Working Groups (WGs), set up to 
handle specific themes, meet throughout the year.

The 2010 IEC/CISPR Plenary Meeting was held at 

the Washington State Convention & Trade Center in 
Seattle and lasted for eight days. The Steering Com-
mittee, the six subcommittees, 14 WGs, and four joint 
task forces (JTFs) met in parallel with the Plenary 
Meeting. Japan sent 38 delegates representing the 
Ministry of Internal Affairs and Communications, the 
National Institute of Information and Communica-
tions Technology, universities, corporations, and 
industry groups. NTT sent four delegates. This year’s 
IEC/CISPR Plenary Meeting was held alongside the 
74th IEC General Meeting, creating a very large con-
ference that attracted 2800 delegates to some 90 TC 
meetings over its two-week run (Photos 1–4).

Plenary
meeting

Steering
committee

Subcommittee A (SC-A) Radio-interference measurements and
statistical methods

(Secretary)

Subcommittee B (SC-B)

Subcommittee D (SC-D)

(Annual meeting)

Subcommittee F (SC-F)

Subcommittee H (SC-H)

Subcommittee I (SC-I)

Interference related to industrial, scientific,
and medical (ISM) radio-frequency
EM disturbances related to electric and
electronic equipment on vehicles and
devices powered by internal-combustion
engines
Interference related to household appliances,
tools, lighting, and similar equipment

Limits for the protection of radio services

EMC of ITE, multimedia equipment,
and receivers.

(Japan)

(Germany)

(Netherlands)

(Denmark)

(Japan)

(USA)

Fig. 1.   IEC/CISPR organization.

Photo 1.   Meeting place: Seattle Convention Center. Photo 2.   Meeting.
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3.   Impact of IEC/CISPR standardization  
on NTT’s business

NTT Group’s in-house EMC regulations include 
EMC standards for telecommunication equipment 
(in-house standards), which specify the minimum 
EMC requirements and operational methods for tele-
communication equipment that NTT uses to provide 
telecommunication services as well as for telecom-
munication equipment provided to customers. NTT-
TRs consist of technical requirements taken from the 
in-house standards (Fig. 2) [2]. Currently, there are 
three TR documents: “Technical requirements for 
electromagnetic disturbance emitted from telecom-
munications equipment (TR550004)”, “Technical 
requirements for electromagnetic immunity of tele-
communications equipment (TR549001)”, and 
“Technical requirements for resistibility of telecom-
munications equipment to overvoltage and overcur-
rent (TR189001)”. TR550004 covers electromagnetic 
disturbances generated by telecommunication equip-
ment, TR549001 covers the capability of telecom-
munication equipment to tolerate electromagnetic 
disturbances, and TR189001 covers the capability of 
telecommunication equipment to tolerate overvolt-
age. Telecommunication equipment specifications 
cite these TRs as EMC requirements. The require-
ments in TR550004 are mandatory, while those in 
TR549001 and TR189001 are currently recommen-
dations.

TR549001 [3] complies with CISPR 22 and, domes
tically, with the voluntary technical standards defined 
by the VCCI Council (VCCI). It also incorporates 

international standards from ITU-T and other bodies 
as requirements that apply to telecommunication 
equipment.

Since December 2009, we have been adding emis-
sion regulations for electromagnetic disturbances in 
the 1–6 GHz band in conjunction with amendments 
to international standards and domestic rulings 
(CISPR 22 edition 5.2) and have been adopting rules 
for conducted disturbances at telecommunication 
ports as related VCCI technical standards come into 
effect.

TR549001 [4] complies with CISPR 24 and domes-

NTT standards 1.1
EMC for telecommunications equipment 
Ver. 3 (Dec 8, 2009)

Technical
Requirements

Regulation
TR for Electromagnetic Disturbances Emitted 
from Telecommunication Equipment 
NTT-TR550004 Ver.4 (Dec 18, 2009) 

Recommendation
TR for Electromagnetic Immunity of 
Telecommunications Equipment 
NTT-TR549001 Ver. 3 (May 11, 2005) 

Recommendation
TR for Resistibility of Telecommunications
Equipment to Overvoltage and Overcurrent
NTT-TR189001 Ver. 1 (Jan 31, 2003)

Fig. 2.   NTT-TRs for EMC standards.

Photo 3.   Opening ceremony party in IEC General Meeting. Photo 4.   Seattle Tower.
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tic rulings (the current CISPR committee of the Infor-
mation and Communications Council). In Japan, 
CISPR 24 formerly operated as a guideline for each 
industry, but the Telecommunication Technology 
Committee (TTC) standardized it as JS-CISPR 24 
Version 1 in August 2010 as a domestic standard for 
the telecommunication industry. We expect that, with 
the increasing prevalence of broadband services, 
more international standards and TRs associated with 
TTC standards will be established to cope with EMC 
failures in IP (Internet protocol) telecommunication 
equipment.

NTT TRs are publicly available from NTT’s Inter-
national Procurement web page [3], [4].

4.   Main issues and discussion at the meeting

4.1   Subcommittee A
CISPR Subcommittee A is engaged in forming base 

international standards for radio disturbance mea-
surement apparatus and methods. The subcommit-
tee’s main mission is preparing and revising the 
CISPR 16 series of standards that specify radio dis-
turbance and immunity measurement apparatus and 
methods and are designated as base standards cited 
by all other CISPR standards.

At the Seattle meeting, NTT proposed a new 
impedance stabilization network (ISN) for measuring 
conducted disturbances at telecommunication ports 
to coincide with maintenance to CISPR 16-1-2 
(Radio disturbance and immunity measuring appara-
tus––Ancillary equipment––Conducted disturbanc-
es). As a result of NTT’s proposal, the inclusion of the 
ISN in CISPR 16 will be studied after discussions of 
its necessity in Subcommittee I, as described below.

4.2   Subcommittee I
Subcommittee I is involved in creating interna-

tional standards regarding EMC of ITE, multimedia 
equipment, and receivers. This subcommittee pre-
pares and revises emissions standards (CISPR 22 and 
CISPR 32) and immunity standards (CISPR 24 and 
CISPR 35) for telecommunication equipment. It is 
working on three issues that have a direct bearing on 
NTT’s business.
(1)	� Emission and immunity standards for multime-

dia equipment
(2)	� Measurement methods of and limits on distur-

bances from high-speed power line telecommu-
nication (PLT) equipment

(3)	� New ISN for measuring conducted disturbances 
at telecommunication ports

Issue (1) concerns the establishment of emission 
standards (CISPR 32) and immunity standards 
(CISPR 35) that target ITE and broadcast receivers. 
Since the functional barrier between them has disap-
peared, new standards that cover both categories are 
being drawn up. TR550004 (for emissions) and 
TR549001 (for immunity) are based on the existing 
CISPR 22 and CISPR 24 standards, but these TRs are 
expected to be replaced once CISPR 32 and CISPR 
35 come into effect. The establishment of new stan-
dards that will govern NTT’s required EMC perfor-
mance in the future is therefore a highly relevant 
issue for NTT’s business. At the present time, CISPR 
32 and CISPR 35 inherit most of the existing provi-
sions without modification, but CISPR 35 is set to 
add provisions for testing impulse noise effects on 
xDSL (various types of digital subscriber line) ser-
vices. We envision CISPR 32 being issued at the 
earliest in one to two years and CISPR 35 being 
issued in two to three years.

Issue (2) concerns the addition to the existing 
CISPR 22 standard of measurement methods of and 
limits on disturbances from PLT equipment. This 
issue has been debated for more than ten years since 
1999 but no agreement has been reached yet within 
CISPR. The Seattle meeting decided to shelve further 
official standardization investigation in this area. Dis-
turbances from PLT equipment are already regulated 
in Japan under the Radio Act; therefore, the decision 
to stop standardization at CISPR has no direct effect 
on NTT’s business. Nevertheless, the European Com-
mittee for Electrotechnical Standardization (CEN-
ELEC) is still pushing ahead with standardization: 
once a European EN standard has been established, 
we presume that it will be incorporated as a CISPR 
standard. The original goal of creating a CISPR stan-
dard for PLT equipment was to unify in an interna-
tional standard the many PLT equipment disturbance 
standards operating in different countries and regions. 
Should an EN standard become a CISPR standard, it 
may prompt revisions to Japan’s Radio Act. For this 
reason, we should continue to monitor developments 
in this area.

Issue (3) involves the inclusion in CISPR standards 
of NTT’s newly developed ISN for measuring con-
ducted disturbances at telecommunication ports. 
Conventional ISNs perform well with well-balanced* 

*	 Balance in this context refers to the electrical balance in the ground 
plane. A poorly balanced ground plane can lead to communication 
signals being radiated as radio disturbance.
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telecommunication lines, such as Ethernet lines. The 
problem with conventional ISNs is that they produce 
measurement errors when measuring poorly balanced 
telecommunication lines. Now that NTT Energy and 
Environment Systems Laboratory has developed a 
new ISN that resolves this problem, NTT is pressing 
for its inclusion in CISPR standards. Because the new 
ISN can be used for more accurate assessments of and 
correspondence to disturbances from ordinary tele-
communication lines and xDSL lines, this issue will 
impact NTT’s business.

A schematic diagram of the proposed ISN, which 
uses an asymmetrical transformer, is shown in Fig. 3. 
The way the voltage-characteristic measurements of 
a transmission port are improved when a telecommu-
nication device’s electromagnetic disturbance is mea-
sured with the proposed measurement apparatus is 
shown in Fig. 4 [5]. This example demonstrates that 
the proposed measurement apparatus, using an asym-
metrical transformer circuit, can measure very poorly 
balanced transmission ports (20 dB or less) and that 
the voltage measurements obtained concur with the 
current characteristics.

4.3   State of discussions at JTFs and other venues
The JTF between CISPR subcommittees A and F 

(A&F JTF) is examining a simple alternative (CDNE 

method) for measuring radio-frequency disturbances 
from lighting equipment in the frequency range from 
30 MHz to 300 MHz by a conducted disturbance 
measurement method that uses coupling decoupling 
networks (CDNs) for conducted immunity tests. 
Although this examination does not directly involve 
the measurement of electromagnetic disturbances in 
telecommunication equipment or systems, NTT 
Group experts are active in the discussions, as their 
direction needs to be monitored because any new 
standards will require lower transient noise and 
steady-state noise and lower energy consumption 
from lighting equipment used in machine rooms and 
datacenters. The committee draft on the CDNE 
method submitted just prior to the Seattle meeting 
was withdrawn because of too many technical defi-
ciencies, according to a comment put forth by the 
NTT Group. Instead, the identified issues were dis-
cussed point by point. The CDNE method will be 
debated again in the A&F JTF after the committee 
draft has been revised in the light of the Seattle dis-
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Fig. 3.   �Diagram of the asymmetric artificial network using 
an asymmetrical transformer.
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cussions. We feel that it is necessary to continue to 
watch the correlation between the CDNE method and 
conventional measurement methods performed in 
anechoic chambers. 

5.   Concluding remarks

This article described the relationship between 
NTT’s EMC regulations and IEC/CISPR interna-
tional standards, the main issues being debated within 
CISPR, and the direction of discussions at the Seattle 
Plenary Meeting. CISPR will continue to establish 
new standards and update existing standards to keep 
abreast of the various transformations in the electro-
magnetic environment, such as the convergence of 
telecommunication equipment and broadcasting 
equipment driven by broadband-service proliferation 
and the adoption of PLT and other new transmission 
methods caused by the move to intelligent power 
control.

Through participation in international EMC stan-
dardization processes and active promotion of in-

house regulations, the NTT Group is committed to 
maintaining a good electromagnetic environment and 
providing high-quality, highly reliable telecommuni-
cation services.
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Escaped-Huffman and Adaptive Recursive Rice Coding 
for Lossless Compression of the Mapped Domain Linear 
Prediction Residual

N. Harada, Y. Kamamoto, and T. Moriya
Proc. of ICASSP 2010, IEEE, pp. 4646–4649, Dallas, Texas, 

USA.
ITU-T Recommendation G.711.0 has just been established. It 

defines a lossless and stateless compression for G.711 packet pay-
loads (for both A-law and μ-law). This paper introduces some coding 
technologies proposed and applied to the G.711.0 codec, such as 
Plus-Minus zero mapping for the mapped domain linear predictive 
coding and escaped-Huffman coding combined with adaptive recur-
sive Rice coding for lossless compression of the prediction residual. 
Performance test results for those coding tools are shown in com-
parison with the results for the conventional technology. The perfor-
mance is measured on the basis of the figure of merit (FoM), which 
is a function of the trade-off between compression performance and 
computational complexity. The proposed tools improve the compres-
sion performance by 0.16% in total while keeping the computational 
complexity of the encoder/decoder pair low (about 1.0 WMOPS on 
average and 1.667 WMOPS in the worst case).

  

Emerging ITU-T Standard G.711.0—Lossless Compres-
sion of G.711 Pulse Code Modulation

N. Harada, Y. Kamamoto, T. Moriya, Y. Hiwasaki, M. A. Ramalho, 
L. Netsch, J. Stachurski, L. Miao, H. Taddei, and F. Qi

Proc. of ICASSP 2010, IEEE, pp. 4658–4661, Dallas, Texas, 
USA.

ITU-T Recommendation G.711 is the benchmark standard for nar-
rowband telephony. It has been successful for many decades because 
of its proven voice quality, ubiquity, and utility. A new ITU-T recom-
mendation, denoted G.711.0, has recently been established defining 
lossless compression for G.711 packet payloads typically found in IP 
networks. This paper presents a brief overview of technologies 
employed within the G.711.0 standard and summarizes the compres-
sion and complexity results. It is shown that G.711.0 provides greater 
than 50% average compression in typical service provider environ-
ments while keeping low computational complexity for the encoder/
decoder pair (1.0 WMOPS average, <1.7 WMOPS worst case) and 
low memory footprint (about 5 k octets of RAM, 5.7 k octets of 
ROM, and 3.6 k of program memory measured in the number of basic 
operators).

  

Voice Activity Detection Using Frame-wise Model Re-esti-
mation Method Based on Gaussian Pruning with Weight 
Normalization

M. Fujimoto, S. Watanabe, and T. Nakatani
Proc. of INTERSPEECH 2010, Makuhari, Chiba, Japan.
This paper proposes a frame-wise model re-estimation method 

based on Gaussian pruning with weight normalization for noise 
robust voice activity detection (VAD). Our previous work, switching-
Kalman-filter-based VAD, sequentially estimates a non-stationary-
noise Gaussian mixture model (GMM) and constructs GMMs of 
observed noisy speech signals by composing pre-trained silence and 
clean GMMs and sequentially estimated noise GMMs. However, the 

composed models are not optimal because they do not fully reflect 
the characteristics of the observed signal. Thus, to ensure the optimal-
ity of the composed models, we investigate a method for re-estimat-
ing the composed model. Since our VAD method works under frame-
wise sequential processing, there are insufficient re-training data for 
re-estimation of all the model parameters. To solve this problem, we 
propose a model re-estimation method that involves the extraction of 
reliable information using Gaussian pruning with weight normaliza-
tion. Namely, the proposed method re-estimates the model by prun-
ing non-dominant Gaussian distributions in expressing the local 
characteristics of each frame and by normalizing the Gaussian 
weights of the remaining distributions.

  

Increase of Fundamental Oscillation Frequency in Reso-
nant Tunneling Diode with Thin Barrier and Graded Emitter 
Structure

S. Suzuki, A. Teranishi, M. Asada, H. Sugiyama, and H. Yokoya-
ma

Proc. of Infrared Millimeter and Terahertz Waves (IRMMW-THz), 
Rome, Italy, 2010.

We obtained an increase in the oscillation frequency of resonant 
tunneling diodes (RTDs) using a graded emitter and thin barriers for 
reduced transit and tunneling times. The fundamental oscillation 
frequency of 1.04 THz was achieved with this structure. The depen-
dence of output power on oscillation frequency is also shown. The 
output power was around 10 μW in the 0.9–1 THz region.

  

Wide-range and Fast-tracking Frequency Offset Estimator 
for Optical Coherent Receivers

T. Nakagawa, K. Ishihara, T. Kobayashi, R. Kudo, M. Matsui, Y. 
Takatori, and M. Mizoguchi

Proc. of ECOC 2010, Torino, Italy.
A blind spectrum-based frequency offset estimator with fast track-

ing time is presented. A receiver using the proposed estimator to 
eliminate the frequency ambiguity of the mth power algorithm can 
achieve precise estimation over a wide frequency range.

  

Efficient Secure Auction Protocols Based on the Boneh-
Goh-Nissim Encryption

T. Mitsunaga, Y. Manabe, and T. Okamoto
Proc. of SCIS 2010, IEICE, Takamatsu, Japan.
This paper presents efficient secure auction protocols for first price 

auction and second price auction. Previous auction protocols are 
based on a generally secure multi-party protocol called the mix-and-
match protocol. However, the time complexity of the mix-and-match 
protocol is large, although it can securely calculate any logical cir-
cuits. The proposed protocols reduce the number of times the mix-
and-match protocol is used by replacing them with Boneh-Goh-Nis-
sim encryption, which enables calculation of 2-DNF (disjunctive 
normal form) of encrypted data.
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Spatial Pooling of One-dimensional Second-order Motion 
Signals

K. Maruya and S. Nishida
Journal of Vision, Vol. 10, No. 13:24, pp. 1–18, 2010.
We can detect visual movements not only from luminance motion 

signals (first-order motion) but also from non-luminance motion 
signals (second-order motion). It has been established for first-order 
motion that the visual system pools local one-dimensional motion 
signals across space and orientation to solve the aperture problem and 
to estimate two-dimensional object motion. In this study, we investi-
gated (i) whether local one-dimensional second-order motion signals 
are also pooled across space and orientation into a global 2D motion 
and, if so, (ii) whether the second-order motion signals are pooled 
independently of, or in cooperation with, first-order motion signals. 
We measured the direction-discrimination performance and the rat-
ing of a global circular translation of four oscillating bars, each 
defined either by luminance or by a non-luminance attribute, such as 
flicker or binocular depth. The results showed evidence of motion 
pooling both when the stimulus consisted only of second-order bars 
and when it consisted of first-order and second-order bars. We 
observed global motion pooling across first- and second-order 
motions even when the first-order motion was not accompanied by 
trackable position changes. These results suggest the presence of a 
universal pooling system for first- and second-order one-dimensional 
motion signals.

  

Creation and Analysis of a Japanese Speaking Style Paral-
lel Database for Expressive Speech Synthesis

H. Nakajima, N. Miyazaki, A. Yoshida, T. Nakamura, and H. 
Mizuno

Proc. of Oriental COCOSDA 2010, COCOSDA Asia Section, 
Kathmandu, Nepal.

This paper describes a newly developed database for expressive 
speech synthesis. This speech database is characterized by two fea-
tures: i) the sentences are taken from real domains such as sales talk, 
storytelling, and telephone conversations, where speech is uttered in 
expressive (or conversational) style, so sentences are domain-depen-
dent and ii) each sentence is uttered in both reading style and expres-
sive style, so this database stores parallel speaking style speech. This 
database is designed to capture the acoustic and prosodic differences 
between parallel styles and to elucidate the domain-dependent lin-
guistic characteristics that cause those differences. This paper 
describes both the concept of this speech database and the issues 
raised by its implementation. We detail the basic characteristics and 
preliminary results of two style comparisons to elucidate the linguis-
tic characteristics that contribute to the establishment of expressive 
speech synthesis.

  

Effect of Speech Sound Naturalness on the Neural Basis 
of Format Frequency Discrimination

S. Hiroya and F. H. Guenther
Proc. of Neuroscience 2010, the Society for Neuroscience, San 

Diego, 2010.
Few previous imaging studies of speech perception have investi-

gated the neural mechanisms underlying discriminability of format 
frequencies for less natural vowel sounds. First, we developed a novel 
method for controlling vowel naturalness on the basis of band-limited 
finite impulse response filters related to the first four formats. The 
results showed that naturalness was significantly reduced for sounds 
with decreasing filter bandwidths. Next, we performed a functional 

magnetic resonance imaging study that investigated the neural basis 
of formant frequency discrimination in less natural vowel sounds. 
The result showed that the left-lateralized premotor cortex was more 
activated for less natural sounds, and the area overlapped that of 
vowel production. This suggests that the involvement of the premotor 
cortex varies depending on speech sound naturalness.

  

Fast Template Matching Based on Normalized Cross Cor-
relation Using Adaptive Block Partitioning and Initial 
Threshold Estimation

M. Mori and K. Kashino
Proc. of 2010 IEEE International Symposium on Multimedia, pp. 

196–203, Taichung, Taiwan.
This paper proposes a fast template matching method based on 

normalized cross correlation (NCC). NCC is more robust against 
image variations such as illumination changes than the widely used 
sum of absolute difference (SAD). A problem with NCC has been its 
high computation cost. To deal with this problem, we use adaptive 
block partitioning and initial threshold estimation to extend the mul-
tilevel successive elimination algorithm. Adaptive block partitioning 
provides efficient sub-block partitioning and tighter boundaries. Ini-
tial threshold estimation yields a larger boundary threshold. They 
greatly suppress the number of search points at an earlier level from 
the beginning of search. The proposed method is exhaustive and 
robust with respect to template position and size. Experiments show 
that our method is up to 400 times faster than the brute force method 
and is significantly faster than conventional methods.

  

Coded Packet Immediate Access for Contention-based 
Wireless Relay Networks

D. Umehara, S. Denno, M. Morikura, and T. Sugiyama
Proc. of the 4th International Conference on Signal Processing and 

Communication Systems (ICSPCS), Vol. 1, No. 1, pp. 1–9, Gold 
Coast, Australia, 2010.

This paper proposes a medium access control (MAC) protocol 
with network coding on relay nodes for contention-based multihop 
wireless relay networks. The proposed protocol is called coded 
packet priority access (CPPA) protocol in which coded packets have 
higher transmission opportunity than non-coded native packets at 
relay nodes. In this paper, the performance of coded packet immedi-
ate access (CPIA) protocols, which are a subclass of CPPA protocols, 
is evaluated for single-relay bidirectional symmetric traffic and upper 
and lower bounds of analytical throughput are derived for any given 
node traffic. It is shown that the lower bound approximates to the 
throughput obtained from computer simulations with high accuracy. 
The conventional slotted ALOHA protocol with network coding  
(S-ALOHA/NC) is required to adapt the transmission probability of 
a relay node to a rational function of node traffic so as to maximize 
the throughput whereas the CPIA protocol achieves the maximize 
throughput only if the relay node transmits no native packets. Fur-
thermore it is clarified that the CPIA protocol is superior to the  
S-ALOHA/NC protocol in delay for given retransmission probabili-
ties of user nodes.

  

Enhancement of IEEE 802.11 and Network Coding for 
Single-relay Multi-user Wireless Networks

D. Umehara, C. -H. Huang, S. Denno, M. Morikura, and T. Sugi-
yama



� NTT Technical Review

Papers Published in Technical Journals and Conference Proceedings

Proc. of the 4th International Conference on Signal Processing and 
Communication Systems (ICSPCS), Vol. 1, No. 1, pp. 1–9, Gold 
Coast, Australia, 2010.

Network coding is a promising technique for improving system 
performance in wireless multihop networks. In this paper, the 
throughput and fairness in single-relay multiuser wireless networks 
are evaluated. The carrier sense multiple access with collision avoid-
ance (CSMA/CA) protocol and network coding are used in the 
medium access control (MAC) sublayer in such networks. The fair-
ness of wireless medium access among stations (STAs), the access 
point (AP), and the relay station (RS) results in asymmetric bidirec-
tional flows via the RS; as a result, the wireless throughput decreases 
substantially. To overcome this problem, an autonomous optimiza-
tion of the minimum contention window size is developed for 
CSMA/CA and network coding to assign appropriate transmission 
opportunities to both the AP and RS. By optimizing the minimum 
contention window size according to the number of STAs, the wire-
less throughput in single-relay multi-user networks can be improved 
and fairness between bidirectional flows via the RS can be achieved. 
Numerical analysis and computer simulations enable us to evaluate 
the performances of CSMA/CA and network coding in single-relay 
multi-user wireless networks.

  

Efficient Data Gathering for Hierarchical Sensor Net-
works

Y. Kishino, Y. Sakurai, K. Kamei, T. Maekawa, Y. Yanagisawa, and 
T. Okadome

Information Processing Society of Japan, Vol. 3, No. 4, pp. 82–93, 
2010.

In this paper we propose an efficient data gathering method using 
a hierarchical tree topology in a high-density sensor network. The 
proposed method gathers sensor data using Singular Value Decompo-
sition (SVD) for each cluster by taking advantage of periodicity and 
correlation among sensor data. It can reduce the amount of data in 
wireless communication and errors and achieve efficient data gather-
ing. Our experimental result shows that the hierarchical network 
topology and data gathering by SVD can reduce the amount of data 
and errors when the level of network topology is high.

  

Single-electron Devices based on Si Nanoscale FETs
K. Nishiguchi and A. Fujiwara
Proc. of Workshop on Innovative Devices and Systems, WINDS, 

Hawaii, USA, 2010.
A MOSFET-based circuit utilizing single electrons is demonstrat-

ed at room temperature. A nano-wire MOSFET can transfer single 
electrons one after another to a storage node thanks to the extremely 
small current leakage of the MOSFET. The electrons transferred to 
the node are detected by another wire MOSFET, which is located 
near the node. The combination of these nano-wire MOSFETs allows 
real-time monitoring of the single-electron transfer, which helps 
microscopic understanding of individual electron movement in the 
MOSFET. While the MOSFET can control the average movement of 
single electrons, each movement of an individual electron is com-
pletely random. Such controllability and randomness of electron 
movement is used for high-quality random-number generation 
(RNG) suitable for data processing that stochastically extracts the 
most preferable pattern among various ones. The MOSFET-based 
RNG allows fast operation as well as high controllability, which leads 
to flexible extraction of the preferable pattern. This stochastic data 
processing promises high efficiency, fast operation, and low power 

consumption like the human brain.
 
  

Risk Management and Intelligence Management during 
Emergency

M. Higashida, Y. Maeda, and H. Hayashi
Journal of Disaster Research, Vol. 5, No. 6, pp. 636–637, 2010.
In the 15 years since Kobe’s Hanshin-Awaji Earthquake, aware-

ness is growing that simply gathering information may not be enough 
for preparing systems, executing emergency responses, and making 
decisions rapidly and precisely. The question has become how––and 
whether––emergency response information can be used effectively 
and efficiently for rapid disaster response, recovery, and rebuilding. 
We analyzed emergency response decision making from the perspec-
tive of information processing, looking for the features organizations 
need to process information efficiently. We also propose how to con-
tinuously improve emergency response performance.

  

Query Graph Pattern Optimization for Efficient Discovery 
of Implicit Information within Linked Data

R. Sakai, K. Iiduka, H. Sato, T. Murayama, T. Kobayashi, H. Hat-
tori, and T. Ishida

Information Processing Society of Japan, Vol. 51, No. 12, pp. 
2298–2309, 2010.

Spreading the use of the Semantic Web and Linked Data has made 
it possible to explore new connections between data which were not 
linked before. The use of various query graph patterns allows us to 
explore such connections and leads us to find potentially useful infor-
mation; however, this information may not be reliable owing to its 
linkages; for example, if the linkage between the data is weak. More-
over, in a huge set of Linked Data, there are too many patterns to 
follow and many of them may contain similar semantic connections. 
Our goal is to select query graph patterns that allow us to find reliable 
information efficiently from a huge number of patterns. We propose 
a method to reduce the number of query graph patterns while main-
taining the pattern variations to meet different users’ needs. To 
achieve high reliability for the information reached, we select the 
patterns made of two paths. To ensure wide variations, we classify 
existing patterns into some representative categories and keep all the 
categories while we reduce the number. By verifying with real data-
sets, we confirmed that we could reduce the number by up to 9.1% of 
its original and also underpinned the reliability of the resulting infor-
mation.

  

Bounce Hardness Index of Gravitational Waves
F. Ishiyama and R. Takahashi
Classical and Quantum Gravity, Institute of Physics, Vol. 27, No. 

24, p. 245021, 2010.
We present a method of mode analysis to search for signals with 

frequency evolution and limited duration in a given data stream. Our 
method is a natural expansion of Fourier analysis, and we can obtain 
information about frequency evolution with high frequency precision 
and high time resolution. Applications of this method to the analysis 
of inspiral and burst signals show that the signals are characterized by 
an index that we name ‘bounce hardness’. The index corresponds to 
the growth rate of the signals.
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Fundamental Oscillation of Resonant Tunneling Diodes 
above 1 THz at Room Temperature

S. Suzuki, M. Asada, A. Teranishi, H. Sugiyama, and H. Yokoya-
ma

Appl. Phys. Lett., Vol. 97, No. 24, p. 242102, 2010.
Fundamental oscillations up to 1.04 THz were achieved in reso-

nant tunneling diodes at room temperature. A graded emitter and thin 
barriers were introduced in GaInAs/AlAs double-barrier resonant 
tunneling diodes to reduce the transit time in the collector depletion 
region and the resonant tunneling time, respectively. Output powers 
were 7 μW at 1.04 THz and around 10 μW in the 0.9–1 THz region. 
A change in oscillation frequency of about 4% with bias voltage was 
also obtained.

  

Performance Analysis of Slotted ALOHA and Network 
Coding for Single-relay Multi-user Wireless Networks

D. Umehara, S. Denno, M. Morikura, and T. Sugiyama 
Ad Hoc Networks, Vol. 9, No. 2, pp. 164–179, 2011.
Deployment of wireless relay nodes can enhance system capacity, 

extend wireless service coverage, and reduce energy consumption in 
wireless networks. Network coding enables us to mix two or more 

packets into a single coded packet at relay nodes and improve perfor-
mances in wireless relay networks. In this paper, we succeed in 
developing analytical models of the throughput and delay on slotted 
ALOHA (S-ALOHA) and S-ALOHA with network coding (S-
ALOHA/NC) for single-relay multi-user wireless networks with 
bidirectional data flows. The analytical models involve the effects of 
queue saturation and unsaturation at the relay node. The throughput 
and delay for each user node can be extracted from the total through-
put and delay by using the analytical models. One can formulate 
various optimization problems in traffic control in order to maximize 
the throughput, minimize the delay, or achieve fairness of the 
throughput or the delay. In particular, we clarify that the total 
throughput is enhanced in the S-ALOHA/NC protocol on condition 
that the transmission probability at the relay node is set to the value 
on the boundary between queue saturation and unsaturation. Our 
analysis provides achievable regions in throughput on two direc-
tional data flows at the relay node for both the S-ALOHA and S-
ALOHA/NC protocols. As a result, we show that the achievable 
region in throughput can be enhanced by using network coding and 
traffic control.

  




