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Facing the future without a moment to lose

––Mr. Kato, congratulations on your appointment as 
President of NTT DOCOMO. To begin with, could 
you tell us something about your guiding principles 
and management policies?

Well, since starting my career at NTT, I have been 
involved in the planning and development of mobile 
communications systems and mobile phones. I have 
witnessed the evolution of mobile communications 
and mobile phones from the early days of the industry 
and have confronted a wide variety of issues over the 
years. The business environment of today is undergo-
ing great change, but we are making an all-out effort 
to apply the knowledge that we have accumulated and 
the collaborative ties that we have formed both inside 
and outside the company in order to achieve a man-
agement style that can respond swiftly to change.

Keeping the above spirit in mind and adhering to 
the policies of my predecessor, I have proposed the 
spirit of “Speed and Challenge.” When taking up a 
new post, some people become rather tense, thinking 

that they must do something different from their pre-
decessor. Although that could also have been the case 
with me, I intend to respect the ideas of the former 
president in carrying out the company’s management 
vision, especially since I worked with him on various 
issues over the years. As you know, the mobile com-
munications market is changing at an unprecedented 
speed and so are customer needs. To respond to such 
an unpredictable environment, I would like to take up 
new challenges, knowing that we have not a moment 
to lose.

To this end, we are implementing the following two 
initiatives at NTT DOCOMO: “evolution of services 
by pursuing innovation” and “new value creation 
through convergence.”

Making smart life a reality

The first initiative “evolution of services by pursu-
ing innovation” means creating new services that link 
smartphones with the “DOCOMO cloud”. Let me 
take Photo Collection as an example of the services 
offered through the cloud. This is a storage service 
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Overview
Competition in Japan’s mobile communications market is becoming 

increasingly severe, fueled by the rapidly expanding sales of smartphones 
and the appearance of global players. In this environment, NTT DOCOMO 
must prove its worth as a leading company in the mobile communications 
business, and to do so, it is orchestrating all of its expertise and know-how 
to meet the increasingly diverse and advanced needs of its customers. In the 
aftermath of the Great East Japan Earthquake, we sat down with Kaoru 
Kato, President of NTT DOCOMO, to ask him about the role of mobile 
communications as a major lifeline for society, recognizing his experience 
in spearheading restoration measures at many disaster sites.
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that enables the user to store up to 5 GB of photos and 
video clips free of charge in the personal cloud. 
Photos and videos taken with a smartphone or other 
devices or stored on a personal computer can be auto-
matically uploaded to the cloud and then viewed from 
a smartphone, personal computer, tablet or other 
device as desired.

The Photo Collection service can be linked with the 
organizing function on the cloud, which is capable of 
identifying faces and scenes and automatically group-
ing those photos and videos according to certain cat-
egories such as date, person, event, place, model, and 
service. The service can also be linked with external 
services such as Evernote, Eye-Fi, and HighCam for 
enhanced storage, viewing, and organization of pho-
tos and videos.

In addition, we are enhancing the functions of 
Shabette-Concier, a voice-agent app, Mail-Hon’yaku 
Concier, an app for translating text messages, and 
Hanashite Hon’yaku, a speech translation app. We 
are also starting to provide the docomo mail and 
docomo phonebook services to expand to a full lineup 
of cloud-linked apps (software applications). 
Shabette-Concier now gives more accurate replies by 
linking with i-concier, another DOCOMO service. 
Mail Hon’yaku Concier translates text messages 
composed by the user on their smartphone into the 
other party’s language in the cloud. This app, which 
currently supports Japanese-to-English & English-to-
Japanese, Japanese-to-Korean & Korean-to-Japanese, 
and Japanese-to-Chinese & Chinese-to-Japanese, can 
be used for text-based communications as in email 
and social networking services (SNSs). We take pride 
in this app because it helps the user to send messages 
in a foreign language and facilitates their communi-
cation with people who speak other languages. 
Finally, the docomo mail and docomo phonebook 
services store the user’s email and phonebook data in 
the cloud, thereby enabling the user to access the data 
from multiple devices and to recover the data if nec-
essary. These services are making the user’s life safer, 
smarter and more convenient.

Evolving the mobile phone into 
a convenience store in your hand

 “New value creation through convergence,” the 
second of our new initiatives, means merging the 
smartphone with various areas involving the lives and 
lifestyles of people. 

The smartphone, which can fit into your hand, 
encapsulates the performance of a supercomputer of 

just a few decades ago. Despite its small size, it incor-
porates functions for enjoying music, TV, movies, 
and books and for assisting the user in fields such as 
shopping, health, and medical care. For how long are 
we separated from our mobile phones during the 
course of a day? We only have to think about our 
daily life to answer this question. The fact is that the 
mobile phone is a device that most users have near at 
hand at all times as a means of receiving a wide array 
of services and products. It is becoming, in a sense, a 
convenience store in your hand. We are accelerating 
the realization of this vision through our dshopping 
service, which enables users to safely and conve-
niently purchase products that are carefully screened 
by NTT DOCOMO. We are also committed to form-
ing alliances with other enterprises to further enhance 
mobile shopping. Our aim here is to provide our cus-
tomers with total shopping support.

To implement these two initiatives rapidly, we need 
to reform our corporate structure and revise our busi-
ness processes to keep up with the times. Measures 
must also be taken to make organizational changes 
and enhance personnel training.

Mission and dream arising from personal 
experience of the Japan Airlines plane crash

It is my belief that NTT DOCOMO is a company 
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with a mission to provide its customers with safe and 
secure services and with a dream to enhance and 
enrich the lives of its customers through highly con-
venient products. This is why I want to create a work-
place in which each and every employee can eagerly 
and enjoyably take on new challenges. At the same 
time, I want to be someone who my subordinates can 
easily talk to and feel relaxed around. In particular, I 
want to be a person to whom anyone can say any-
thing, even if it concerns difficult situations or bad 
news. I don’t mind standing and talking if I can hear 
about problems while they are still in the budding 
stage.

––From what experiences did this mission and dream 
arise?

This dream to enhance and enrich the lives of our 
customers through highly convenient products has 
come about in various ways: from my past involve-
ment in the planning and development of mobile 
communications and mobile phones, from my expec-
tations for further evolution and progress of mobile 
systems and products, and from my wish to provide 
customers with convenient products and thrilling 
experiences above and beyond anything that they 
have ever seen before. Of course, I realize that NTT 

DOCOMO is entering a very difficult period in our 
business history, but I also know that there is much 
satisfaction to be gained from doing work that has 
great potential for enriching people’s lives.

Though it would be hard to explain the evolution of 
our perception of our mission in just a few words, let 
me say that my past work at actual disaster sites has 
had a big influence. In 1985, a Japan Airlines plane 
crashed into Mount Osutaka in Gunma Prefecture. I 
was told to head for the crash site with several mobile 
phones. Unlike today’s lightweight models, each of 
these weighed about one kilogram and had a shoulder 
strap. I pushed my way up steep mountain paths and 
eventually arrived at the crash site. It was a horrible 
scene that I can hardly put into words. The only 
means of communications at the site was through 
radio equipment, and it took some time to establish 
communications even with the incident command 
center, but the mobile phones that I brought with me 
greatly improved communications between the crash 
site and the command center. As a result, I became 
more confident about the usefulness of mobile 
phones. Last year’s Great East Japan Earthquake 
underscored our role as a communications operator to 
connect at all times: during emergencies so that peo-
ple can check on their loved ones and at normal times 
so that people can simply communicate with each 
other. Our mission to connect people is something 
that we should never forget.

DOCOMO is the closest to customers 
among all NTT Group companies

––Could you say a few words to NTT DOCOMO 
employees?

Certainly. First, I would emphasize that NTT 
DOCOMO must transform itself into an integrated 
service company. Continuing to focus our efforts only 
on the mobile communications business as we have 
been doing so far can only lower our corporate value. 
I would like all of us at NTT DOCOMO to be fearless 
and energetic in creating new value and markets.

Here, I would reiterate that communication devices 
are first and foremost tools, and to enable them to be 
used to their full extent, it is important that we listen 
closely to the people using them, namely, our custom-
ers. The role of docomo shops and NTT DOCOMO 
information centers is not just to sell mobile phones 
and network services: they are also places where cus-
tomers can talk freely to us about their needs. Of 
course, there are times when it is technically difficult 
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to satisfy customer wishes, and requests related to 
service quality can sometimes be quite demanding. 
Nevertheless, I truly believe that making an effort to 
satisfy each and every customer request leads to a 
beneficial cycle in which the services that we provide 
are continuously enhanced and expanded and the 
mobile devices that we offer have increasingly higher 
levels of performance. 

This endeavor is not limited to projects and activi-
ties at NTT DOCOMO headquarters: to become a 
truly integrated service company, headquarters and 
all company offices and retail sites in the field must 
move forward as one. My aim is to visit NTT 
DOCOMO offices and retail sites throughout the 
country to listen to the ideas and opinions of those 
who deal directly with our customers and to bring 
their voices back to headquarters. Let’s bring about a 
true revolution for the company by working in a uni-
fied manner wherever you are: at headquarters, 
regional offices, or retail sites.

Furthermore, NTT DOCOMO is closest to custom-
ers among companies in the NTT Group in the sense 
that we provide communications over the mobile 
phone—an item that people keep close at hand day in 
and day out. We are therefore in a most effective posi-
tion to listen to customer needs and to convey to 
customers the services and plans of the entire NTT 
Group. In short, I want us to be a company that is 
truly welcoming and hospitable to our customers 
while cooperating and collaborating with other NTT 
Group companies. Let’s explore new worlds in the 
spirit of “ONE docomo”!

Facing R&D with a “70% is OK” mindset 
while learning from our customers

––Mr. Kato, could you also leave us with a message 
to everyone in the R&D department?

Yes, I would tell our research and development 
(R&D) personnel to place importance on speed and to 
pursue R&D in the spirit that even 70% is OK. I think 
that the NTT Group and the R&D department tend to 
have the idea that products must be perfect. Although 
this is undeniably a noble aspiration, we must make a 
decision about product or service development at 
some point in time even before perfection has been 
reached in order to keep up with the rapidly changing 
market. I hesitate to say this, but seeking total perfec-
tion often makes you lose your sense of time. Services 
and products that customers desire should be provid-
ed as quickly as possible and anything in those ser-

vices or products that turns out to be inadequate 
should then be corrected immediately. In short, I 
would like our R&D personnel to adopt the attitude 
of “if it’s done wrong, it’s OK to make a course cor-
rection and then, redo it” in their work. In this regard, 
our customers can assist in making a service even bet-
ter by giving us feedback.

I believe that success comes after accumulating 
many failures. It is not necessary to be 100% success-
ful all the time. What is needed is the ability to ascer-
tain what is of true value, what is truly needed. Of 
course, it might be difficult to tell whether what you 
have at a certain point in time is 70% of what you 
need, but I will continue to talk about the need for this 
“70% is OK” attitude until it becomes embedded in 
R&D. 

A top manager once said to me: “If people say that 
you are saying the same thing again and again, you 
can be sure that your words have finally penetrated 
their minds.” Fortunately, there have been more 
opportunities for me to talk with leaders in various 
fields since I became president. From here on, I 
would like to share with R&D personnel and other 
NTT DOCOMO employees some of the wise advice 
of those leaders who have overcome many difficult 
situations as well as the words of wisdom that support 
my ideas and outlook.

Last but not least, my personal motto is “good can 
come out of misfortune.” Good and bad times are the 
way of the world. Since I entered NTT, it certainly 
has not been smooth sailing all the time, and I cannot 
say that I have always been highly motivated. 
Actually, when I was in charge of achieving a 
practical in-flight telephone service, I had to conduct 



View from the Top

� NTT Technical Review

a very strict airworthiness test that had to be passed. 
By making an extreme effort, I was successful in 
completing this test in what seemed to be an impos-
sibly short time. This success revealed to me how 
hardship and pain are sometimes necessary to get 
things done. Even today, I have a vivid memory of 
those tough times. Difficult and painful situations can 
sometimes lead to good results. Furthermore, while 
there are only a limited number of things that a person 
can complete on his or her own, there are many things 
that can be achieved by seeking the cooperation of 
people around you. Something that has been achieved 
through much hardship necessarily becomes a valu-
able possession of the people involved. Let’s move 
forward together without losing heart!

Interviewee profile
 Career highlights
Kaoru Kato started his career at Nippon 

Telegraph and Telephone Public Corporation 
(now NTT) in 1977. He has been involved in the 
mobile phone business since the early days of the 
industry. He served as Executive Vice President 
and Member of the Board of Directors and 
Managing Director of the Corporate Strategy & 
Planning Department at NTT DOCOMO Kansai, 
Inc. beginning in 2007 and as Executive Vice 
President and Member of the Board of Directors 
and Managing Director of the Corporate Strategy 
& Planning Department at NTT DOCOMO from 
2008. He assumed his current position in June 
2012.
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1.   Introduction

There is increasing use of infrastructure as a service 
(IaaS), in which virtual servers, virtual storage, and 
other such virtual environments are provided, as 
exemplified by Amazon Web Services. This situation 
has given rise to an open source software (OSS) com-
munity whose objectives are reduced cost and open 
development in the construction of IaaS platforms.

2.   OpenStack

OpenStack [1] is an OSS IaaS platform develop-
ment project established by NASA and Rackspace in 
2010. The NTT Group is among the 183 companies 
and 3386 individuals that currently make up that 
growing community. OpenStack version 5 was 
released in April 2012 under the code name “Essex”. 
OpenStack is one of the most prominent of the OSS 
IaaS platforms and is now being used in commercial 
services as well as for other purposes. In April 2012, 
19 companies including AT&T, HP, IBM, Rackspace, 
and Red Hat established the OpenStack Foundation 
to promote the development and use of OpenStack, 
raising expectations for even more widespread adop-
tion of the platform.

OpenStack comprises multiple services (functional 
modules), including a virtual server management 
function, object storage, and network management. 
Users can select the services they need to flexibly 
construct an IaaS platform (Fig. 1). This article 
focuses on the platform’s virtual server management 

and network control functions. We describe a method 
of constructing a flexible virtual environment that 
combines virtual servers and virtual networks through 
cooperation with those OpenStack functions.

3.   Virtual networks

As in hybrid clouds, there are use cases for cloud 
systems that include virtual networks as well as vir-
tual servers to constitute virtual systems in a cloud 
environment while maintaining the system configura-
tion and integrity with conventional enterprise sys-
tems. The virtual network is one kind of technology 
for implementing such use scenarios [2].

4.   Technology for implementing  
virtual networks

A number of ways of connecting virtual servers to 
isolated customer virtual networks in the cloud have 
been proposed. One is to allocate a virtual local area 
network (VLAN) to each customer to form virtual 
networks in units of a VLAN. In the approach using 
VMware*1 or other such products, a particular VLAN 
is assigned to the virtual server. The virtual servers on 
the same VLAN engage in closed communication. 
This approach requires the prior setting up of a 
VLAN with switches and other communication 
devices in the datacenter.

IaaS Platform Using OpenStack and 
OpenFlow Overlay Technology
Shintaro Mizuno, Hiroshi Sakai, Daigoro Yokozeki,  
Koji Iida, and Takaaki Koyama

Abstract
This article describes how OpenStack and a virtual network controller that uses OpenFlow overlay 

technology can be orchestrated to deploy virtual environments with complex network configurations, as 
in on-premise systems, in an on-demand manner.

*1	 VMware: A PC/AT compatible emulator that runs on Windows 
and Linux.

Feature Articles: Platform Technologies for  
Open Source Cloud Big Data
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One method for connecting virtual servers that does 
not require control of the settings of communication 
devices is the overlay method, which involves extend
ing tunnels between software switches on a hypervi-
sor to establish communication paths between virtual 
servers running on the hypervisors. OpenFlow or 
other such tools are used to control the software 
switches (Fig. 2). Another method is the hop-by-hop 
method.

5.   Network controller

In OpenFlow, a server referred to as the network 
controller manages the creation, setup, and deletion 
of virtual networks. The network controller manages 
the network devices, software switches, and other 

functions on the hypervisor to construct virtual net-
works. Network controllers are provided by several 
companies (including NEC, Cisco, Nicira, and NTT), 
and each company has its own approach to network 
virtualization, including the methods described 
above.

6.   OpenStack network control function

In OpenStack, the network control function is 
provided by the Quantum service, which provides an 
application programming interface (API) for creat-
ing, setting up, and deleting virtual networks. One 
feature of Quantum is a plugin architecture. Quantum 
itself provides only common functions such as 
authentication and an API for higher-level appli

Fig. 1.   OpenStack services.
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cations. The virtual network functions are incorpo-
rated into the existing network controller. As 
described above, network controllers are already 
available from several third-party vendors, and flexi-
ble connection to the controllers is possible with 
Quantum plugins for the various controllers. That 
makes it possible to use any network function flexibly 
via a unified Quantum API (Fig. 3).

7.   Cooperation between virtual server  
management and network control functions

In OpenStack, management functions for virtual 
servers and networks are individual services that are 
called by their respective APIs to construct a virtual 
environment from virtual servers and virtual net-
works.

A procedure for constructing a virtual environment 

from virtual servers and virtual networks is illustrated 
in Fig. 4. When OpenStack is used to provide an IaaS 
cloud service, these procedures for calling the various 
services are performed according to the use case and 
customer requirements to create the virtual environ-
ment.

8.   Work being done at NTT

NTT is using OpenStack to construct an environ-
ment for verifying IaaS platforms in various use cases 
(Fig. 5). That environment uses a Nicira network 
controller as a network controller attached to a Quan-
tum network controller to implement OpenFlow-
based overlay virtual networks. Three typical use 
cases that were verified in our laboratory are described 
below.
(1)	 Construction of a flexible virtual environment

Fig. 3.   Architecture of Quantum plugins.
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Any number of virtual networks can be created for 
a customer. Combining them with virtual servers 
enables the same configuration flexibility as provided 
by on-premises systems, including cascaded multi-
layer networks and demilitarized zones*2.

Flexible system configuration enables effective use 
of existing software and other such assets as well as 
continuity in the use of firewalls and other network 
settings. It can therefore reduce the cost of system 
reconfiguration in the case of migration to a virtual 
environment.

Because a virtual environment can be constructed 
in the cloud while maintaining compatibility with 
existing systems, the building of hybrid clouds that 
interwork with existing systems and cloud services 
can further expand the range of uses of cloud servic-
es. For this use case, a multilayer virtual network is 
constructed for each customer, and multiple virtual 
servers are placed on each network and assigned arbi-

trary IP (Internet protocol) addresses. We confirmed 
that communication with outside networks is possible 
in such a system (Fig. 6).
(2)	 Office migration

Office migration is a use case that assumes the need 
to temporarily move a virtual environment to a differ-
ent location to maintain business continuity during a 
disaster, pandemic, or other anomalous situation or to 
reduce the cost of electrical power.

With the abovementioned overlay virtual network, 
a tunnel can even be constructed between remote 
software switches if IP connectivity is available. It is 
thus possible to construct a virtual network that 
involves a remote datacenter and create a single net-
work environment that spans multiple locations. 
Doing so enables on-demand migration of virtual 
servers between datacenters without the need to 
change physical network settings. Previously, this 
would have required constructing individual Layer-2 
VPNs and changing network settings within the data-
center.

NTT has constructed an environment in which 
*2	 Demilitarized zone (DMZ): A network segment that lies between 

trusted networks and external networks.

Fig. 5.   NTT’s test environment. Software switches distributed across Japan simulate a global virtual network.
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network controllers can be arranged to construct vir-
tual networks between arbitrary datacenters and in 
which virtual servers can be freely placed and moved 
to enable unified control of multiple datacenters. We 
have confirmed that in this use case the customer can 
construct a virtual environment in any datacenter and 

move the entire environment to a different location as 
required (Fig. 7).

We demonstrated these results jointly with NTT 
Communications at the Open Networking Summit 
held in April 2012. The demonstration system was 
constructed at three actual locations in Japan, the 

Virtual
server

Virtual
server

Virtual
firewall

Virtual
server

Virtual network

Virtual network

Virtual network

Virtual environment for customer A

Virtual environment
for customer B

Virtual environment
for customer C

Customer B

Cloud platform

Customer C

Fig. 6.   Flexible configuration of virtual environment.
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USA, and Europe and migration of virtual environ-
ments among datacenters in different countries was 
verified.
(3)	 Flexible virtual office environment

In the flexible virtual office environment use case, 
an IaaS platform is applied as an in-house system to 
provide a virtual desktop environment to company 
employees. A virtual desktop is a service that pro-
vides remote access to the desktop of a virtual server, 
thus presenting the same working environment 
regardless of the terminal being used.

Combining virtual network technology and a vir-
tual desktop environment allows dynamic network 
construction and setup, making it possible to switch 
the virtual desktop to a different network without 
performing any extra configuration in the physical 
network. In this use case, the virtual-desktop users 
can switch networks on-demand according to their 
assigned tasks. We are now testing the basic operation 
of this use case and considering the application of 
OpenStack (Fig. 8).

9.   Concluding remarks

We described the use of OpenStack, an OSS IaaS 
platform, in the construction of IaaS platforms. Spe-
cifically, we have verified use cases that involve inter-
working with a network controller and we presented 
examples of application to cloud services. For that 
task, we focused on the network, which is a core com-
petence of the NTT Group. In the two years or so 
since the beginning of the OpenStack project, various 
proposals have been made by the active OpenStack 
community. We intend to continue to cooperate 
closely with that community to improve OpenStack 
functionality and raise the quality to the level required 
for commercial use.
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1.   Introduction

The cost and difficulty of developing applications is 
increasing. Modern ones are becoming connected to 
the network and required to handle a huge number of 
users. They depend on various types of middleware 
and may run on more than 100 servers. In addition, to 
ensure that they are kept up to date with the changing 
market, they are also required to be flexible.

NTT is developing platform-as-a-service (PaaS) 
software*1 based on Cloud Foundry [1], which is a 
cloud-computing-based open source software PaaS 
(open PaaS), to enable us to develop and manage 
applications more easily, quickly, and flexibly at a 
lower cost.

2.   Advantages of PaaS for service development

PaaS is a layer on top of the infrastructure-as-a-ser-
vice (IaaS) layer that provides ready-to-use middle-
ware environments to service developers (Fig. 1). 
This middleware includes operating systems, web 
servers, database management systems (DBMSs), 
and application frameworks, and it is essential to run 
cloud applications. However, with the functionality 
of modern applications becoming much more sophis-

ticated, middleware environments are also becoming 
much more complex. This means that efficient man-
agement of the middleware is critical to control ser-
vice costs. However, middleware is commonly shared 
by various applications. For example, a middleware 
set composed of a Linux operating system, Apache 
web server, MySQL DBMS, and Perl (or PHP or 
Python) programming language is referred to as 
LAMP and is very popular, especially for web appli-
cations. Therefore, a PaaS includes the provision of 
common middleware environments for service devel-
opers and their management for users.

The greatest advantage of using a PaaS as a service 
environment is the reduced cost and faster speed of 
service development and management. In addition, a 
PaaS makes large-scale development easy and does 
not require such a large initial investment, so it 
enables a small flexible startup with on-demand 
scale-up.

During a development, cost reductions are achieved 
by reducing the number of man-hours required to set 
up both the hardware and middleware for the ser
vices. Without a PaaS, developers must build their 
application environments by themselves. For exam-
ple, they must install servers at their datacenter and 
set up operating systems, DMBSs, web servers, and 
any other software they need in each machine. This is 
manageable if there are only a few machines, but if 
there are over a hundred servers, it becomes a very 
labor-intensive task. A PaaS enables such simple 
tasks to be offloaded to the PaaS providers. The only 
necessary step is to input the required amount of 

Feature Articles: Platform Technologies for  
Open Source Cloud Big Data

PaaS Software Based on 
Cloud Foundry
Yudai Iwasaki, Shunsuke Kurumatani, Tsutomu Nomoto, 
Takahiko Nagata, and Shinichi Nakagawa

Abstract
NTT is developing platform-as-a-service (PaaS) software based on Cloud Foundry, which is open-

source PaaS software. We introduce the advantages of developing applications on a PaaS, the features of 
Cloud Foundry, and our efforts to put these developments into commercial use.

*1	 In this article, we use “PaaS software” to refer to a stack of tech-
nologies (also known as a platform) for constructing a PaaS and 
“application” to refer to a service application that runs on the 
PaaS. A PaaS user is a user that develops and deploys applica-
tions on the PaaS; an application user is a person that uses the 
application.
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resources into the management console. The environ-
ment can be set up immediately with fewer man-
hours and less lead-time. 

Another benefit during the development process is 
that a PaaS can offer developers mature tools for 
building high-performance applications. Creating 
high-performance scalable applications in a distrib-
uted environment generally requires deep and exten-
sive know-how. With a PaaS, however, such know-
how is included in the tools (backend systems and 
software development kit (SDK) or application pro-
gramming interface (API)). Users can easily develop 
high-level applications using the provided tools.

A PaaS also allows users to reduce the costs of 
operating user services. Such services typically 
require system updates such as patches for bugs and 
security fixes for operating systems and middleware 
that have been in operation for an extended time. In 
addition, server hardware and software must be con-
stantly monitored 24 hours a day, 7 days a week to 
ensure correct functioning. The PaaS takes over these 
simple tasks and allows the service provider to deliv-
er complex services with minimal monitoring.

Another reason to use a PaaS is flexibility. It allows 
computing resources to be consumed on demand. 
This means that users do not have to continuously 
reserve sufficient resources to handle peak times such 
as monthly batch processing or irregular user events. 
In addition, providers can start services with a mini-
mum number of servers and add additional resources 
step by step. This is a big advantage when an experi-
mental service is being started. 

Several commercial PaaS offerings are in opera-
tion, for example, Google App Engine, Sales Force’s 

Heroku and Force.com, and Microsoft Azure. Each 
has its own characteristics in terms of support for 
languages, middleware, and frameworks (Table 1). 
For example, Google App Engine provides easy-to-
scale middleware, and Heroku supports many pro-
gramming languages such as Ruby and JavaScript. 
Force.com differs from the other services in provid-
ing useful business logic.

3.   Cloud Foundry: open-source PaaS software

Cloud Foundry is open source software developed 
mainly by VMware in a project that started in 2011. 
By contrast, most PaaS software such as Google App 
Engine and Heroku uses closed proprietary software. 
Since the source code of Cloud Foundry is open, any-
one can use it to build their own PaaS. Despite its 
newness, Cloud Foundry has become a popular type 
of PaaS software. For example, Active State and 
AppFog have developed and are selling PaaS solu-
tions based on Cloud Foundry, and Rakuten is using 
Cloud Foundry for its in-house PaaS. In the NTT 
Group, NTT Communications is planning to launch a 
public PaaS based on Cloud Foundry [2].

Cloud Foundry has three main features, which are 
described below.
(1)	 No vendor lock-in

PaaS users can avoid vendor lock-in with specific 
PaaS vendors by using the open-source Cloud Found-
ry. In general, PaaS offerings differ in usage such as 
in the API that is provided or the process used to 
deploy applications. This means that it is difficult to 
migrate an application developed for a specific PaaS 
to another PaaS. The migration might require the 
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IaaS

OS: operating system
SaaS: software as a service

Applications

Frameworks

Web server

OS

Virtual machine

Hypervisor

Server
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Server

Virtual machine Virtual machine Virtual machine

DBMS
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Frameworks

Web server

OS

Load balancer

OS

Fig. 1.   Technology stack of cloud computing.
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application to be redesigned or rebuilt. This can 
impose several risks; for example, PaaS users might 
be forced to accept a price increase, or the service 
might suddenly be suspended by the provider. In con-
trast, when PaaS users (i.e., application developers) 
use a Cloud-Foundry-based PaaS, all of their devel-
oped applications are compatible with each other, so 
they can run them with less risk. They can choose the 
best PaaS provider at the moment and even build their 
own private PaaS environment using Cloud Foundry.
(2)	 Flexible configuration

Cloud Foundry is designed with sufficient flexibil-
ity to satisfy a huge variety of needs for PaaS environ-
ments. The Cloud Foundry system consists of several 
components, and users can set up their environment 
by choosing the necessary combination and number 
of components for their needs (Fig. 2). Cloud Found-
ry supports a wide range of environments—from a 
private PaaS on a single server to a huge public PaaS 
on a cluster of over a thousand servers—and can be 
set up to suit the scale as well as its reliability and 
support features. Moreover, users can add compo-
nents on demand, so it is possible to start with the 
minimum configuration and increase the scale as the 
load grows.
(3)	 Support for languages and frameworks

Cloud Foundry supports most of the major pro-
gramming languages such as Ruby, Java, and Java- 
Script. It also supports a variety of popular frame-
works used for building web applications; for exam-

ple, Ruby on Rails, Sinatra, Spring, and Node.js are 
supported as default. DBMS, MySQL, and Post-
greSQL are supported, and other modern forms of 
DBMS such as MongoDB and Redis are also sup-
ported. PaaS users can develop their applications in 
their own way even in Cloud Foundry’s PaaS environ-
ment. This makes it easy to introduce a PaaS to the 
development process with no additional costs.

Another example of an open PaaS is OpenShift 
Origin. Developed by Red Hat as an open-source ver-
sion of their PaaS called OpenShift, it was announced 
on April 30, 2012. At the time of writing, Cloud 
Foundry has advantages over the younger OpenShift 
Origin in its more mature quality and market percep-
tion. However, Red Hat has a lot of experience and 
has made significant contributions to open source 
software development, e.g., to Linux and KVM, 
which are popularly used for cloud systems. There-
fore, we need to monitor further development of 
OpenShift Origin.

4.   Contributions by NTT

NTT is developing its own PaaS software based on 
Cloud Foundry. Although Cloud Foundry is a promis-
ing PaaS software solution that has many good fea-
tures, as described above, it is still not perfect, espe-
cially when used for NTT’s PaaS software. For 
example, its reliability and convenience in commer- 
cial usage were not sufficient in the early phase, and 

Name

Google App Engine

AWS Elastic
Beanstalk

Windows Azure
(Cloud Services)

Heroku

Cloud Foundry

AppFog

Stackato

OpenShift

* Languages listed on official sites. PaaS offerings may support other compatible languages or have restriction for support.

Vendor

Google

Amazon

Microsoft

salesforce.com

VMWare

AppFog

ActiveState

Red Hat

Source code

Closed

Closed

Closed

Closed

Cloud
Foundry

Cloud
Foundry

Cloud
Foundry

OpenShift

Features

Easy to develop highly scalable applications
using BigTable and related APIs

Supports various other services provided in AWS

Integrates well with Microsoft’s products including
its integrated development environment

Supports many programming languages

Commercial service using Cloud Foundry by
VMware

Commercial service based on Cloud Foundry

Private PaaS solution based on Cloud Foundry

Red Hat’s commercial Paas offering using
OpenShift

Supported programming languages*

Java, Python, Go

.NET, PHP, Java

.net, JavaScript, Java, PHP, Python

Force.com salesforce.com Closed Provides various types of business logicApex

Ruby, Java, Python, Clojure, Scala,
JavaScript

Java, JavaScript, Ruby, Scala

Java, Python, JavaScript,
.Net, Ruby, PHP

Java, Python, Perl, PHP, Ruby,
JavaScript, Clojure, Scala, Erlang

Java, Ruby, JavaScript, Python,
PHP, Perl

Table 1.   List of existing PaaS offerings.
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integration with other NTT services was naturally not 
provided by other vendors. In addition, Cloud Found-
ry is still not in wide use, and this is an obstacle that 
prevents it from growing as an open source software 
solution. Therefore, we have been making efforts to 
improve Cloud Foundry. 

4.1   Contributions to Cloud Foundry
(1)	 Reliability of Cloud Foundry components

Because Cloud Foundry was a very young project 
when we started our development, it did not have suf-
ficient reliability to be used for a commercial service 
based on it. Therefore, NTT has been examining the 
performance and scalability of Cloud Foundry by 
conducting various tests and fixing any problems 
revealed by them. For example, we solved a problem 
involving an important component that was a single 

point of failure and a problem where some compo-
nents could not be restored after failures by fixing the 
source code and adding additional external systems.
(2)	 Convenience of Cloud Foundry

Since convenience is important for commercial 
services, we created an installer for the virtual 
machine container (VMC), which is the console for 
PaaS users, and we are now developing a function for 
linking the VMC and version control systems such as 
Git.
(3)	 Integration with IaaS software

Although Cloud Foundry has a flexible component 
system, as described above, to leverage the features, 
it is essential to integrate it with an IaaS layer under 
Cloud Foundry. Therefore, NTT is developing a man-
agement system that controls both Cloud Foundry 
and the underlying IaaS systems. This orchestration 
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system increases competitiveness against other pro-
viders because it reduces operating costs and 
maximizes datacenter utilization, despite using ven-
dor-lock-in-free open source software.

4.2   Contributions to the community
The presence of active communities is indispens-

able in the long-term evolution of open source soft-
ware. We launched the Japan Cloud Foundry Group 
in collaboration with NTT Communications and are 
fostering a developers’ and users’ community of 
Cloud Foundry in Japan [3]. In addition, we have 
opened the source code created in the first two of our 
abovementioned contributions (component reliability 
and convenience) by committing them to the official 
repository, and we also provide the know-how in 
workshops.

5.   Conclusion and future work

Cloud Foundry is promising open-source PaaS 
software that has many good features. It enables us to 
develop applications more easily, quickly, and flexi-
bly at a lower cost. However, if we use Cloud Found-

ry as it is, it will be difficult to compete in the cloud 
computing market, which is becoming highly com-
petitive. Therefore, NTT is continuously developing 
its own PaaS software by improving upon the features 
of Cloud Foundry. In addition, we are investigating 
possible future integration with other NTT products 
such as Jubatus [4] and other open source software 
such as Hadoop*2.
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1.   Introduction

The amount of enterprise data has been dramati-
cally increasing, and such large-scale data is referred 
to as big data. Many services and analytical applica-
tions based on big data have emerged, and users want 
to obtain or mine the most recent and useful knowl-
edge from big data. Handling big data requires 
advanced technology for data storage. In particular, 
NoSQL (Not Only SQL; SQL: structured query lan-
guage) databases have attracted attention for big data 
storage. NoSQL is designed specifically to manage 
big data, a task for which commonly used relational 
database management systems (RDBMSs) are not 
well suited.

We describe the main features and characteristics of 
NoSQL databases and report the results of a NoSQL 
benchmark using MongoDB [1] as an example.

2.   NoSQL

2.1   Features
The three main features of NoSQL databases are 

scale-out, replication, and flexible data structure (Fig. 
1). We explain these three features below.

Scale-out refers to achieving high performance by 
using many general-purpose machines in a distributed 
manner. Distributing the data over a large number of 
machines enables scaling of the data set and distribu-
tion of the processing load. A common feature of 
many NoSQL databases is that data is automatically 
distributed to new machines when they are added to 

the cluster, so the performance is also improved. 
Scale-out is evaluated in terms of scalability and elas-
ticity.

Replication is the copying of data to achieve data 
redundancy and load distribution. Even if data consis-
tency has been lost among the replicas, it is eventu-
ally achieved: this is known as eventual consistency. 
Replication is evaluated in terms of consistency and 
availability.

A flexible data structure means that there is no need 
to define a structure as a database schema. Tradi-
tional RDBMSs require pre-defined schemas, and 
redefining them carries a high cost. NoSQL, on the 
other hand, does not require defined schemas, so 
users can store data with various different structures 
in the same database table. However, most NoSQL 
databases do not support high-level query languages 
such as SQL, which is used by RDBMSs, so products 
that support either simple relational operations or 
indexing have been released. This feature is evaluated 
qualitatively.

2.2   Characteristics and benchmark system
Because NoSQL databases feature scale-out and 

replication, a NoSQL benchmark should take scal-
ability, elasticity, consistency, and availability into 
account as well as performance. We explain each 
characteristic and describe the benchmarking soft-
ware design points concerning these characteristics.

Scalability indicates how the performance of a 
NoSQL database cluster scales with the number of 
physical machines. If performance improves as 
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SQL: structured query language) databases as storage platforms for big data. In this article, we discuss 
the characteristics of NoSQL databases and their benchmark system. We also report the results of apply-
ing the benchmark to MongoDB, a typical example of a NoSQL database.
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machines are added to a NoSQL database cluster, we 
can say that the NoSQL product has high scalability. 
In scalability benchmarking with many physical 
machines, the load generator, which benchmarks the 
NoSQL database cluster, is often a bottleneck. An 
effective approach for preventing this is to design 
benchmark software as a distributed system running 
on the cluster (Fig. 2).

Elasticity enables the addition of physical machines 
to a cluster while the NoSQL database is running on 
it. Elasticity benchmarking involves measuring the 
impact of adding a physical machine to the NoSQL 
database cluster. The benchmarking requires the 
addition of a machine while the performance is being 
measured. The impact of adding a physical machine 
has been reported for NoSQL benchmarking with the 
Yahoo! Cloud Serving Benchmark (YCSB) [2]. That 
paper [2] also reported a performance instability 
issue was arose during several hours of elasticity for 
Cassandra, a NoSQL database product.

Consistency is a measure of the strength of data 
integrity. The parameters used to evaluate it include 
the number of replicas and the latency within the 
cluster. The consistency benchmarking software must 
check the consistency among replicas in an update-
heavy workload, so data management of that work-
load, in which data should be updated, is necessary.

The final characteristic, availability, refers to the 
ability of the overall system to continue operating 
during a network failure, called a network partition, 
or a physical machine failure. High availability means 
that the system can work without interruption and 
without degraded performance, even when some 
machines go down and the network is partitioned or 
both. In general, network partitioning makes it diffi-
cult to ensure both consistency and availability at the 
same time, so NoSQL databases are designed to pri-
oritize one or the other in operation. Measuring the 
effect on performance in addition to that on operating 
continuity is important in the index for availability as 

Fig. 1.   NoSQL database features and characteristics.
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well as that for elasticity. The important points regard
ing benchmark software are summarized below.
(1)	� It should be distributed and should generate an 

appropriate load.
(2)	� It should add machines to the database cluster or 

shut down machines automatically during 
benchmark testing.

(3)	� The benchmark software should check data con-
sistency.

We present selected benchmark results obtained 
using custom benchmark software based on YCSB, 
which can automatically execute items (1) and (2).

3.   Benchmarking evaluation

3.1   Benchmarking and evaluation of MongoDB
This benchmark test assumed a service in which 

user data is continually increasing, such as blog arti-
cles in a social networking service (SNS). The target 
software for the benchmarking was MongoDB, which 
features scale-out, replication, and a flexible data 
structure. Scalability is generally measured in the 
benchmarking of NoSQL databases [3] and MongoDB  
does not allow eventual consistency. Therefore, we 
present the results for elasticity and availability, 
which are particularly important when designing a 
system such as the SNS described above, by using a 
NoSQL database with data having those characteris-
tics.

The performance of MongoDB depends on whether 

or not the entire data set resides in physical cache 
memory; therefore, we used two data sets: a small 
data set that could be fully stored in cache memory 
and a large data set that was too large to fully reside 
in cache memory, so data swapping was necessary.

3.2   Elasticity benchmark results
The results for elasticity are presented in Fig. 3, 

where the horizontal axis is elapsed time from the 
beginning of measurement and the vertical axis is 
performance relative to the throughput for ideal scal-
ing from the addition of one machine. A physical 
machine was added 600 seconds after the beginning 
of measurement.

Comparing the results for the small and large data 
sets in Figs. 3(a) and (b), we can see that the perfor-
mance of MongoDB with the large data set became 
unstable just after the machine was added and the 
performance gradually decreased. This behavior was 
caused by the increase in disk access during data 
migration of the large data set. Since there was a large 
reallocation load on the disks after the machine was 
added, the NoSQL took a lot of time to complete the 
data migration.

When the data set was small, as in Fig. 3(a), the 
impact of adding the physical machine ended after a 
minute or two and performance then became stable 
again. However, the throughput did not reach the 
ideal value for adding a machine in the case of the 
small data set. This indicates that the added machine 

Fig. 2.   Important points concerning benchmarking system configuration and benchmarking.
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was used inefficiently.

3.3   Availability benchmark results
The benchmark results for availability are presented 

in Fig. 4. The horizontal axis is time and the vertical 
axis is the measured throughput for when a machine 
had gone down.

Comparing the results for the small and large data 
sets in Figs. 4(a) and (b), we see that, after a machine 
was stopped, performance took longer to recover for 
the large data set than for the small data set. The per-
formance for the large data set did not return to the 
previous level, remaining at only about 70% of the 
ideal performance. We believe that this was caused by 
increased disk access for reading data on machines 
that had replicas of data on the stopped machine. This 
increase in disk access caused a bottleneck in the 
entire system.

For the small data set in Fig. 4(a), the decrease in 
performance with the stopped machine was greater 

than expected. We believe that this is because there 
was almost no effect from the input/output load for 
the small data set.

4.   Concluding remarks

Our benchmark testing of MongoDB for elasticity 
and availability revealed that data size has a signifi-
cant impact on database performance when the sys-
tem is extended or machines are taken off-line. How-
ever, these characteristics vary with the NoSQL 
product. Therefore, when designing the system con-
figuration of actual systems that use NoSQL data-
bases, one should benchmark elasticity and availabil-
ity as well as performance and scalability. For 
example, the trade-off with the impact on perfor-
mance and recovery time must be estimated and 
reflected in the system design in terms of the number 
of machines and the hardware configuration.

Our future work includes trying to improve the 
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benchmarking of elasticity and availability to expand 
the use of NoSQL for big data. We believe that tech-
niques for controlling the trade-off between perfor-
mance and features on the basis of such benchmark-
ing results will become more important in the future. 
The NTT Software Innovation Center will continue 
to engage in research and development of technology 
for handling big data.
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1.   Introduction

1.1   Background of MapReduce
MapReduce is a framework for efficiently process-

ing the analysis of big data on a large number of serv-
ers. It was developed for the back end of Google’s 
search engine to enable a large number of commodity 
servers*1 to efficiently process the analysis of huge 
numbers of webpages collected from all over the 
world [1].

On the basis of this research, software was devel-
oped*2 by the Apache project to implement MapRe-
duce, which was published as open source software 
(OSS) [2]. Since anyone can use OSS, this enabled 
many organizations, such as businesses and universi-
ties, to tackle big data analysis [3] in a way that only 
a few research institutes could do in the past owing to 
the complexity and high cost of the analytical sys-
tem.

In the NTT Group, there is also an increasing num-
ber of cases involving big data analysis in a wide 
range of situations such as back-end systems for 
search engines, analysis and reporting systems for 
communications traffic and logs, and advertising rec-
ommendation engines.

1.2   Mechanism of MapReduce
MapReduce provides an application programming 

interface (API) and middleware for developers who 
want to analyze big data. More specifically, when a 
developer defines processing that is compliant with 
two types of APIs, the map and reduce functions, 
processing is distributed efficiently for execution on 
multiple servers (Fig. 1). 

The mechanism of MapReduce ensures that the 
complexity involved in developing a system that 
works on numerous servers can be concealed from 
the developer. More specifically, this approach has 
the following advantages.

-	� Scheduling: The servers that execute the pro-
cessing defined by the map and reduce functions 
are selected automatically by the middleware. 
The middleware selects a nearby server in which 
a chunk of the data is stored to be the map func-
tion execution server. This reduces the volume of 
data transfers and enables efficient processing. 

-	� Synchronized processing: data transfers between 
servers for the map and reduce functions are 
synchronized.

-	� Fault tolerance: To ensure that processing can 
continue overall even when several servers have 
failed, data backups and intermediate processing 
results are stored automatically. If a failure actu-
ally occurs, servers restart the processing using 
the backups and intermediate processing results. 

The scheduling and synchronization processing 
become more complex as the scale of the data and 

Feature Articles: Platform Technologies for  
Open Source Cloud Big Data

Efficient Large-scale Data Analysis 
Using MapReduce
Rui Kubo, Yoshifumi Fukumoto, and Makoto Onizuka

Abstract
Techniques for efficiently analyzing large-scale collections of data, such as log data or sensor data, are 

attracting attention as important for improving the operating speed of businesses and enhancing the user 
experience. This article outlines MapReduce, which is a typical framework for analyzing big data, and 
introduces our techniques for achieving high-speed analytical processing by extending MapReduce.

*1	 Commodity server: An ordinary inexpensive personal-computer-
based server using commodity components.

*2	 The OSS community is actively advancing development by add-
ing functions and fixing bugs.
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servers increases; thus, server breakdowns often 
occur. Since such complexities are concealed from 
the developer by MapReduce, he or she can focus on 
developing big data analysis methods. 

We have been researching and developing tech-
niques for achieving high-speed analytical processing 
by extending MapReduce. Increased efficiency is 
extremely important for achieving cost advantages 
such as improving the system’s response time and 
reducing the number of servers. Below, we introduce 
the features and suitable usage situations for three 
techniques that we have developed: PJoin, Map 
Multi-Reduce, and MRFusion.

2.   New techniques

2.1   PJoin
There are many developers who have used structured 

query language (SQL) when querying a database. 
Data manipulations that are frequently used with 
SQL include selecting, projecting, aggregating, and 
joining. Such data manipulations are frequently used 
in various situations. However, if databases that were 
designed some time ago are now given big data to 
handle, problems arise: the processing time is long 
and much time is necessary to obtain results. There-
fore, there is a demand for techniques that produce 
results even more efficiently, even with big data. 

PJoin can be used to join data efficiently. For 
example, if we analyze the log of an e-commerce site, 
we can obtain a best-seller product ranking for each 
profile by joining user data (profiles of all the users, 

such as their ages and genders) and purchase history 
data (purchase histories of all the products), as shown 
in Fig. 2. PJoin makes it possible to quickly obtain 
such results even more efficiently.

Previously proposed techniques*3 [4] that can be 
used to perform joining with MapReduce have draw-
backs. One drawback is constraints on the size of 
input data and another is the large volume of com-
munications*4 generated between servers, which 
forms bottlenecks, so the results cannot be obtained 
efficiently.

In the preprocessing phase, PJoin creates data that 
represent reference information between data to be 
joined*5 and rearranges the input data to enable effi-
cient joining. This overcomes the drawbacks of the 
previously proposed techniques and makes it possible 
to quickly obtain results efficiently, even when 
joining big data (Fig. 3).

Since a feature of PJoin is to perform quick and 
efficient joining by performing preprocessing, it is 
most suitable for use in situations such as querying 
repeated joins with large chunks of data.

2.2   Map Multi-Reduce
Map Multi-Reduce can be used to efficiently 

Fig. 1.   Flow of MapReduce processing.

Input data

Map function

… … … …

Reduce function

Distributed file system Shuffle
(data transfer)

Processing
results

*3	 Typical techniques are Memory-backed Join, Map-side Join, and 
Reduce-side Join. 

*4	 Processing that hands over generated processing results between 
the map and reduce functions. 

*5	 Only some of the rows, such as a primary key and external keys, 
are joined beforehand, as in the semi-join method in distributed 
database studies.
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perform aggregations in data manipulations such as 
SQL. When analyzing the log of an e-commerce site, 
this technique makes it possible to perform calcula-
tions efficiently to obtain total or average daily or 
seasonal sales from the purchase histories of all prod-
ucts, as shown in Fig. 4. 

To increase the speed of aggregation by MapReduce, 
it is common to reduce the volume of data being 
transferred between the map and reduce functions 
without changing the overall processing results*6. 
Previously proposed techniques*7 have various draw-
backs, such as placing a larger load on the developer, 
but attempts to reduce this load also reduce efficien-
cy. 

Our Map Multi-Reduce is an extension of the Map-
Reduce middleware. It enables the reduction of a 
wider range of data transferred between the map and 
reduce functions on the middleware side. This over-
comes the drawbacks of the previously proposed 
techniques, enabling results to be quickly obtained 
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Fig. 3.   PJoin processing time.
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Fig. 2.   Example of efficient joining by PJoin.

*6	 Processing that is equivalent to the reduce function, executed be-
forehand by the server that executes the map function.

*7	 Typical techniques are Combiner and In-mapper Combining.
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efficiently while keeping the load on the developer 
small (Fig. 5). When Map Multi-Reduce is used, 
there is an overhead*8 due to the reduction of the 
transferred data, so it is most suitable for use with 
data and processing where the reduction effect is 
expected to be large*9.

2.3   MRFusion
MRFusion is a technique that can be used to repeat 

analytical processing of the same data. For example, 
to optimize product recommendations on an e-com-
merce site, such as that shown in Fig. 6, it is neces-
sary to apply various kinds of analytical processing to 
histories of past purchases by trial and error. If the 
trial and error is not done sufficiently well, accurate 
recommendation models cannot be constructed and 
the e-commerce site will recommend products that 
the customer does not want. MRFusion ensures that 
the trial and error (iterative processing) for con

…
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…

Fig. 4.   Example of efficient aggregation with Map Multi-Reduce.
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Fig. 5.   Map Multi-Reduce processing time.

*8	 Overhead: Processing time that initially did not exist.
*9	 In the example of the e-commerce site discussed in this article, 

the reduction effect is larger for the processing to obtain total 
sales for each season than that for daily total sales. 
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structing valuable models can be done quickly and 
efficiently. 

Usually with MapReduce, when a developer wants 
to repeat analytical processing efficiently as de- 

scribed above, he or she must personally create the 
processing logic to enable acceleration for each varia-
tion of the analytical and iterative processing every 
time. This imposes a large load on the developer and 
also hinders rapid introduction of the latest analysis 
algorithms. 

As an extended version of the MapReduce middle-
ware, MRFusion provides automatic detection of the 
same processing parts among multiple processing 
with the same data, combines them, and performs 
batch execution. This keeps the load on the developer 
small and enables the quick and efficient execution of 
multiple processing such as that described above 
(Fig. 7). Forcibly expanding the automatic detection 
range in this way can sometimes lead to side effects. 
Therefore, when MRFusion is being used, the most 
suitable usage method is to first apply it to small-
scale data, check for an acceleration effect and any 
side effects, and then, if there do not seem to be any 
side effects, apply it to big data.

 
 

Fig. 7.   MRFusion processing time.
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3.   Concluding remarks

Attention is focusing on cloud computing, and the 
importance of using big data is now being recognized. 
It is also becoming more and more necessary to have 
information processing systems that are capable of 
processing big data.

We introduced three techniques that we have imple-
mented to extend MapReduce and increase its speed. 
In the future, we plan to research and develop tech-
niques for efficient processing that can be used over a 
wider range, as well as various easy-to-use tech-

niques, to help create value-added services that use 
big data.
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1.   Introduction

There is little doubt that data is of great value and 
importance in databases, data mining, and other data-
centered applications. With the recent spread of net-
works, attention is being focused on the large quanti-
ties of a wide variety of data being generated and 
transmitted as big data. This trend is accelerating [1] 
as a result of advances in information and communi-
cations technology (ICT), which simplifies the col-
lection and analysis of big data.

Even now, there is a strong need to make new dis-
coveries and find patterns that were not noticed 
before, by taking huge amounts of data in a certain 
area that has been stockpiled, such as a dozen or so 
years of clinical data, and analyzing it from all angles, 
as one scenario in which big data is put to good use in 
business. This trend is not limited to operations con-
fined to a specific area; it includes the possibility of 
swiftly finding new business possibilities or synergis-
tic effects by focusing on relationships in big data 
spanning different fields or specialist areas. We think 
that this trend will expand into cross-domain big data 
analysis in the future*1.

There are two major types of big data and tech-
niques for analyzing it.
(1)	� Stockpile type: Lumped high-speed analysis of 

accumulated big data (batch processing)
(2)	� Stream type: Sequential high-speed analysis of 

data stream being continuously generated with-
out accumulation (realtime processing)

With case (2) in particular, the ambiguity inherent 
in the environment is creating a growing need to 
make judgments and decisions on the basis of insuf-
ficient information.

In this article, we revisit Jubatus, a framework 
intended for realtime stream-type big data analysis 
that provides profound analysis ability by online 
machine learning as added value. Jubatus was intro-
duced in the June 2012 issue of NTT Technical 
Review [1]. That article focused on a key mechanism 
called mix. In this article, after briefly reviewing 
Jubatus, we describe the technical challenges and 
goals that should be resolved and introduce our 
design concept, open source community activities, 

Jubatus in Action: Report on 
Realtime Big Data Analysis by 
Jubatus
Keitaro Horikawa, Yuzuru Kitayama, Satoshi Oda,  
Hiroki Kumazaki, Jungyu Han, Hiroyuki Makino, 
Masakuni Ishii, Koji Aoya, Min Luo, and  
Shohei Uchikawa

Abstract
This article revisits Jubatus, a scalable distributed framework for profound realtime analysis of big 

data that improves availability and reduces communication overheads among servers by using parallel 
data processing and by loosely sharing intermediate results. After briefly reviewing Jubatus, it describes 
the technical challenges and goals that should be resolved and introduces our design concept, open 
source community activities, achievements to date, and future plans for expanding Jubatus.

*1	 Cross domain: Access to data spanning different domains.
	 http://en.wikipedia.org/wiki/Cross-domain_solution
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achievements to date, and future plans for expanding 
Jubatus.

2.   Jubatus

2.1   Overview
Jubatus is a scalable distributed computing frame-

work for online machine learning. The origin of the 
name is the Latin term for that agile animal the chee-
tah. It is pronounced “yu-ba-tus”. Developed jointly 
by Preferred Infrastructure Corporation and NTT 
Software Innovation Center, it is currently published 
on websites as a Japan-originated big data open 
source project [2]–[4]. 

The goal of Jubatus is to enable swift and profound 
analysis of stream-type big data. One example of its 
use is as a social media application for automatically 
classifying the huge number of tweets*2 (over 8000 
per second) generated all over the world. This pro-
cessing includes the three requirements: large vol-
ume, fast, and profound. In other words, it supports 
natural language processing and automatic multicat-
egory classification, at high speed without lag, of a 
data stream of 16 Mbit/s.

However, these three requirements basically have a 
trade-off relationship and it is intrinsically difficult to 
satisfy all of them simultaneously. Jubatus satisfies 
both profound analysis and scalability. Here, pro-
found analysis is the automatic categorization of 
unstructured information intended for human beings, 
such as natural language. It can also replace human 
labor for unclearly formulated processing work, such 
as recommendation, prediction, and relationship dis-
covery. From the technical perspective, it involves 
challenges in the areas of machine learning, artificial 
intelligence, and pattern recognition. 

On the other hand, scalability encompasses the 
issues of (1) increases in processing requests and (2) 
increases in data size. Issue (1) can be further divided 
into throughput (volume of requests to be handled per 
unit time) and response (response for each instance, 
without lag). In general, batch processing focuses on 
throughput while realtime processing focuses on 
response. Approaches to issue (2) are either process-
ing the data without waiting or dividing and storing 
it. 

Jubatus answers the need for making prompt judg-
ments in situations exhibiting uncertainty and ambi-
guity. After our comprehensive investigation of the 

design concept, under which information for judg-
ment is being collected continuously and decisions 
are being made without lag, we separate the profound 
analysis (functionality) from the scalability (non-
functionality). More specifically, a profound analysis 
design likens the logic of online machine learning to 
an engine or central processing unit (CPU), which 
can be continuously upgraded as removable analysis 
modules. A scalable design is seen as a common 
infrastructure chassis or motherboard, which can be 
scaled by installing analysis modules into the com-
mon framework. The ultimate goal of Jubatus is to 
provide everyone with scalable machine learning. 
Our policy is to provide a broadly easy-to-understand 
online machine learning framework for big data that 
is easy to use, with hardware that scales out over 
inexpensive commodity servers to enable massively 
parallel distributed processing and software that is 
not restricted to a few data scientists, programmers, 
and specialists.

2.2   Applicable areas
Google’s PageRank is well known as a technique 

for calculating the importance of web pages from all 
over the world [5]. Since website link structures are 
updated comparatively slowly, batch analysis is suit-
able in this case. Social media such as Twitter tweets, 
on the other hand, are characterized by having finer 
granularity than the web, by having light content, by 
having small chunks of data that are transmitted in 
large numbers from a wider demographic than that of 
web users, and by the immediacy of information 
being vital. Through social media, we can analyze 
how a broad user population reacts to changes and 
events in the external environment and make effective 
practical use of realtime analysis of stream-type big 
data, with cases applied to business enterprises.

We have provided primary classifications of Twitter 
information as an application of Jubatus. Since the 
information representation is in natural language and 
is presented with a limited number of characters, 
expressions having distinctive omissions, abbrevia-
tions, coined words, jargon, and mannerisms were 
included in the analysis subject matter. From the over 
2000 tweets per second in the Japanese language 
alone, it is difficult for humans themselves to extract 
and organize useful information instantly by sight. 
Therefore, general-purpose primary filters that pro-
vide major classifications and refining functions are 
useful. Using the approximately 1600 companies 
listed on the first section of the Tokyo Stock Exchange 
as the classification categories, Jubatus speedily 

*2	 Tweets: short messages sent using the popular social networking 
service and microblogging service Twitter.
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classifies the 2000 tweets per second into their cor-
responding business categories and supplies informa-
tion to an analysis application. This implementation 
uses an online machine learning technique called 
Jubatus classifiers (multi-valued classification). We 
used highly trustworthy published information, such 
as Wikipedia, as training data and automatically con-
structed a learning model for classification. Unlike 
item classification by keyword matching or related 
words, we use online learning to update the vector 
equations of separate planes that divide an n-dimen-
sional feature vector space*3 into a number of catego-
ries.

We can also expect the system to become smarter 
on its own by continuing to incorporate big data from 
outside, with the effect that even unknown words will 
be classified appropriately. The categories for the 
primary classification are not limited to businesses: it 
is possible to broaden the application to countries, 
local governments, municipalities, celebrities, prod-
ucts, and etc. 

2.3   Architecture and functions 
The design concept of Jubatus is outlined in Fig. 1. 

As stated above, Jubatus is composed of a cluster of 
machine learning engines and a high-speed frame-
work that supports them. 

In contrast to previous machine learning engine 
units, which usually handled small- to medium-scale 
data and required batch processing and individual 
development, Jubatus has a huge variety of engines 
installed in a high-speed framework and a develop-
ment mechanism with common specifications for 
high-speed big data processing with errors within a 

permitted range tolerated [6]. June 2012 saw the 
release of version 0.3 of Jubatus and we are planning 
to augment the lineup of machine learning functions 
and strengthen the support framework. The types of 
machine learning that we currently support so far are 
outlined in Table 1. 

Jubatus will be useful for applications that require 
speedy judgment. It is expected to be able to discover 
and analyze original relationships among the data 
volume from different domains.

2.4   Distributed processing architecture
The distributed processing architecture is shown in 

detail in Fig. 2. The stream of big data flows from left 
to right. Clients are configured of a number of user 
processes and proxy processes.

The proxy processes relay clients’ requests to the 
server processes, enabling the servers be transparent 
to the user processes. User processes are implement-
ed by using the Jubatus client application program-
ming interface (API); they are written in a scripting 
language or in a general programming language.

We appreciate the outside contributions from the 
open source community, so we enabled the use of a 
large variety of language bindings [7], such as 
Python, Ruby, and Java. Communications between 
proxy processes and server processes are based on 
MessagePack [8] remote procedure calls (RPCs). 
Non-block input/output enables more efficient com-
munications and synchronization control. The server 
processes perform the training, prediction process-
ing, and learning model synchronization, which has 
linearly increasing performance with the number of 
servers. In addition, Zookeeper [9] processes manage 
the cooperation between proxy and server processes, 
the balancing between distributed servers, the moni-
toring of server state (alive/dead), and the selection of 
new leaders. 

Fig. 1.   Outline of the design concept. 
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The characteristics of Jubatus distributed process-
ing are compared with those of batch processing in 
Table 2. For example, when there are 1000 distrib-

uted parallel processing servers, batch processing 
(e.g., using Map-Reduce) means that the 1000 servers 
all execute Map simultaneously, and then all of them 

Server processes

Proxy processesUser processes

API

API

API

Big data
stream

ZooKeeper

mix
 (learning model 
synchronization)

Fig. 2.   Distributed processing architecture.

Table 2.   Characteristics of Jubatus distributed processing.

Batch processing Jubatus

Processing capability Stockpile type: Lumped process with data accumulation Stream type: on-demand processing without data 
accumulation

Running time Scheduled type: Start and end timing are defined. 24 hours per day, 7 days per week, i.e., non-stop

Table 1.   Examples of functionalities for machine learning. 

Supported machine learning engines Functionalities for machine learning

Classification

Regression

Recommendation

Statistics 

Graph mining

Learning request 
Classification request 

Learning request 
Analogy request 

Update or deletion of row data (user ID/items) 
Search for similar data
Figure out recommendation items 

Update
Calculation of: sum, deviation, maximum & minimum, entropy, moment 

Node creation, deletion, update, reference 
Edge creation, deletion, update, reference 
Centrality measures
Shortest path calculations between two nodes
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together execute Reduce to summarize the results. By 
contrast, with Jubatus, each server repeats the learn-
ing and analysis autonomously. 

In parallel processing among distributed servers, 
one technique for satisfying both profound analysis 
and scalability is mix processing [1], [6], [10]. This 
processing can be regarded as resembling a group 
study meeting for self-teaching and checking answers 
(or called synchronization) with others. If all the 
1000 servers synchronize their answers after every 
single learning or analysis task, then overall there will 
be a huge drop in processing speed due to the waiting 
time, but a moderate frequency of synchronization 
may enable the data learning and analysis without 
any decrease in overall performance.

Let us introduce mix processing and the unified 
update-mix-analyze (UMA) interface.

-	� Update: Asynchronous execution of update-
related queries and additions or changes to big 
data 

-	� Mix: Loose sharing of intermediate analysis 
results within the component servers

-	� Analyze: Abstraction interface that suggests the 
execution of reference queries and analysis 
requests from clients. 

The aim is to implement a common interface that is 
independent of the analysis logic. In the future, we 
will continue upgrading the machine learning engine, 
but designing and maintaining an easy-to-understand 
framework with consistent interfaces are also impor-

tant tasks. 

3.   Improvements in development efficiency

To improve the agility of development and ease the 
burden on developers, a full range of designs and 
tools is being provided in Jubatus.
(1)	 Feature vector conversion 

Whatever the data, it is necessary to capture its fea-
ture vectors as the input format for machine learning. 
Conversely, if feature vectorization is successful, the 
machine learning algorithms only need to be pro-
cessed appropriately. We have provided a tool that 
defines this important feature vectorization by means 
of an outgoing settings file, without hard-coding it as 
program logic. 
(2)	 IDL and jenerator

In Jubatus version 0.01, any addition to the analysis 
logic led to the need for manual editing and verifica-
tion of seven files every time. Therefore, we devised 
a mechanism for automatically maintaining interface 
consistency and localizing the interface alteration 
work. We define the interface by using an interface 
description language (IDL) file, and template skele-
tons of six files are generated automatically by a tool 
called a jenerator (Fig. 3). As a result, approximately 
3000 lines of code can be generated automatically by 
using a 100-line definition file, and unification of the 
source code maintenance work is also improved by 
IDL. The meaning and usage of the API can be simply 

Fig. 3.   Automatic creation of template interface by IDL. 
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understood just by reading the IDL file, which greatly 
improves the development efficiency.

4.   Performance evaluation

We verified the performance beforehand while 
expanding the analysis logic. This evaluated the scal-
ability of Jubatus. 
(1)	� Classification: We classified Twitter tweets on a 

global scale (8000 per second) with two or three 
commodity servers. An accuracy rate of 90% in 
batch processing was achieved with data 
obtained within 10 s. The quantity of training 
data was not necessarily that large.

(2)	� Recommendations: The update frequency of 
online shopping transactions can be over 
100,000 times per second per server and it is 
possible to produce recommendations for 30 
million users within a response time of 0.1 s 
(approximately ten times as fast as Mahout). We 
also verified that the throughput (number of 
registered data items per second) scales up lin-
early with increasing number of servers.

(3)	 Graph mining 
-	� Addition of 100 million edges: by ten commod-

ity servers in parallel for 5 minutes
-	� Scalability in edge addition through an increase 

in the number of servers: (1, 2, 4, 8) servers ==> 

(3, 6, 13, 25) at 10,000 edges per second 
(throughput). 

-	� Analysis latency: {update, mix, centrality}: 0.1 
to 0.3 μs per node; {shortest-path}: from 0.1 µs 
to several tens of microseconds per node (paths 
of approximately 1000 hops). This is up to a 
thousand times as fast as one well-known graph 
database product. 

-	� Data size: Retention of over 16 million edges 
per server (8 GB of memory) ==> Retention of 
100 million edges with 50 GB. 

5.   Open source status and future schedule

As of July 2012, Jubatus is in its third version and 
an OSS release is available. It provides an integrated, 
easy-to-use infrastructure aimed at specialists, pro-
grammers, and developers. It also provides an infra-
structure designed to let data scientists slot in analysis 
algorithms that they want to try out and rapidly scale 
up. The open source community will continue to 
work actively on this.

A Jubatus analysis idea contest (Jubatus Challenge 
Japan 2012) was held from July to September, 2012 
[11]. The aim of this contest was to seek ideas and 
business scenarios that reveal the potential of Jubatus 
to the maximum by active application of open inno-
vation. An important point is the design of a Jubatus 
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Implementation of idea

Brush-up

Actual data

Jubatus ecosystem 
Service innovation 
Infrastructure for big data

NTT R&D cloud

R&D: research and development
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- Remarkable analysis results 

- Expansion of worldwide
  analysis market
- Leading-edge techniques

Developers
Data scientists 
- Implementation 
- Actual analysis 

Business Incubator
- Idea
- New angles

Fig. 4.   Jubatus ecosystem. 
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ecosystem. Our main challenge is to act like a catalyst 
in a chemical reaction amidst organic links formed by 
main components without any deficiencies in the 
Jubatus infrastructure technology, machine learning 
algorithms, big data, or data scientists, in other words, 
to design a realtime machine learning and analysis 
ecosystem such as that shown in Fig. 4.

6.   Future expansion

To date, the big data analysis business has centered 
on making industrial use of the discovery of previ-
ously unnoticed relationships by data mining, and 
batch processing analysis has centered on taking a 
large volume of data that had been stockpiled and 
analyzing it from many angles by trial and error to 
obtain original discoveries. Henceforth, it will be 
important to perform research and development from 
the following viewpoints.
(1)	� Cross domain relationship analysis: Instead of 

analyzing big data confined to a specific area, 
discover original business possibilities and syn-
ergistic effects from relationships within big 
data spanning different fields or specialist 
areas.

(2)	� Realtime analysis: Support speedy operations 
and create competitive advantages by making 
rapid decisions based on stream-type data analy-
sis. 

(3)	� Profound, realtime, big data analysis: Develop 
highly value-added techniques that meet the 

need for automatic judgment (based on machine 
learning) where decision logic has not been pre-
viously defined, but can reflect any change in 
status rapidly on the fly for automatic judgment 
on the microsecond time-scale to provide rigor-
ous analysis results that cannot wait until tomor-
row or the day after and where actions taken 
through human judgment (decision-making 
route) would be too slow.

In the future, we will continue to promote open 
source development and open innovation and the 
expansion of real-life cases. 
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1.   Introduction

The capacity of optical fiber communication net-
works has increased greatly through the use of wave-
length division multiplexing (WDM) systems, where 
signals with multiple wavelengths are transported in 
a single fiber. Since signals with different wave-
lengths do not interfere with each other, they can be 
separated easily by using an arrayed waveguide grat-
ing or other interferometer device.

A wavelength routing system has been studied for 
future photonics network systems, where transmis-
sion paths are selected dynamically by using the 
wavelength of the signal lightwave as destination 
information. High-speed wavelength switching 
reduces the amount of data that must be transmitted 
and makes possible optical switching systems with-
out electrical bandwidth and delay limitations. There 
is a real need for light sources that can change wave-
length quickly and accurately for use in systems that 
use dynamic wavelength switching.

The various tunable wavelength lasers, which can 
be roughly divided into hybrid and monolithic types, 
are shown in Fig. 1. The hybrid types consist of both 
a semiconductor part for gain and other material parts 
for tuning, so they are also called external cavity 
lasers. Their wavelengths can be controlled by chang-
ing the center wavelength of the external filter or 
reflector. The tuning speed depends on the response 
of the external filter or reflector. On the other hand, 

the monolithic types have gratings or other structures 
for selecting the wavelength in the semiconductor, 
and the lasing wavelength is changed by changing the 
refractive index.

The refractive index of the semiconductor can be 
changed by changing its temperature, which can be 
easily and stably controlled with a Peltier device. As 
a result, a tunable distributed feedback (DFB) laser 
array with temperature control [1], [2] which is an 
extremely stable tunable wavelength laser, has been 
developed. However, since the temperature-induced 
refractive index change is relatively slow, high-speed 
wavelength changing is very difficult to achieve. 

Carrier effects, such as the plasma effect and the 
band filling effect, induced by current injection, also 
cause a refractive index change. Since these phenom-
ena happen quickly, they are used in tunable distrib-
uted Bragg reflector (DBR) lasers [3] as well as 
sampled grating (SG) DBR lasers [4] and superstruc-
ture grating (SSG) DBR lasers [5]. However, a change 
in the reflection peak wavelength is incompatible 
with a longitudinal mode (phase) change because the 
gain region and the wavelength tuning region are 
separated. Therefore, a phase tuning section is needed 
so that multiple sections can be controlled for stable 
operation. In addition, a feedback function that cor-
rects the operating condition is difficult to achieve 
because there is a possibility of mode hopping during 
wavelength switching and long-term operation.

Tunable wavelength lasers with high-speed and 
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In this article, we describe experimental results and an accurate wavelength control method for tunable 

distributed amplification distributed feedback (TDA-DFB) lasers, which can offer fast wavelength 
switching and high controllability because wavelengths can be changed continuously. They should pro-
vide light sources for future photonic networks such as wavelength routing systems.
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accurate wavelength switching, require mode-hop-
free operation with a single tuning electrode that uti-
lizes carrier effects induced by current injection. The 
tunable distributed amplification distributed feedback 
(TDA-DFB) laser was invented in our laboratory for 
high-speed and mode-hop-free operation [6]–[8]. 

2.   TDA-DFB laser with asymmetric structure

A schematic view of a TDA-DFB laser is shown in 
Fig. 2. Active gain and tuning layers for wavelength 
control are arranged alternately along the cavity, 
which is similar to a structure that combines a DFB 
laser and a DBR laser. While the repetition periods of 
the active and tuning layers differ on the left hand 
side (section 1) and right hand side (section 2) by a 
l/4 phase shift, their ratio is constant throughout the 

entire cavity. Since the electrodes for the same layers 
are connected to each other in the device, the wave-
length of the TDA-DFB laser can be controlled by a 
single tuning electrode.

The tuning principle of the TDA-DFB laser is 
explained in Fig. 3. Before tuning, the wavelengths of 
the reflection peaks of sections 1 and 2 are the same 
because the refractive indices of the tuning and active 
layers are the same. Moreover, since the phase condi-
tion is satisfied at the Bragg wavelength owing to the 
l/4 phase shift, lasing occurs at the reflection peak 
wavelength. When the tuning current is increased, the 
refractive index of the tuning layer is reduced and 
both the reflection peak and longitudinal modes move 
synchronously to the shorter wavelength side. Since 
the ratio of the active layer length to tuning layer 
length is constant, as previously mentioned, the 

Fig. 1.   Kinds of tunable wavelength lasers.

(a)  Hybrid  (external cavity)  type (b)  Monolithic type
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SOA: semiconductor optical amplifier
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Fig. 2.   Cross sectional schematic view of TDA-DFB laser.
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average Bragg wavelength change is proportional to 
the longitudinal mode (phase) change related to cav-
ity length. As shown by these results, mode-hop-free 
tuning can be achieved.

When the refractive index of the tuning layer is 
further reduced by increasing the tuning current, sat-
ellite reflection peaks are generated beside the main 
reflection peak with a period that is inversely propor-
tional to the repetition period of the active and tuning 
layers. However, since the asymmetric structure with 
different repetition periods prevents overlaps between 
the satellite peaks of sections 1 and 2, no sub-modes 
are generated. Consequently, the continuous tuning 

wavelength range for TDA-DFB lasers with an asym-
metric structure can be expanded.

A top view of a monolithically integrated TDA-
DFB laser array is shown in Fig. 4. One TDA-DFB 
laser can change wavelength by 7 nm to 8 nm. To 
cover the C band (wavelength range from 35 nm to  
40 nm) used for optical fiber communication, six 
TDA-DFB lasers with an asymmetric structure, a 
multimode interference (MMI) coupler, and a semi-
conductor optical amplifier (SOA) are integrated 
monolithically. The relationship between the lasing 
wavelength and the tuning voltage for each laser 
diode (LD) is shown in Fig. 5. A tuning wavelength 

Reflection spectra
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λ

λ
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Tuning current

Mode-hop-free operation
Section 1

Sub-mode suppression

Lasing mode

Reflection spectra
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Fig. 3.   Principle of mode-hop-free tuning.

Fig. 4.   Photograph of top view of TDA-DFB laser array.
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range of more than 40 nm can be obtained by cover-
ing the different wavelength ranges of the lasers with 
different grating periods. The results in Fig. 5 show a 
wavelength slightly shorter than the C band, but opti-
mized grating periods will provide operation over the 
entire C band.

3.   Channel switching

The frequency variations that occur during channel 
switching operation are explained in Fig. 6. Carrier 
effects occur within a few nanoseconds in carrier-
injection-type tunable wavelength lasers. However, a 
temperature change is simultaneously produced by 
the heat generated by the current injection. Therefore, 
relatively slow wavelength variations also appear 

(thermal drift). Since the refractive index changes 
caused by carrier effects and the thermal effect are 
opposite, frequency variations are observed, as shown 
in Fig. 6. Since the TDA-DFB laser can operate with-
out mode hopping during thermal drift, it is easy to 
control the wavelength, and the wavelength varia-
tions can be calculated.

The channel switching time is defined as the time 
taken for a wavelength to enter the allowable wave-
length range. For high-speed switching, it is impor-
tant to reduce the thermal drift by suppressing the 
temperature change [8]–[10]. With the TDA-DFB 
laser array, variations in generated heat can be 
reduced by utilizing the array’s tuning layers as heat 
compensators. Controlling the tuning current of one 
of the other lasers so that it is opposite to the tuning 
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current of the operating laser enables the generated 
heat to be kept constant.

The measurement setup for monitoring the change 
in wavelength during channel switching is shown in 
Fig. 7. For channel switching between channels of 
the same laser, the active current is constant and the 
tuning current changes within 100 ms. While the 
transparent wavelength of the tunable filter is being 
changed, time domain intensity profiles are measured 
repeatedly. They are combined, and the peak wave-
length can then be traced. Details of the experiment, 
such as the injection current for each region, are given 
elsewhere [8].

The results of channel switching in the same laser 

are shown in Fig. 8(a). With thermally compensated 
operation, when the tuning current increases, the tun-
ing current of the next laser decreases. Without ther-
mal compensation, the switching time, which is 
defined as an allowable frequency range of 1 GHz, 
was 3 ms. With thermal compensation, the switching 
time was reduced to less than 0.2 ms.

Results obtained for switching between channels in 
different lasers are shown in Fig. 8(b). For thermally 
compensated operation, the tuning current was inject-
ed continuously to keep the heat constant while the 
active current was switched between the two lasers. 
As a result, the channel switching time was reduced 
to around 0.3 ms. However, even if the total current 
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injected into the entire chip is constant, the large 
active current will be changed, which will induce a 
large local temperature change. To suppress this, we 
attempted to use local heating by applying a rela-
tively large tuning current before switching. We suc-
ceeded in suppressing the local temperature variation 
and, as a result, the thermal drift fell to less than 1 
GHz with a time resolution of 40 µs.

4.   Conclusion

A TDA-DFB laser with an asymmetric structure, 
which is a kind of high-speed tunable wavelength 
laser without mode hopping, has been developed for 
future WDM network systems. The mode-hop-free 
tuning range was expanded to about 8 nm by using an 
asymmetric period structure. Consequently, a tuning 
range of over 40 nm was obtained for a monolithi-
cally integrated TDA-DFB laser array, consisting of 
six asymmetric TDA-DFB lasers, an MMI coupler, 
and an SOA.

We also demonstrated thermal drift reduction dur-
ing channel switching by using a thermal compensa-
tion technique. The channel switching time with a 
frequency deviation of less than 1 GHz was reduced 
from 3 ms to 0.2 ms when both channels were in the 
same laser. For channel switching between different 
lasers, a channel switching time of less than 40 µs was 
achieved by using thermal compensation with the 
local heating.

The asymmetric TDA-DFB laser array will be use-
ful for advanced photonic networks based on WDM 
systems because of its high-speed and accurate wave-
length tuning. In the future, we will research both 

device structures and operating methods to make 
even faster and more accurate channel switching.
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1.   Introduction

To cope with the demand for huge data capacities in 
local area networks (LANs), 100 Gigabit Ethernet 
(100GbE) has recently been standardized [1]. In 
100GbE, the optical transmitter consists of four 1.3-
µm, 25-Gbit/s light sources with a lane spacing of 800 
GHz and an optical multiplexer (MUX). So far, work 
has focused mainly on the development of discrete 
25-Gbit/s light sources [2]–[6] for the first-generation 
transceiver, which is called a centum form-factor 
pluggable (CFP) transceiver. Since optical compo-
nents in this transceiver are placed discretely, the size, 
power consumption, and number of optical compo-
nents are large. Moreover, since there is a limitation 
on the transceiver size, reductions in size and power 
consumption are essential, and these require large-
scale-integration of the discrete components.

Future high-speed LANs beyond 100 Gbit/s will 
use a multilane system. Therefore, it is essential to 
increase the serial data rate of the discrete light source 
in order to reduce the required number of wavelength 
lanes, which will lead to smaller transmitters, lower 
power consumption, and reduced fabrication cost.

This article describes recent progress in electroab-
sorption modulator integrated distributed feedback 
(EADFB) lasers for high-speed data communica-
tions. For 100GbE applications, an ultrasmall optical 
semiconductor chip [7]–[9], in which four 1.3-µm 25-
Gbit/s EADFB lasers and an optical MUX are mono-
lithically integrated, has been developed for future 
100GbE transceivers. This small chip enables the 
overall transmitter size and the number of optical 
components to be significantly reduced compared 
with those of conventional 100GbE transmitter. Fur-
thermore, for future beyond-100-Gbit/s applications, 
we have developed 50-Gbit/s EADFB lasers [10] and 
obtained very clear eye openings even after 40-km 
transmission.

2.   Monolithically integrated 
light source for 100GbE

A micrograph of the fabricated device is shown in 
Fig. 1. It consists of four 1.3-µm EADFB lasers and a 
multimode interferometer (MMI) coupler for the 
MUX. InGaAlAs-based compressive-strained quan-
tum wells (QWs) are used for the DFB lasers and 
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monitor photodiodes (PDs) and the lasing mode is the 
transverse electric (TE) mode. To increase the output 
power of the DFB lasers while retaining single mode 
lasing, we introduced a novel rear-grating structure 
[9]. This structure is composed of two sections: one is 
a conventional l/4 wavelength-shifted grating placed 
at the rear facet side and the other is just an active 
region without a grating placed at the front facet side. 
Both facets are coated with antireflection films. With 
the active region placed in front of the conventional 
phase-shifted DFB laser, the lasing mode is amplified 
in the active region and the longitudinal optical distri-
bution becomes asymmetric, resulting in high output 
power from the front facet. The design is described in 
more detail in Ref. [9].

For an electroabsorption modulator (EAM), an 
effective way to reduce the power consumption of the 
electrical driver is to reduce the EAM’s driving volt-
age. To do this, we used InGaAlAs-based, tensile-
strained QWs to obtain a large extinction ratio and 
steep extinction curves [11]. We also made the total 
thickness of the insulator region small to effectively 
bias the QW region with low voltage.

A shallow-ridge waveguide is buried with benzocy-
clobutene (BCB) for the EADFB laser section to 
ensure a large modulation bandwidth. The low dielec-
tric constant of BCB makes the parasitic capacitance 
lower, and hence the electric/optical (E/O) bandwidth 
larger. An MMI coupler is used for the MUX because 
of its small length and low wavelength sensitivity. 
Deep-ridge waveguides with the InGaAsP-core bur-
ied with BCB were used for the MUX region. Since 
deep-ridge waveguides have stronger optical confine-
ment owing to the large refractive index contrast in 
the lateral direction, they have low bending and radia-
tion losses compared with shallow-ridge waveguides, 
leading to a smaller chip size.

Metal-organic vapor-phase epitaxy (MOVPE) was 
used for crystal growth and a butt-joint technique was 
used to optimize the structures of the DFB laser, 
EAM, PD, and MUX, separately. The lengths of the 
DFB lasers, monitor PDs, EAMs, and MMI are 400 
µm, 150 µm, 150 µm, and 250 µm, respectively. The 
width of the MMI is 20 µm. The distance between 
adjacent EADFB lasers is 600 µm. The fabricated 
chip is as small as 2.0 mm × 2.4 mm and it is pack-
aged in a specially designed module [8].

The module output power as a function of the injec-
tion current to the DFB lasers is shown in Fig. 2. All 
measurements for the module were done at 40°C. 
From the shorter wavelength side, we label the wave-
length lanes 0 to 3. The output power at the injection 

current of 150 mA was over 2 mW for all the lanes. 
The lasing spectra at the injection current of 100 mA 
are shown in Fig. 3. Single-mode lasing with a side 
mode suppression ratio of over 50 dB was obtained 
for all lanes, showing the usefulness of the rear-grat-
ing structure for DFB lasers used in monolithically 
integrated devices. The static extinction curves are 
shown in Fig. 4. The injection current to the DFB 
lasers was 100 mA. Static extinction ratios larger than 
20 dB as well as steep extinction curves suitable for 
low-voltage operation were obtained for all lanes. 
The dynamic extinction ratios of the EAMs as a func-
tion of driving voltage (Vpp) are shown in Fig. 5. The 
bias voltage to the modulator was set at a level where 
the cross point of the optical eye diagram was 50%. 
For all lanes, the dynamic extinction ratios were 
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larger than 4 dB, which is the minimum value for 10-
km 100GbE (100GBASE-LR4) even with a driving 
voltage of 0.5 V. 

With the module, we performed a 10-km transmis-
sion experiment on single-mode optical fiber using a 
25-Gbit/s, non-return-to-zero, 231-1 pseudorandom 
bit stream signal. The eye-diagrams after 10-km 
transmission with Vpp = 0.5 V, 1 V, and 2 V for all the 
lanes are shown in Fig. 6. The bias voltages and 

dynamic extinction ratios to the modulator are sum-
marized in Tables 1 and 2. Clear eye openings were 
obtained for all driving voltages even after 10-km 
transmission.

3.   EADFB lasers for  
beyond-100-Gbit/s applications

For future high-speed LANs beyond 100 Gbit/s, the 
serial data rate should be increased to reduce the 
required number of lanes. Fewer lanes enables reduc-
tions in the size, power consumption, and fabrication 
cost of the whole transmitter. For this purpose, we 
developed 50-Gbit/s discrete EADFB lasers [10]. The 
basic structure of the device is described in Refs. [5], 
[6]. The lasing spectra of the EADFB lasers are 
shown in Fig. 7. The measurement was done at 45°C. 
From the shorter wavelength side, we label the lanes 
0 to 7. The wavelength spacing is 400 GHz (half of 
that for 100GbE). The layer structure was the same 
for all the EADFB lasers. The 50-Gbit/s eye diagrams 
after 40-km transmission are shown in Fig. 8. The 
driving voltages were 2 V and the dynamic extinction 
ratios were larger than 8 dB for all lanes. Very clear 
eye openings were obtained. Since all the EADFB 
lasers had the same layer structure, we could integrate 
them monolithically, as in the case of the 100GbE 
light source.
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Fig. 6.   25-Gbit/s eye diagrams for all the lanes after 10-km transmission for different values of Vpp.

Vpp (V)

0.5

1

2

Lane 0 (V) 

–1.08

–0.95

–0.93

Lane 1 (V) 

–1.28

–1.14

–1.06

Lane 2 (V) 

–1.51

–1.43

–1.26

Lane 3 (V) 

–1.74

–1.64

–1.53

Table 1.   Bias voltages to EAMs.
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Lane 0 (dB)
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9.31

10.63

Table 2.   Dynamic extinction ratios of EAMs.
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4.   Conclusion

Recent progress in 1.3-µm InGaAlAs-based 
EADFB lasers for high-speed data communications 
was described. For 100GbE, an ultrasmall integrated 
light source was developed. Monolithic integration of 
the optical components on one chip let us reduce the 
size of the 100-Gbit/s transmitter chip. This small 
chip enables us to make small-form-factor 100GbE 
transceivers. For beyond-100-Gbit/s applications, 50-
Gbit/s EADFB lasers were also developed. These 
devices are promising for future high-capacity data 
links.
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1.   Introduction

Because of the popularity of the Internet and video-
on-demand services, the capacity of photonic net-
work systems must be continuously increased. A 
semiconductor photodetector, which converts an 
optical signal into an electrical signal, is a key device 
in receivers in photonic network systems. The gen-
eral demands for photodetectors are faster operating 
speeds for higher bit-rates, higher efficiency for bet-
ter sensitivity, and lower operating voltage for lower 
power consumption by the receiver. 

In the 1990s, we developed the uni-traveling-carrier 
photodiode (UTC-PD) structure that makes the best 
use of electron transport and has the advantages of 
simultaneous high-speed and high-output operation 
[1]. Since UTC-PDs can maintain their photodetec-
tion function for input signals with frequencies above 
1 THz, they have been used as terahertz microwave 
generators [2]. 

In the receivers of photonic network systems, high 
responsivity is also very important to improve receiv-
er sensitivity. To meet this requirement, we have 
developed the maximized-induced-current photodi-
ode (MIC-PD) by modifying the UTC-PD [3]. The 
MIC design can maximize the responsivity at a 
required bandwidth by means of a hybrid (combined 
p-type and depleted (p: positive semiconductor)) 
absorption layer. This technology has been success-
fully applied to photodiodes for 100-Gbit/s receivers 
of digital coherent transmission systems.

Moreover, avalanche photodiodes (APDs), which 
provide amplification as well as photodetection, are 
used in access and metro networks and Ethernet. We 
had already developed APDs for 10-Gbit/s operation 
but there have recently been requests for high-speed 
APDs, e.g., for 25-Gbit/s receivers for 100-Gbit/s-
based Ethernet. 

2.   Ultrahigh-speed photodiodes (UTC-PDs)

One widely used photodetector is the p-i-n photodi-
ode (pin-PD), which has a depleted absorption layer 
of intrinsic semiconductor (i-layer) between posi-
tively and negatively doped electrode layers (p- and 
n-type semiconductor layers). In a pin-PD, two types 
of charge carriers—both negative electrons and posi-
tive holes—are photogenerated and contribute to the 
external induced current. Because holes have a much 
lower velocity than electrons (1/10 the speed), the 
device’s response speed is dominated by hole trans-
port. Therefore, we developed the UTC-PD, which 
can achieve ultrahigh-speed operation, by removing 
this limiting factor for the pin-PD. As illustrated in 
Fig. 1, carriers are generated in the p-type absorption 
layers and only electrons are injected into the deplet-
ed carrier collection layer, whose thickness is 
designed independently of the absorption layer. Since 
the holes are majority carriers in the p-type absorp-
tion layer, their transport is the collective motion with 
a high response time determined by the dielectric 
relaxation time. Eventually, only electrons behave as 

High-speed Photodetector 
Technologies
Yoshifumi Muramoto, Toshihide Yoshimatsu,  
Masahiro Nada, and Tadao Ishibashi

Abstract
We have developed several kinds of high-speed photodetector technologies for broadband photonic 

networks. This article reviews three of NTT’s high-speed photodiodes: ultrahigh-speed photodiodes, 
specially designed photodiodes with high responsivity and low operating voltage, and avalanche photo-
diodes. 
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active carriers in the UTC-PD; thus, UTC-PDs can 
achieve ultrahigh-speed and high-current operation 
without the space-charge-effect induced by hole 
accumulation. 

A 3-dB bandwidth (f3dB) of over 300 GHz has 
been obtained for a UTC-PD. We have developed a 
UTC-PD-based terahertz photomixer module for fre-
quencies beyond 1 THz [2].

3.   Specially designed PD with high responsivity 
and low operating voltage: MIC-PD

A drawback of the UTC-PD is low responsivity 
when the absorber has been designed to be relatively 
thin in order to achieve high-speed operation. To opti-
mize both the response speed and responsivity, we 
have developed the MIC-PD. In the MIC-PD design, 
the absorption layer consists of p-type and depleted 
layers, as shown in Fig. 2. Although there is hole 
transport contributing to the output current, the thick-
ness of the depleted absorption layer does not have to 
be as large as in a pin-PD, and it is adjusted to retain 
the advantage of the high-speed potential of the UTC-
PD. This combined p-type and depleted absorption 
layer allows us to maximize responsivity and operat-
ing speed simultaneously. Namely, the responsivity 
can be higher than that of a UTC-PD with the same 
bandwidth and the operating speed can be higher than 
that of a pin-PD with the same responsivity.

We have developed various MIC-PD structures for 
advanced photonic network systems. One is a dual 

polarization quadrature phase shift keying (DP-
QPSK) (or digital coherent) system [4], which is now 
being intensively investigated toward future high-
speed, high-capacity optical transmission systems. In 
this system, the PD is required to operate in a wide 
bandwidth with a high average photocurrent induced 
by a high-power local oscillator input. Because a high 
photocurrent induces a space charge effect in the 
depletion layer of a PD, bandwidth reduction occurs. 
To overcome this problem, we have developed a com-
posite-field MIC-PD which can optimize the band-
width by suppressing the space charge effect even at 
low bias voltages [5]. The band diagrams and electric 
field distributions of a conventional MIC-PD and the 
new composite-field MIC-PD are shown in Figs. 2(a) 
and (b), respectively. An f3dB of more than 30 GHz 
is required for a PD in a 100-Gbit/s digital coherent 
system. To meet these system needs, the thickness of 
the photoabsorption layer is reduced in order to 
shorten the carrier-transit time. A thinner absorption 
layer generally results in higher device capacitance, 
which reduces the operating speed. However, by 
incorporating an undoped carrier collection layer of a 
wide-bandgap material, we were able to widen the 
depletion width and maintain low junction capaci-
tance. Moreover, an n-type field control layer tailors 
the step-like field profile, leading to sufficient field 
for hole transport in the depleted absorber even at a 
low bias voltage. In the collection layer, only elec-
trons are traveling carriers; here, a low field (10 kV/
cm) is sufficient to keep the electron transit time 

Fig.1.   Schematic band diagram of UTC-PD.
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short. An important point is that the field control layer 
generates a much higher electrical field in the deplet-
ed absorption layer and the partial absorber layer 
suppresses the space charge effect. Consequently, the 
composite-field MIC-PD allows a lower operating 
voltage and higher output current with higher respon-
sivity than a conventional PD. 

The frequency responses of a fabricated composite-
field MIC-PD for optical-to-electrical (O/E) conver-
sion with average photocurrents of 0.3 mA, 0.8 mA, 
2.0 mA, and 4.0 mA are shown in Fig. 3. The reverse 
bias voltage supplied to the PD was as low as 2.0 V, 

which suits the common power supply voltage with a 
transimpedance amplifier of +3.3 V. The f3dB 
reached more than 35 GHz for average photocurrent 
from 0.3 mA to 4.0 mA. We confirmed that there was 
no degradation in the frequency response caused by 
the space charge effect up to 4 mA. These good 
results show that composite-field MIC-PDs are suit-
able devices for receivers front-end of 100-Gbit/s 
digital coherent systems.

 

Fig. 3.   Frequency response curves of fabricated composite-field MIC-PD.
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4.   High-speed APDs

APDs offer improved responsivity because of the 
internal gain due to the multiplication of carriers in a 
high electric field. This function of APDs is very 
important and they have been used in the 10-Gbit/s 
metro and access systems. The technology trend is 
now toward systems with higher bit rates such as the 
100-Gbit/s Ethernet system in which the speed of 
each lane is 25 Gbit/s (25 Gbit/s × 4 channels). For 
use in such novel high-speed systems, we have devel-
oped a new APD with the MIC design [6].

The schematic cross section of our high-speed APD 
is shown in Fig. 4. The general figure of merit of an 
APD is expressed by the product of the multiplication 
factor (M) and f3dB. This product depends on the 
material and thickness of the avalanche layer. We 
chose InAlAs as the material to obtain a higher M-
f3dB product. 

Another feature of our device is that field confine-
ment is achieved by the inverted p-down structure 
with a top n-contact. Field confinement is very 
important for device reliability in order to avoid deg-
radation caused by suppression of the leakage current 
on the surface. Zn diffusion [7] and/or Si-ion implan-
tation [8] are conventionally used for APD fabrica-
tion, but we decided not to use them in order to sim-
plify the fabrication process. This simplicity also 
allows better reproducibility and lower fabrication 
cost. However, the field confinement becomes the 
source of edge breakdown at the periphery of the n-
contact mesa, which limits operation at a large multi-
plication factor in active area. To solve this problem, 
we added a field buffer layer underneath the n-contact 
layer and n-type field control layer.

The variation in f3dB with multiplication factor M 
is shown in Fig. 5. The maximum value of f3dB was 
23 GHz, and it decreased with increasing M. For M 
higher than 15, f3dB values fell on a straight line, 
indicating an M-f3dB product of 235 GHz. Owing to 
the high responsivity achieved the MIC design, high 
multiplied responsivity of 9.1 A/W was obtained at 
f3dB of 18.5 GHz. 

High multiplied responsivity with sufficient band-
width is important in practical network systems. The 
present result is compared with previously reported 
values in Fig. 6. As seen in this figure, the obtained 
value of 168 GHz A/W for our APD is superior to all 
other reported ones. Consequently, our APD is a 
promising candidate for high-speed network systems, 
e.g., 100-Gbit/s Ethernet systems with 25-Gbit/s 
operation.

5.   Conclusion

The MIC design, which is a modification of the 
UTC-PD structure, can optimize responsivity and 
operating speed. MIC-PDs for 100-Gbit/s digital 
coherent system possess high current capability while 
maintaining a high f3dB, even at a low bias voltage. 
Our APD structure is fabricated with an inverted p-
down layout to utilize the MIC design and field con-
finement by a top n-contact mesa. To avoid local 
breakdown associated with field confinement, a field 
buffer layer is applied. The best measured multiplied 
responsivity of 9.1 A/W was obtained at f3dB of 18.5 
GHz, which is sufficient performance for 25-Gbit/s 
operation in 100-Gbit/s Ethernet systems.

Fig. 4.   Schematic cross section of the high-speed APD.
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1.   Introduction

Network traffic is rapidly increasing and so is the 
energy consumed by communication systems. There-
fore, it is important to find a way to reduce the power 
consumption of transmitter modules. In an optical 
transmission module, a temperature controller such 
as a Peltier device consumes more power than other 
components. The temperature controller suppresses 
deviations in laser characteristics such as output 
power and modulation characteristics, which are sen-
sitive to the ambient temperature. If we can improve 
the laser’s temperature characteristics, we may be 
able to eliminate the need for a temperature control-
ler, which will allow a significant reduction in power 
consumption.

In this article, we describe our efforts towards 
achieving a 1.3-μm-range laser with low power con-
sumption. The 1.3-μm range has zero dispersion and 
is used for metro, access, and Ethernet systems. 

For 1.3- and 1.55-μm-range optical fiber communi-
cation light sources, an InGaAsP-based laser has 
already been used. It is fabricated on an InP substrate 
and an InGaAsP quantum well is used as the active 
region. This type of laser performs well at around 
room temperature; however, an increase in the ambi-
ent temperature degrades the output power and the 
injection current (operating current) increases, as 

shown in Fig. 1(a). Therefore, a temperature control-
ler has been indispensable and power consumption 
has been difficult to reduce. There is strong demand 
for a laser with good temperature characteristics, as 
shown in Fig. 1(b).

The temperature dependence of a laser can be 
explained as follows. The laser light is amplified by 
current injection in a quantum well acting as an active 
region. As the ambient temperature is increased, the 
injected electrons tend to overflow from the quantum 
well into other regions such as the barrier layer, the 
separately confined heterostructure (SCH), and the 
cladding layer, as shown in Fig. 2. The electrons that 
overflow from the quantum well recombine with 
holes without light emission, which leads to an 
increase in threshold current at high temperature. 
Therefore, to stabilize the laser performance against 
temperature fluctuations, it is necessary to make a 
deep quantum well that has a large potential gap from 
the barrier layer.

Several materials used for 1.3-μm-range lasers and 
their performances are listed in Table 1. With a con-
ventional active region made from InGaAsP-based 
material on an InP substrate, it is difficult to make 
deep potential quantum wells and have an operating 
current at high temperature of over 40 mA at 10 
Gbit/s. InGaAlAs-based materials on an InP substrate 
have been studied with a view to improving the 

Feature Articles: Optical Semiconductor Technologies 
for Photonic Networks

InGaAs Metamorphic Laser for 
Low-power-consumption Operation
Masakazu Arai, Wataru Kobayashi, and Masaki Kohtoku

Abstract
In this article, we review our efforts to reduce the power consumption of optical transmitter modules 

for Ethernet and telecommunications use. To reduce the power consumption, we aim to eliminate the 
light source’s temperature controller and improve the stability of the output power and modulation char-
acteristics under ambient temperature conditions. We describe a 1.3-µm-range metamorphic laser on a 
GaAs substrate that exhibits improved temperature characteristics. It has a characteristic temperature of 
220 K and is capable of lasing up to 200°C. In addition, the bias current for 10-Gbit/s modulation at high 
temperature has been reduced. This laser is promising for uncooled light sources operating with low 
power consumption.
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Fig. 1.   Temperature characteristics of lasers.

Injection current

(a) Poor temperature 
      characteristics

(b) Good temperature 
      characteristics

Injection current

×   Degradation of output power at high 
     temperature
×   Increase in threshold current at high 
     temperature

     Temperature controller is indispensable 
     (power consumption: high).

      Temperature dependence of output 
       power is small.
      Threshold current increase is small.

25˚C

25˚C

85˚C

85˚C

Required
power 
level 

O
ut

pu
t p

ow
er

O
ut

pu
t p

ow
er

Injection
current 
increase 

    Temperature controller can be eliminated 
    (power consumption: low).

 Room temperature

z z

High temperature

E
ne

rg
y 

of
 e

le
ct

ro
ns

E
ne

rg
y 

of
 e

le
ct

ro
ns

Barrier Well

Electron
density

Barrier

Overflowing electrons

Non-radiative
recombination

Fig. 2.   Degradation mechanism at high temperature (carrier overflow from quantum well).

Substrate Active region material Operating current for
10 Gbit/s at 85°C for  L=200 µm 

Features

InP InGaAsP 42 mA Poor temperature characteristics
Temperature controller required
High reliability

L: cavity length

InGaAlAs 33 mA Better temperature characteristics than InGaAsP

GaAs InGaAs metamorphic 15 mA Better temperature characteristics than InGaAlAs 

Table 1.   Materials for 1.3-μm-range lasers and their performances.
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temperature, and they are gradually being used for 
uncooled light sources. On the other hand, strained 
InGaAs lasers on a GaAs substrate have superior 
temperature characteristics to those on an InP sub-
strate because a larger band offset between the clad-
ding and SCH can be selected. However, the critical 
thickness of a strained quantum well limits the emis-
sion wavelength to below 1.2 μm. To overcome this 
obstacle, InGaAsN quantum wells and InAs quantum 
dot lasers that provide 1.3-μm emission on a GaAs 
substrate have been developed. However, their reli-
ability and modulation speed still need to be 
improved. Another approach is to use a metamorphic 
buffer on GaAs [1]–[3]. This technique enables us to 
use materials with a lattice constant between that of 
InP and GaAs and to make a 1.3-μm-range laser on a 
GaAs substrate with good temperature characteris-
tics.

2.    Metamorphic growth technique

The metamorphic growth technique allows us to 
grow a material whose lattice constant is different 
from that of the substrate. Therefore, we can design 
the device materials without being constrained by 
substrate lattice-constant limitations. In this study, we 
used an InGaAs layer grown on a GaAs substrate 
under special conditions by metal-organic vapor 
phase epitaxy (MOVPE). Conventionally, strain 
relaxation occurs if the strained layer thickness 

exceeds the critical thickness and threading disloca-
tions appear in the upper layer and the surface tends 
to become rough. With metamorphic growth, a stable 
dislocation network is formed in the thin layer 
between GaAs and the InGaAs buffer layer, which 
leads to a low threading dislocation density in the 
upper layer. We can regard this layer as a virtual 
InGaAs substrate because the strain is fully relaxed 
and there is little surface roughness. Transmission 
electron microscope images of a fabricated metamor-
phic laser are shown in Fig. 3. We confirmed that the 
dislocations are concentrated at the buffer boundary 
and the dislocation density is low enough to make a 
high-performance laser.

3.   Fabrication and characteristics

A schematic of the fabricated metamorphic laser is 
shown in Fig. 4. The metamorphic buffer consists of 
n-doped In0.12Ga0.88As 1.6 μm thick (n: negative). 
The In0.1Ga0.9As layer with reduced indium content 
on this metamorphic buffer is fully relaxed and acts 
as a virtual InGaAs substrate. The n-InGaAlAs lower 
cladding layer is lattice matched to the virtual 
In0.1Ga0.9As substrate. The active layer consists of 
three compressive-strained InGaAs quantum wells 
sandwiched between In0.1Ga0.9As barrier layers. The 
p-InGaP upper cladding has the same refractive index 
and lattice constant as the lower n-InGaAlAs clad-
ding (p: positive). We chose InGaAlAs for the lower 

Fig. 3.   Transmission electron microscope (TEM) images of metamorphic buffer.
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cladding because it has better surface roughness than 
InGaP cladding. On the other hand, we chose InGaP 
for the upper cladding because it has the advantage of 
letting us make a ridge structure by wet chemical 
etching. This technique enables a narrow ridge struc-
ture and single lateral mode operation. We made and 
evaluated a Fabry-Pérot-type laser structure.

The temperature dependence of the output power is 
shown in Fig. 5. This device had a 200-μm-long cav-
ity. One facet had a highly reflective coating and the 
other was in the as-cleaved condition. Insets show the 
lasing spectra at various currents at room tempera-
ture. We confirmed high output power and lasing at 
up to 140°C. Eye diagrams obtained with 10-Gbit/s 
non-return-to-zero direct modulations are shown in 
Fig. 6. We confirmed clear eye openings from 25°C 
to 100°C and the potential for making an uncooled 
light source.

4.   Improvements in temperature characteristics

As mentioned above, a metamorphic laser consists 
of materials whose lattice constants are between 
those of InP and GaAs, so the design is very flexible. 

n-GaAs (100) substrate 

n-InAlGaAs cladding: 1500 nm 

p-InGaAs: 200 nm

i-InGaAs SCH: 120 nm

SiO2,
polyimide

p-electrode
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n-In0.12Ga0.88As: 1600 nm  

InGaAs/GaAs, 
6 QWs
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1500 nm
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Fig. 4 .   Schematic of fabricated metamorphic laser.

Fig. 5.   Temperature dependence of output power and lasing spectra.
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We are optimizing the device structure by performing 
simulations and experiments. Here, we report some 
of our results. Band diagrams of a metamorphic laser 
before and after improvement are shown in Fig. 7.

For the cladding materials, we used n-InGaAlAs 
and p-InGaP for the reasons mentioned above. We 
newly introduced a p-InGaAlAs layer as an electron 
stopper into the p-InGaP cladding and obtained 
improved temperature characteristics.

The temperature dependence of the I-L (injection 
current versus output light power) characteristics of 
1200-μm-long devices is shown in Fig. 8. The tem-
perature dependence of the threshold current was 
lower than in the case without an electron stopper 
layer. The maximum operating temperature is as high 
as 200°C, compared with 175°C for the laser without 
an electron stopper layer. The characteristic tempera-
ture T0, which indicates the threshold increase as a 
function of temperature, was improved from 80 K to 
220 K. T0 at temperatures between T1 and T2 (in °C) 
is expressed as 

Ith(T2) =Ith(T1)·exp ((T2-T1)/T0).

By contrast, a conventional laser on an InP sub-
strate has a characteristic temperature between 50 K 
and 80 K. With its high characteristic temperature, 
the metamorphic laser exhibits only a small increase 
in threshold current at high temperature. Therefore, 

SCH and 
barrier

1.3-µm emission

n-InGaAlAs
cladding

Electrons

p-InGaP
cladding

MQWs Holes

InGaAlAs electron
stopper layer

Fig. 7.   Band diagrams of improved device using an InGaAlAs electron stopper.

(a)  25°C (b)  85°C (c)  100°C

Fig. 6.   10-Gbit/s eye diagrams of metamorphic laser.

Fig. 8.   I-L characteristics of improved devices. 

10

9

8

7

6

5

4

3

2

1

0

0

O
ut

pu
t p

ow
er

 (
m

W
)

Current (mA)

115°C

55°C

125°C

135°C

145°C

155°C

165°C

175°C

185°C

195°C

200°C

105°C
95°C
85°C
75°C
65°C

45°C
35°C

25°C

50 100 150 200 250 300



Vol. 10 No. 12 Dec. 2012 �

Feature Articles

the operating current for uncooled operation can be 
reduced, which makes this laser a good candidate for 
a low-power-consumption light source.

The eye diagram of a 200-μm-long device for direct 
modulation below 85°C is shown in Fig. 9. The bias 
current for 10-Gbit/s modulation below 85°C is as 
low as 15 mA, which is about half the value for a 
conventional laser on an InP substrate and low-
power-consumption operation was confirmed. We 
believe that this laser can be used as a light source in 

environments where the temperature exceeds 100°C 
in an integrated circuit.

5.   Concluding remarks

We are conducting trials of low-power-consump-
tion light sources using a metamorphic laser. This 
laser offers high-speed operation and good tempera-
ture characteristics, which enable it to operate with 
low power consumption. In the future, we will apply 
this technique to a distributed feedback laser and inte-
gration with other types of substrates.
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1.   Introduction

1.1   Development of photonic networks
Photonic networks have been developed for long-

reach optical-fiber communications (telecom). 
Recently, optical communication technologies have 
begun to be applied to short-reach data transmission 
in datacenters (datacom) as optical interconnections 
between routers and datacenters and between racks 
and between electronic circuit boards, as shown in 
Fig. 1. The next challenge is photonic networks for 
inter-chip and intra-chip transmission (computercom) 
in microprocessors.

The development has been driven by the explosive 
growth in information volume on networks including 
the Internet with the spread of FTTH (fiber to the 
home), which has increased the need for high-speed 
information processing at datacenters. Information 
and communications technology (ICT) devices with 
large information capacities, high functionality, and 
high-speed operation have been developed. These 
ICT devices use electrical data transmission, but the 
transmission capacity per pin in a microprocessor is 
limited and an increase in the transmission capacity 
necessitates greater power consumption. Photonic 
networks based on wavelength division multiplexing 
(WDM) are suitable for high-capacity transmission. 
In addition, the energy consumption per bit is expect-
ed to be lower for optical transmission than for elec-
trical transmission for high-speed operation. There-
fore, the application of optical interconnection and 
WDM-based photonic networks to short-reach data 

transmission has begun to be discussed.

1.2   Optical sources for photonic networks
Photonic networks consist of various kinds of opti-

cal devices: the most essential one is a semiconductor 
laser as a light-emitting device. The relationships 
between the active region areas of semiconductor 
lasers and their energy costs are shown in Fig. 2. In 
general, semiconductor lasers with larger active 
regions can generate higher output power, but require 
higher injection current for high-speed modulation 
and thus have a higher energy cost. For long-reach 
telecom applications, semiconductor lasers with large 
active regions are essential because high output 
power is required. For short-reach applications, on 
the other hand, semiconductor lasers with small 
active regions are essential because of the greater 
need to reduce their energy costs. Vertical cavity sur-
face emitting lasers (VCSELs), which can have 
shorter cavity lengths and smaller active regions, 
have recently begun to be applied to datacom applica-
tions. However, even VCSELs have limits on how 
much the active region can be reduced in size. For 
computercom use, the energy cost of a semiconductor 
laser should be less than 10 fJ/bit, which requires a 
semiconductor laser with an active region smaller 
than 1 µm2, as shown in Fig. 2. Such lasers have not 
been achieved yet. NTT has focused on photonic 
crystal, which has the potential to enable the fabrica-
tion of semiconductor lasers with tiny cavities and 
small active regions.

Feature Articles: Optical Semiconductor Technologies 
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This article introduces current-injection photonic-crystal lasers featuring ultralow power consump-
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2.   Photonic crystal

A photonic crystal is an artificial structure whose 
refractive index is periodically modulated with sub-
micrometer periodicity [1]. A scanning electron 
microscope (SEM) image of a two-dimensional pho-
tonic crystal with periodically placed air holes in the 

semiconductor slab is shown in Fig. 3. The semicon-
ductor and air have significantly different refractive 
indices, and their periodic placement in the photonic 
crystal prevents light of a particular wavelength from 
existing in the semiconductor. This behavior, which is 
like a photonic insulator, is a feature of a photonic 
crystal. If some air holes are removed in a linear fash-
ion (creating a line defect structure) from a two-
dimensional photonic crystal with a slab structure, as 
shown in Fig. 3, then the lightwave can exist in the 
line defect region. In other words, the line defect acts 
as a waveguide. In this way, photonic crystals can 
control lightwaves by the alignment and size of the 
air holes.

Fig. 1.   Trend of short-reach photonic network.
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3.   Lambda-scale embedded active region  
photonic-crystal (LEAP) laser

Various photonic-crystal lasers have been reported; 
however, most of them are fabricated using a horizon-
tally uniform layer slab structure, like InGaAsP 
MQW (multiple quantum well) with high thermal 
resistance, as illustrated in Figs. 4(a) and (b). The 
semiconductor laser needs to confine both light and 
electrical charge carriers in the active region for las-
ing. Therefore, ordinary semiconductor lasers have a 
double-heterostructure, in which the active region is 
sandwiched by wide-bandgap semiconductors. How-
ever, photonic-crystal lasers with a horizontally uni-
form layer structure can confine only light not carri-
ers because they cannot have a double-heterostructure 
horizontally against the substrate. Therefore, the las-
ing characteristics of photonic-crystal lasers with the 
horizontally uniform layer structure are significantly 
limited because their performance is adversely affect-
ed by carrier diffusion and a temperature rise. To 
solve these problems, we have utilized a structure 
with the active region limited to within a line defect 
in the photonic crystal slab (buried heterostructure) 
(Figs. 4(c) and (d)). We call this laser the lambda-
scale embedded active-region photonic-crystal laser, 
or LEAP laser for short. Since the refractive index of 

the active region (InGaAsP- or InGaAlAs-based 
MQW) is higher than that of the region burying it 
(InP), the lightwave is strongly confined in the active 
region. The active region can also confine carriers 
because its bandgap is smaller than that of the bury-
ing region. In addition, the thermal conductivity of 
InP (68 W/m∙K) is higher than that of InGaAsP (4 
W/m∙K) and this enables effective heat diffusion (Fig. 
4(d)).

The advantages of the buried heterostructure are 
shown in Fig. 5. The optical input-output characteris-
tics of optically pumped photonic-crystal lasers using 
an optical pump wavelength of 0.98 µm and pumping 
diameter of 4 µm were numerically simulated. In the 
conventional photonic-crystal laser with the horizon-
tally uniform layer structure, generated carriers 
spread outside the cavity and the low thermal conduc-
tivity causes a significant rise in temperature. Since 
high temperature degrades the optical properties of 
the active region, the laser’s resulting output power is 
low. On the other hand, in a buried-heterostructure 
laser with an active region of 4 × 0.3 µm2, carriers are 
strongly confined in the active region and the tem-
perature rise is negligible. Therefore, high output 
power can be obtained at room temperature. The use 
of the buried heterostructure is expected to greatly 
improve the lasing characteristics of photonic-crystal 

Fig. 4.   Comparison of the conventional photonic-crystal laser and LEAP laser.
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lasers. 
Taking advantage of NTT’s expertise in laser fabri-

cation, especially crystal regrowth techniques for 
semiconductors, we successfully fabricated the bur-
ied-heterostructure active region in the line-defect 
waveguide in the photonic crystal slab. The size of the 
active region is 5 × 0.3 × 0.15 µm3. Input and output 
interfaces are easily fabricated using line-defect 
waveguides. We have successfully demonstrated 
optically pumped photonic-crystal lasers operating 
with power consumption of less than 10 fJ/bit [3].

4.   Current-injection LEAP laser

We made an optically pumped LEAP laser using 
the buried heterostructure for the first time. However, 
for practical use in a photonic network, current-injec-
tion operation is essential. Current-injection opera-
tion of a semiconductor laser requires a pin-junction 
(p: positive-type semiconductor, i: intrinsic semicon-
ductor, n: negative-type semiconductor). In ordinary 
lasers, the pin-junction is fabricated in the direction 
perpendicular to the substrate. Since the LEAP laser 

needs a slab structure, a pin-junction in the perpen-
dicular direction is difficult to fabricate. We fabricat-
ed a pin-junction in the plane of the photonic-crystal 
slab by using Zn diffusion and Si ion implantation 
into the non-doped InP burying region. The fabricated 
current-injection LEAP laser is shown in Fig. 6(a). 
This is the world’s first current-injection photonic-
crystal laser operating with continuous-wave light at 
room temperature [4]. We achieved a threshold cur-
rent of 0.39 mA. High-speed modulation at 10 Gbit/s 
and energy cost of 170 fJ/s were also demonstrated. 
However, initial devices suffered from a large leakage 
current, which limited the resulting reductions in 
threshold current and energy cost despite the active 
region being small. The origin of the leakage current 
was the InGaAs etching layer sustaining the air 
bridge. The small bandgap of InGaAs causes the cur-
rent leakage. We successfully reduced the leakage 
current by using InAlAs, which has a larger bandgap 
than InP, instead of InGaAs for the etching layer. The 
measured current-light-output curve is shown in 
Fig. 6(b). Lasing with a very low threshold current of 
14 µA was successfully demonstrated at room 

Fig. 5.   �Simulated lasing characteristics: (a) light-in light-out (L-L) curve, (b) temperature distribution and carrier distribution 
of the buried heterostructure and (c) horizontally uniform layer structure at input power of 200 μW.
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temperature (25°C). The use of an InGaAlAs-MQW 
active region enabled high-temperature operation up 
to 95°C. These figures for low threshold current and 
high operating temperature are records for photo- 
nic-crystal lasers [5].

5.   Conclusion

The LEAP laser is a key device for future photonic 
networks with large capacity and low power con-
sumption. We believe that current-injection LEAP 
lasers operating with power consumption of less than 
10 fJ/bit will be achieved in the near future. We will 
continue our research and development toward inte-
gration of the LEAP laser with silicon photonics and 
CMOS (complementary metal oxide semiconductor) 
and ultimately aim at devices integrating micropro-
cessors and photonic networks.
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1.   Introduction

Digital signage is rapidly becoming common at 
places where people gather, such as stations and com-
mercial facilities, as a tool for providing services such 
as information guides and advertising. Its usage for-
mats have recently diversified to include studies on its 
application as a means of providing information dur-
ing disasters, and digital signage is expected to per-
meate all aspects of our lives in the future [1]. 

Concerning the spread of digital signage, we are 
seeing the start of advertising distribution in a format 
in which the media companies that own the signage 
sell advertising spots (locations and times for display-
ing ads) and advertisers purchase those spots to dis-
play their ads. This is raising questions about how 
much effectiveness can be expected for a given 
expenditure and whether the resultant effectiveness 
matches expectations, so it has become necessary to 
measure and comprehend the advertising effective-
ness of digital signage.

In simple terms, advertising effectiveness has many 
facets, such as the exposure effectiveness (how many 

people does the advertising reach), perception effec-
tiveness (what impressions and information are given 
to the audience), and action effectiveness (by how 
much does the number of customers or sales volume 
increase), which are similar to television program 
viewing rate and website page views. Of these, expo-
sure effectiveness is thought to be a basic and also 
common index as a foundation for comprehending 
advertising effectiveness. For digital signage, expo-
sure effectiveness is assumed to be information such 
as the number of people at that location—the total 
number of people at a given instant (total audience) 
and the number of people passing through (transient 
audience)—and, of those, the number of people actu-
ally looking at the screen and their attributes (sex and 
age) (Fig. 1). 

NTT has developed three techniques that use imag-
es captured by cameras with the aim of applying them 
to the measurement of digital signage advertising 
effectiveness: 1) a crowd measurement technique [2] 
that measures the total number of people at a location, 
2) a transient audience measurement technique that 
measures the total number of people passing through 
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that location, and 3) a face detection, orientation esti-
mation, and attribute classification technique [2] that 
detects faces in an image and estimates the orienta-
tions of those faces and the age and sex of those 
people. The latest version V3 (version 3) of our 
advertising effectiveness measurement system inte-
grates these techniques. Below, we overview these 
image processing techniques and our advertising 
effectiveness measurement system V3.

2.   Image processing techniques

2.1   Crowd measurement technique 
The crowd measurement technique developed at 

NTT can measure the total number of people within 
an image at the instant it was acquired. Previous tech-
niques for measuring the total number of people in an 
image generally involve detecting specific shapes 
such as the whole body or upper half of each person 
in an image, or following individual moving objects 
within a series of images (using a tracking technique), 
or a combination of those. However, those previous 
techniques can suffer from occlusion, whereby one 
person is superimposed on another in the image, as 
shown in the upper part of Fig. 2, which makes cor-
rect detection difficult. For that reason, previous 
techniques have the problem that they can be applied 
only to comparatively limited numbers of people 
(such as about 5–10). 

NTT’s crowd measurement technique [2] estimates 

the total number of people within an image in a man-
ner that avoids the effects of occlusion by utilizing the 
area of an image. It works by modeling the geometri-
cal relationships between the camera, floor, and peo-
ple and the geometrical relationships between them 
in the image, as shown in the lower part of Fig. 2. This 
approach is completely different from those of previ-
ous techniques in that it does not detect each person 
individually, but makes it possible to estimate 
approximately how many people are there overall. 
The features of this technique are that it can estimate 
the number of people in a crowded situation and it 
enables the use of general-purpose cameras that are 
pointing obliquely downward. A more detailed 
description is given in Ref. [3]. 

2.2   Transient audience measurement technique 
Transient audience measurement is a technique 

used in a location that people pass through, such as a 
passageway, in order to measure how many people 
pass through it. This has already been partially imple-
mented as a technique for measuring the transient 
audience from an image. In a typical setup of the cur-
rent method, the camera is attached to a high point 
such as the ceiling; it captures images taken in the 
downward direction, and the technique determines 
the transient audience number by image analysis. 
Although one of the features of the conventional 
method is that it enables accurate measurement, it is 
only applicable to a limited area because measurement 
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signage can be seen 
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and sex) of people actually
looking at the screen  

Number of people at that location
- Total number of people at that instant
- Number of people passing through
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(display screen)

Fig. 1.   Assumed advertising effectiveness index of digital signage.
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is possible only under the camera or nearby, which 
makes it difficult to measure the transient audience in 
an entire passageway or station concourse, for exam-
ple. 

To measure within a wider range, it is necessary to 
install a camera that points obliquely downward and 
use images captured within a wide range. A previous 
technique that can be applied in such a case is called 
tracking. This detects each person individually from 
an image and traces that person’s movement path. 
Various improvements have already been made to the 
tracking technique, but the occlusion problem (people 
overlapping or being hidden in the images) inevitably 
makes it difficult to perform stable measurements in 
places such as station passageways, and the process-
ing results can drop greatly for a crowd. 

To exceed the limitations of the existing techniques, 
NTT has developed a transient audience measure-
ment technique that uses an approach that is com-
pletely different from previous ones. It calculates the 
final transient audience by combining two tech-

niques: a fluid analysis technique that is applied for 
crowded conditions and a one-dimensional tracking 
technique aimed at greater measurement accuracy in 
uncrowded condition.

2.2.1   �Fluid analysis technique (measurement 
algorithm applied to crowds)

The fluid analysis technique can estimate the tran-
sient audience by treating the overall flow of people 
as if it were the flow of a fluid. The basic concept is 
shown in Fig. 3, where to simplify the explanation, 
we show the view directly downward whereas in 
practice the processing is done on images captured by 
a camera pointing obliquely downward. In general, 
the flow rate of a liquid or gas in a pipe can be calcu-
lated as the product of the pipe’s cross-sectional area, 
the fluid’s speed, and the fluid’s density; however, 
this concept can also be applied to a flow of people. 
In other words, when the processing area is set on an 
image or on the floor, we can calculate the transient 
audience (flow rate) at a later stage if we have (1) the 
density (number of people within the area) and (2) the 

Target pattern

Scaning from edge of image Detection is difficult when crowded.Conventional method

Crowd measurement technique (NTT) 

Pixel

ImageCamera

Image and geometrical model

Estimation of number of people
from surface area 

Estimation of number of people
including occlusions

2 people 4 people?

About 2 people About 7 people

Can be used even with large crowds (on the
order of 50 to 100 people) 

Surface area

Fig. 2.   Overview of crowd measurement techniques.
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movement speed of people. We can calculate the 
number of people within the area (1) by using the 
crowd measurement technique described above and 
we can calculate their speed (2) by taking several 
consecutive images in a time series and detecting cor-
responding pairs of feature points and considering the 
similarity of their feature vectors. Note that since 
perfect correspondence is rare, we chose to use an 
algorithm that determines speed through a voting 
mechanism, which can avoid the influence of feature 
point miscorrespondence. Note also that the descrip-
tion relates to one-way flow, for simplicity, but in 
practice it is also applicable to flows in both direc-
tions in passageways. This technique enables us to 
calculate the transient audience in a stable manner, 
even in locations such as a crowded station con-
course, specifically in a state where there are several 
dozen people, e.g., 50 or 100, in front of the screen. 

2.2.2   �One-dimensional tracking technique 
(measurement algorithm during quiet 
times)

The fluid analysis technique described above has 
the great advantage that it enables stable measure-
ment even when the area is crowded, but it does have 
the disadvantage that the accuracy is insufficient dur-
ing quiet times when the number of people is between 
one and five. To overcome that disadvantage, we have 
developed a one-dimensional tracking technique that 
can measure highly accurately during quiet times and 
also enables rapid processing (Fig. 4). It detects the 
image area to which a moving object belongs, forms 
an input image series, and projects that area in a one-

dimensional version in accordance with a conversion 
coefficient called a weighting value. The theoretical 
background of the weighting value is given in Ref. 
[3]. The results of this processing are such that a peak 
in the projected values corresponds to the position of 
a person, and the sum of projected values in the vicin-
ity of that peak corresponds to the number of people 
in that vicinity (the number of people contributing to 
that peak). We can measure the transient audience for 
each direction of movement by estimating the person-
number at each peak in the projected values and 
simultaneously following their positions. 

Note that the final transient audience is computed 
by creating a weighted average of the numbers 
obtained by fluid analysis and one-dimensional track-
ing. The weight is adjusted to suit the congestion 
level, which is estimated by the crowd measurement 
technique described in section 2.1.

2.3   �Face detection, orientation estimation, and 
attribute classification technique

The face detection, orientation estimation, and 
attribute classification technique developed at NTT 
picks out faces within images, estimates the orienta-
tion of each detected face, and estimates the attributes 
(sex and age) of that person. These three processes 
share the same fundamentals in common: each pro-
cess pre-analyzes a large quantity of image data gath-
ered beforehand and utilizes that analysis in making 
its decisions (Fig. 5). 

Examples of attribute classification are given 
below. First of all, a large volume of image data of the 

Measurement area

* To simplify the explanation, this shows a view from directly above.

(1) Density (number of people 
within the area)  

(2) Speed (average speed of all
people) 

After 
fixed time

× Transient
audience 

Fig. 3.   Overview of fluid analysis for transient audience measurement.
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faces of people of both sexes and various different 
ages, captured from various different angles, is 
gathered beforehand. A feature vector, which is the 
digitization of the features of the entire face, is calcu-
lated for each facial image. Then, for each age and 
sex group, the technique analyzes what kind of distri-

bution the feature vectors have. The analysis results 
are called a recognition dictionary. During the actual 
processing, the system decides which age and sex 
group the face belongs to by calculating the feature 
vectors for the entire face in a manner similar to the 
recognition dictionary creation process, for the face 

Attribute
identification 

Large quantity
of facial images 

Calculation and
statistical analysis
of feature vectors 

While scanning the retrieval window, the system
calculates feature vectors and compares them with
ones in dictionaries.

• Position of face
• Orientation of face
• Attributes
   (age and sex)   

Image being
processed 

Results

Comparison

Advance processing Detection and classification processing

Face
orientation
estimation 

Face
detection 

Recognition
dictionaries

Fig. 5.   Overview of face detection, orientation estimation, and attribute classification technique.
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the number of people.   
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* Weighting value: conversion coefficient from surface
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Fig. 4.   Overview of one-dimensional tracking technique.
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area within the image detected by the face detection 
processing, and by comparing them with those in the 
recognition dictionary. 

3.   Advertising effectiveness 
measurement system V3

Our advertising effectiveness measurement system 
V3 combines the above-described crowd measure-
ment technique; transient audience measurement 
technique; and face detection, orientation estimation, 
and attribute classification technique. It can measure 
the advertising effectiveness index of digital signage. 
An overview is shown in Fig. 6. The abovementioned 
image processing is done while camera images are 
being imported to a personal computer, and the 
results are output as log data in real time. The system 
can use either one or two cameras and perform pro-
cessing in one of the following two formats: (1) all of 
the image processing is done by one camera or (2) 
face detection, orientation estimation, and attribute 
classification are done by the camera close to the 
signage while the crowd measurement and transient 
audience measurement are done by the second cam-
era, which captures a wider range. The attribute clas-
sification results are output in accordance with mar-

keting segments which denote females between the 
ages of 20 and 34 as F1 and males between the ages 
of 35 and 49 as M2.

4.   Conclusion

This article introduced image processing tech-
niques for measuring the advertising effectiveness of 
digital signage and the measurement system V3. We 
will proceed with implementing these techniques as 
methods of measuring digital signage advertising 
effectiveness. In addition, since these techniques 
could be applied to fields other than digital signage, 
such as marketing information acquisition and safety 
management support in locations where large num-
bers of people gather, such as stations and various 
event facilities, we would like to proceed with not 
only the advertising effectiveness of digital signage 
but also validation of its applicability to fields such as 
safety management support in various locations.
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1.   Radiocommunication Assembly 2012

The Radiocommunication Assembly (RA) con-
venes before the World Radiocommunication Con-
ference (WRC) to approve draft Recommendations 
prepared by Study Groups (SGs) of ITU-R (Interna-
tional Telecommunication Union, Radiocommunica-
tion Sector), to review and approve draft ITU-R 
Resolutions which describe the working methods and 
processes of the SGs, to evaluate the activities of the 
SGs, and to approve the Questions and structure of 
the SGs including the appointment of SG Chairmen 
and Vice-Chairmen for the next study period. RA-12 
[1], [2] was held on January 16–20, 2012, at the Cen-
tre International de Conférences Genève (CICG) in 
Switzerland. 526 participants attended the conference 
from 102 Member States. There were 28 Japanese 
delegates, of which eight were from NTT and NTT 
DOCOMO.

The structure of RA-12 is shown in Fig. 1. Under 
the Plenary, which manages the coordination over the 
entire conference activities, five committees, COM1 
to COM5, were established. Among these commit-
tees, COM4 and COM5 handled the items related to 
the procedures and processes of the SG activities.

1.1   Approval of draft Recommendations
RA-12 considered the draft Recommendations pre-

pared by the SGs. Four (three new and one revised) 
draft Recommendations were approved, while one 
was referred back to the SG for reconsideration. One 
of the new Recommendations was ITU-R M.2012, 
which defines detailed specifications for IMT-
Advanced radio interfaces (IMT: International 
Mobile Telecommunications). Two radio interfaces, 
LTE-Advanced based on 3GPP and WirelessMAN-
Advanced based on IEEE, were included in the Rec-
ommendation (LTE: Long Term Evolution, 3GPP: 
3rd Generation Partnership Project, MAN: metro-
politan area network).  The objective of the draft 
revised Recommendation that was not approved was 
to cease adjustment of UTC (coordinated universal 
time) with a leap second. Three main opinions were 
expressed: to support the revision (USA, Japan, and 
some others), to oppose the revision (UK, China, and 
some others), and to require more information before 
forming an opinion (Arab and African countries). It 
was difficult to reach a consensus. RA-12 decided to 
request further study by SG7 and to propose that the 
issue be discussed at WRC-12 as an agenda item for 
a future WRC.
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1.2   Approval of ITU-R Resolutions
RA-12 reviewed ITU-R Resolutions defining vari-

ous matters concerning ITU-R activities. It approved 
32 (6 new and 26 revised) ITU-R Resolutions and 
suppressed one. New Resolutions include a study on 
the technical requirements for utilizing cognitive 
radios, a study on reducing the energy consumption 
of wireless communication systems to reduce green-
house gas emissions, a study on the spectrum usage 
of electronic news gathering (ENG) systems for 
global/regional harmonization, and agreement for 
academic organizations to participate in ITU-R 
activities. Revised Resolutions describe working pro-
cedures and methods applied for SG activities; clari-
fying the provisions for approval of ITU-R Recom-
mendations that are not based on Questions;  facilita-
tion of the procedure for simultaneous adoption and 
approval (PSAA) without the two-stage correspon-
dence process and reduction of the voting period 
from 3 months to 2 months; and guidelines for elect-
ing SG Vice-Chairman to balance the distribution 
between region, gender, and expertise, for facilitating 
participation by developing countries, and for deter-
mining the total number of Vice-Chairmen taking 
account of the SG workload.

1.3   Approval of Questions
RA-12 approved 223 Questions including a study 

on technologies and performance of radio communi-
cation systems for the smart grid system and assess-
ment of the impact on the existing systems, future 
trends in millimeter-wave fixed radio systems, and 
investigation of super-high-vision systems.

1.4   �Appointment of the Chairman and Vice-
Chairmen of each SG

The structure of the SGs in the previous study 
period was maintained (Fig. 2). The Chairman and 
Vice-Chairmen of each SG were elected. Dr. Akira 
Hashimoto (NTT DOCOMO), Noriyuki Kawai 
(KDDI), and Yukihiro Nishida (NHK) were elected 
as Chairman of SG5, Vice-Chairman of SG4, and 
Vice-Chairman of SG6, respectively.

2.   World Radiocommunication Conference 2012

WRC is the largest ITU-R international conference. 
It is normally held every three or four years to update 
the Radio Regulations (RR). The RR provide interna-
tional rules and regulations for spectrum allocation to 
radio services, use of satellite orbits, and administra-
tive and operational procedures for radio stations, all 

Fig. 1.   Structure of RA-12.
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             of the SGs
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of which are needed for the use of radio waves. WRC-
12, which was preceded by RA-12, was held for a 
period of four weeks from 23 January to 17 February 
2012 at the same venue as RA-12 [3], [4]. Approxi-
mately 3000 participants from 160 Member States 

attended (Fig. 3); there were 71 delegates from Japan 
in WRC-12, among which eight were from the NTT 
Group (NTT and NTT DOCOMO). 

The structure of WRC-12 is shown in Fig. 4. Under 
the Plenary, there were seven Committees: the 

SG1 Spectrum management
Chairman: Dr. S. Y. Pastukh (Russian Federation)
Vice-Chairmen: 11

SG3 Radiowave propagation
Chairman: Mr. B. Arbesser-Rastburg (ESA)
Vice-Chairmen: 8

SG4 Satellite services
Chairman: Mr. C. Hofer (USA)
Vice-Chairmen: Mr. N. Kawai (KDDI) and 9 others

SG5 Terrestrial services
Chairman: Dr. A. Hashimoto (NTT DOCOMO)
Vice-Chairmen: 11

SG6 Broadcasting service
Chairman: Mr. C. Dosch (Germany)
Vice-Chairmen: Mr. Y. Nishida (NHK) and 11 others

SG7 Science services
Chairman: Mr. V. Meens (France)
Vice-Chairmen: 5

Fig. 2.   SG structure, and the Chairmen and Vice-Chairmen.

Japan's seats were located far back on the ground floor because they were assigned
according to French alphabetical order.

Fig. 3.   View of the main conference room.
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Steering Committee, Credentials Committee, Budget 
Control Committee, Editorial Committee, and three 
Committees for specific agenda items. The WRC-12 
agenda items are shown in Fig. 5 and some of them 
are discussed below.

2.1   �Worldwide/regional harmonization of spec-
trum for electronic news gathering (ENG) 
(A.I. 1.5)

This agenda item was intended to identify a com-
mon frequency for electronic news gathering (ENG). 
The conclusion, reached after enthusiastic discussion 
that resulted in no frequency being identified for 
ENG, was that it is possible to avoid the impact on 
existing broadcasting and telecommunications ser-
vices in Japan. Since ITU-R Resolution 59 was 
adopted to promote the development of the database 
summarizing the frequencies available for ENG in 
each country, a WRC Resolution on the frequency 

database of existing services was not adopted.

2.2   �Long-term spectrum availability for the aero-
nautical mobile-satellite (R) service in the 
bands 1525–1559 MHz and 1626.5–1660.5 
MHz (A.I. 1.7)

Procedures such as frequency coordination meet-
ings were considered because of increasing demand 
for aircraft communications. Japan sought flexibility 
in frequency coordination for Multi-functional Trans-
port Satellite  (MTSAT).

As a result, methods for objectively determining 
spectrum requirements were adopted, and it was 
specified that there would be a call for a meeting of 
the notifying administrations to review the issues if 
unsatisfactory points were found in the coordination 
result. Thus, a new frequency coordination procedure 
was implemented toward the new spectrum that Japan 
required.

Fig. 4.   Structure of WRC-12.
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2.3   �Technical and regulatory issues related to the 
fixed service in the bands between 71 GHz 
and 238 GHz (A.I. 1.8)

Sharing conditions between fixed service (FS) and 
passive services such as radio astronomy and the 
Earth Exploration-Satellite Service (EESS) in the 
bands between 71 GHz and 238 GHz were consid-
ered. There were two conflicting positions—no 
change to the current RR to promote studies on fixed 
wireless system (FWS) or the introduction of a man-
datory spectrum emission mask to protect passive 
service—and a compromise was sought. The final 
agreement was to introduce recommended values for 
the spectrum mask with revision of Resolution 750. 
As the footnote concerning mask implementation 

allows administrations to continue to use their exist-
ing spectrum mask, no modifications to Japan’s regu-
lation are needed. Moreover, study activities at ITU-
R have been reinforced because Resolutions 731 and 
732, which were the basis of the sharing study, were 
retained with some revisions.

2.4   �A primary allocation to the space research 
service (Earth-to-space) within the band 
22.55–23.15 GHz (A.I. 1.11)

New frequency allocation to the space research 
service (SRS) (Earth-to-space), e.g., SELENE2, was 
considered under this agenda item. Japan has some 
existing systems offering FS in the band being con-
sidered, such as entrance links to mobile base stations 

A.I. 1.1 To delete country footnotes or to have country name deleted from footnotes, if no longer required
A.I. 1.2 Enhancing the international regulatory framework
A.I. 1.3 To consider spectrum requirements and possible regulatory actions in order to support the safe operation of UAS
A.I. 1.4 Introduction of new aeronautical mobile (R) service (AM(R)S) systems in the bands 112−117.975 MHz, 960−1164 MHz and 
 5000−5030 MHz 
A.I. 1.5 Worldwide/regional harmonization of spectrum for electronic news gathering (ENG) 
A.I. 1.6 Spectrum use by the passive services between 275 GHz and 3000 GHz, and possible procedures for free-space optical-links 
A.I. 1.7 Long-term spectrum availability for the aeronautical mobile-satellite (R) service in the bands 1525−1559 MHz and 1626.5−
 1660.5 MHz 
A.I. 1.8 Technical and regulatory issues relative to the fixed service in the bands between 71 GHz and 238 GHz 
A.I. 1.9 New digital technologies for the maritime mobile service 
A.I. 1.10 Frequency allocation requirements with regard to operation of safety systems for ships and ports and associated regulatory 
 provisions
A.I. 1.11 A primary allocation to the space research service (Earth-to-space) within the band 22.55−23.15 GHz 
A.I. 1.12 To protect the primary services in the band 37−38 GHz from interference resulting from aeronautical mobile service operations
A.I. 1.13 Spectrum usage of the 21.4−22 GHz band for the broadcasting-satellite service and the associated feeder-link bands in Regions 
 1 and 3 
A.I. 1.14 Implementation of the radiolocation service in the range 30−300 MHz 
A.I. 1.15 Possible allocations in the range 3−50 MHz to the radiolocation service for oceanographic radar applications 
A.I. 1.16  Passive systems for lightning detection in the meteorological aids service in the frequency range below 20 kHz 
A.I. 1.17 To ensure the adequate protection of mobile service and other services in the band 790−862 MHz in Regions 1 and 3
A.I. 1.18 Radiodetermination-satellite service (space-to-Earth) allocations in the band 2483.5−2500 MHz 
A.I. 1.19 Regulatory measures and their relevance, in order to enable the introduction of software-defined radio and cognitive radio 
 systems 
A.I. 1.20 Spectrum identification for gateway links for high altitude platform stations (HAPS) in the range 5850−7075 MHz 
A.I. 1.21 Primary allocation to the radiolocation service in the band 15.4−15.7 GHz 
A.I. 1.22 Effect of emissions from short-range devices on radiocommunication services 
A.I. 1.23 Allocation of about 15 kHz in parts of the band 415−526.5 kHz to the amateur service on a secondary basis 
A.I. 1.24 Extending existing allocation to the meteorological-satellite service in the band 7750−7850 MHz to the band 7850−7900 MHz 
A.I. 1.25 Possible additional allocations to the mobile-satellite service
A.I. 2 To examine the revised ITU-R Recommendations incorporated by reference in the Radio Regulations 
A.I. 4 To review the resolutions and recommendations of previous conferences 
A.I. 7 Possible changes of procedures for frequency assignments pertaining to satellite networks 
A.I. 8.1 Report of the Director of the Radiocommunication Bureau
  A.I. 8.1.1  Activities of the Radiocommunication Sector;
 Issue A: Protection of radiocommunication services against interference from ISM equipment
 Issue B: Updating of the “Remarks” columns in the Tables of Article 9A of Appendix 30A and Article 11 of Appendix 30 to the 
               Radio Regulations
 Issue C: Earth observation applications
  A.I. 8.1.2  Difficulties or inconsistencies encountered in the application of the Radio Regulations
  A.I. 8.1.3  Action in response to Resolution 80 (Rev.WRC-07) 
A.I. 8.2 Items for inclusion in the agenda for the next WRC

Fig. 5.   WRC-12 agenda items.
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and subscriber radio.
Spectrum at 22.55–23.15 GHz was newly allocated 

to SRS (Earth-to-space), which is in line with the 
Japanese proposal. The operation and development of 
FS in the band 22.55–23.15 GHz is not constrained 
because of the very limited number of SRS earth sta-
tions in the world and because their locations should 
be sufficiently far from international borders in 
accordance with the restriction specified in the rele-
vant footnote.

2.5   �Possible allocations in the range 3–50 MHz to 
the radiolocation service for oceanographic 
radar applications (A.I. 1.15)

This item treats a proposal to allocate spectrum to 
oceanographic radars performing sea surface moni-
toring for wave heights, ocean currents, and large 
objects’ tracks. The need for data to mitigate the 
effects of disasters, including tsunamis, to observe 
climate change, and to ensure safe maritime travel led 
to consideration of a new spectrum allocation for 
operational use by oceanographic radar networks. 
Eight frequency bands were newly allocated to the 
radiolocation service, including the band (24,450–
24,600 kHz) proposed by Japan.

2.6   �Regulatory measures and their relevance, in 
order to enable the introduction of software-
defined radio and cognitive radio systems 
(A.I. 1.19)

It was considered whether RR revisions were 
needed to enable the introduction of software-defined 
radio (SDR) and cognitive radio (CR) systems, and 
the conclusion was that no changes were needed. 
Regarding CR, the RCC (Regional Commonwealth 
in the Field of Communications) insisted that new 
WRC Resolutions be produced, while APT (Asia 
Pacific Telecommunity), CITEL (Inter-American 
Telecommunication Commission), CEPT (European 
Conference of Postal and Telecommunications 
Administrations) were of the view that no such Reso-
lution was needed. Finally, Resolution 956 was sup-
pressed, and a new WRC Recommendation was 
approved.

2.7   �Spectrum identification for gateway links for 
high altitude platform stations (HAPS) (A.I. 
1.20)

Spectrum identification for gateway links for high 
altitude platform stations (HAPS) in the range 5850–
7075 MHz was considered. Two bands, 6440–6520 

MHz and 6560–6640 MHz, were identified for the 
HAPS gateway links in Australia and four African 
countries for national use. Requisites are to satisfy 
sharing conditions described in the ITU-R Report to 
protect existing services and to gain explicit consent 
from administrations possibly affected by the HAPS 
gateway links before operation commences. Although 
Japan has its FWS in the band being considered, there 
will be no problem if sharing conditions are satis-
fied.

2.8   �Possible additional allocations to the mobile-
satellite service (A.I. 1.25)

New spectrum allocation to the mobile-satellite 
service (MSS) from several candidate bands was con-
sidered. Japan tried to avoid allocation to MSS of the 
nationally allocated bands used for broadcasting and 
telecommunication services. There was no allocation 
to MSS under this agenda item, but a new agenda 
item for WRC-15, to consider a new allocation to 
MSS in the range 22–26 GHz, was approved. 

2.9   �Items for inclusion in the agenda for the next 
WRC (A.I. 8.2)

The agenda items for the next WRC in 2015 (WRC-
15) are shown in Fig. 6. Among them, the following 
items were proposed by Japan.

-	� to consider additional spectrum allocations to the 
mobile service on a primary basis and identifica-
tion of additional frequency bands for IMT 
(International Mobile Telecommunications)  and 
related regulatory provisions, to  facilitate the 
development of terrestrial mobile broadband 
applications

-	� to consider possible additional primary alloca-
tions to the fixed-satellite service (FSS) (Earth-
to-space) of 250 MHz in Region 2 and 300 MHz 
in Region 3 within the range 13–17 GHz

-	� to consider a primary allocation to the radioloca-
tion service for automotive applications in the 
77.5–78.0 GHz frequency band

In addition, the following agenda items were pro-
posed by other regional organizations or produced 
from the discussions at RA-12 or WRC-12.

-	� to examine the results of ITU-R studies on the 
use of the frequency band 694–790 MHz by the 
mobile (except aeronautical mobile) service in 
Region 1 and take the appropriate measures

-	� to consider the use of frequency bands allocated 
to the FSS not subject to Appendices 30, 30A and 
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30B for the control and non-payload communi-
cations of unmanned aircraft systems in non-seg-
regated airspaces

-	� to consider the feasibility of achieving a continu-
ous reference time-scale, whether by the modifi-
cation of UTC or  some other method

3.   Future activities

Most of the revised RR signed by administrations at 
WRC-12 (Fig. 7) will take effect internationally from 
January 2013. In line with this, Japanese laws and 
regulations will also be updated and revised in 2012.

As the agenda items for WRC-15 include spectrum 
allocations to specific systems such as IMT and FSS, 
it should draw worldwide attention to these matters. 
The NTT Group will continue to make contributions 
to the ITU-R and APG (APT Conference Preparatory 
Group) meetings toward WRC-15.
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1.   Introduction

Communication cables extend for a total of two 
million kilometers throughout Japan and new cable 
deployment in conjunction with facility upgrading 
continues on a daily basis. Plastic materials in com-
munication cables are used for the cable jacket and 
for the dielectric layer between the signal line and 
ground line in metallic cable. In particular, polyethyl-
ene (PE) is widely used in communication cables 
because of its high shock resistance, superior electri-
cal insulation properties, and low-loss characteristics 
as an insulator. 

PE is the leading type of plastic produced in Japan 
(Table 1). There has been much interest in ways of 
recycling some of the base material from spent PE in 
order to save resources, and many manufacturers are 
pursuing the development of PE recycling technolo-
gies. The NTT Group has to deal with a huge amount 
of communication cables, and the use of recycled PE 
in communication cables could make a big contribu-
tion to the creation of a recycling-oriented society 
from the viewpoint of resource saving. With this in 
mind, the NTT Group has been promoting the deploy-
ment of cables using recycled PE.

2.   Weather-resistance test for 
recycled plastic materials

2.1   Test conditions
Many types of communication facilities require 

long-term reliability of 10 years or more. These 
include communication cables, which are used for 
long periods of time after initial installation, so long-
term reliability is a requirement. In addition, com-
munication cables must be deployable in a variety of 
environments including communication buildings, 
underground tunnels, and outdoor settings. It is gen-
erally known that PE deteriorates under ultraviolet 
light and heat. Thus, when PE is intended to be used 
for the communication cable jackets, its long-term 
reliability in an outdoor environment is an important 
issue.

Before recycled communication cables using recy-
cled PE for their outer jackets are deployed, they are 
checked to determine whether they pass standard 
performance tests with respect to weather resistance. 
However, their weather-resistance characteristics 
should be checked in real environments when facili-
ties are being studied to ensure that they will exhibit 
high reliability and when maintenance plans are 

Weather-resistance Tests for  
Recycled Polyethylene
Abstract

This article reports on weather-resistance tests performed on recycled plastic materials by the Techni-
cal Assistance and Support Center to evaluate the effectiveness of resource-saving technologies. Since 
the formulation of the NTT Global Environmental Charter in 1991, the NTT Group has been increas-
ingly committed to deploying resource-saving technologies in its telecommunication facilities toward a 
recycling-oriented society. In 2002, both NTT EAST and NTT WEST began to deploy communication 
cables using recycled plastic materials collected during facility upgrading and to design facilities so that 
the communication infrastructure makes a positive contribution to global environment protection 
efforts. 
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munication technologies. This month’s contribution is from the Materials Engineering Group, Technical 
Assistance and Support Center, Maintenance and Service Operations Department, Network Business 
Headquarters, NTT EAST.
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being formulated. Weather-resistance testing data is 
also extremely valuable for facility optimization 
design work, which is an ongoing endeavor. Conse-
quently, the Technical Assistance and Support Center 
has been planning outdoor exposure experiments tar-
geting recycled PE in actual environments and is cur-
rently conducting a verification experiment on the 
long-term reliability of cable outer jackets using 
recycled material. The plan for this verification 
experiment is outlined below. (In this article, we 
report on deterioration characteristics for exposure 
periods up to 7 years.)

1)	� Exposure periods/location: Samples shall be 
exposed in an outdoor environment at a location 
in Okinawa for fiscal years 2004–2014 and 
shall be collected and evaluated 1, 3, 5, 7, and 
10 years after installation. The experimental 
setup for outdoor sample exposure is shown in 
Fig. 1.

2)	� Evaluation standards and items: A tensile test 
conforming to in-house standards shall be per-

formed to evaluate tensile strength and elonga-
tion.

3)	� Samples: Samples having 0%, 50%, and 100% 
recycled material shall be prepared for com-
parison purposes. A sample shall be in the form 
of a sheet 1.0 mm thick.

4)	� Tensile test: From a sample sheet that has been 
subjected to the exposure test for a scheduled 
number of years, No. 3 test specimens conform-
ing to JIS K 6251 shall be punched out and 
subjected to a tensile test at a speed of 200 mm/
min using a high-precision, universal testing 
machine (Shimadzu Scientific Instruments 
Autograph AG-X (Fig. 2)). The number of 
samples per test shall be 5.

2.2   Test results (for 7-year test)
This section presents the results of weather-resis-

tance tests obtained to date for samples exposed for 
several periods up to 7 years. Using the pre-exposure-
test characteristics of the samples for reference, we 

Polyethylene (PE)

Polypropylene

Vinyl chloride resin

Styrene resin

Polyethylene terephthalate (PET)

Other thermoplastic resins

Thermohardening resins

Other resins

Total

3342

2000

2721

2410

2024

699

1561

1457

233

14,446

3240

2005

3063

2151

1734

684

1787

1286

199

14,145

2684

2010

2467

1602

1265

572

1463

920

211

11,185

Ratio of PE production to total plastic production 23.13% 22.91% 24.00%

Unit: 1000 tons

Source: The Japan Plastics Industry Federation

Table 1.   Plastic production by type.

Fig. 1.   �Recycled PE samples set up at an outdoor exposure site. The magnified view on the 
right shows sheen remaining.
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examined the changes in these characteristics after 
the test. Specifically, we took a sample that had been 
subjected to the exposure test for the specified time 
period and first made a visual inspection of its sur-
face. We then evaluated the sample’s rate of elonga-
tion and tensile strength by means of a tensile test.

1)	� Visual surface inspection: We found that sam-
ples collected from the exposure-test site had 
become distorted from their original shape. We 
also noticed that they retained their sheen 
(Fig. 1 (right)) and that no significant traces of 
ultraviolet-light deterioration were evident. A 
scanning electron microscopy image of the sur-
face of a sample exposed in an actual outdoor 
environment for 7 years is shown in Fig. 3. The 
magnification is ×3000. While some uneven-
ness could be seen in the sample’s surface, no 
cracks or similar defects could be observed on 
the surface despite the long exposure.

2)	� Tensile test: We collected samples exposed for 
each of the scheduled test periods and subjected 
them to a tensile test. Results are shown in 
Figs. 4 and 5.

Figure 4 plots the average value and variation (indi-
cated by an error bar) for five samples of the relative 
fracture strength (as a percentage of the initial value) 
after each scheduled exposure period. These results 
show that the tensile strength of the sample PE gradu-
ally increased as the sample deteriorated through 
exposure. This indicates that a sample of this material 
hardens as a result of deterioration, which is how 
ordinary PE behaves when left to deteriorate.

Figure 5 plots the change in the magnitude of elon-
gation at sample fracture (as a percentage of the ini-
tial value) for each exposure period. The vertical axis 
shows the relative elongation. The change over the 
7-year period shows that the amount of elongation 
tended to decrease as deterioration progressed. We 

Fig. 3.   �Surface of recycled PE sample after 7 years of 
outdoor exposure.
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Fig. 4.   Change in tensile strength.

 A tensile test is performed after
   both ends of the sample have
   been fixed to the equipment.
 Elongation and tensile strength

   are measured until the sample
   breaks.

Sample shape: JIS K 6251 No. 3

Sample shape diagram

Fig. 2.   Tensile test machine and sample shape.



Vol. 10 No. 12 Dec. 2012 �

Practical Field Information about Telecommunication Technologies

conclude that the material’s hardening with deteriora-
tion made elongation increasingly difficult, which is 
the same behavior as shown by ordinary PE. A com-
parison of sample characteristics for different mixing 
ratios of recycled materials (0%, 50%, and 100%) 
showed no substantial observable differences in ten-
sile strength or elongation retention. 

Moreover, for all mixing ratios, the elongation rate 
of freshly produced recycled material (data not 
shown) sufficiently exceeded the valued specified in 
the domestic standard for using such material for a 
communication cable outer jacket (NTT-required 
elongation rate: 400% or greater). 

The above results show that using recycled PE for 
communication cable outer jackets in an outdoor 
environment presents no problems in long-term use 
of at least 7 years.

3.   Summary

It has been 10 years since NTT EAST and NTT 
WEST began to use recycled PE in the outer jackets 
of metal cable used for communication purposes. 
Fortunately, there have been no field reports of prob-
lems with recycled PE, which suggests that the 
weather-resistance standards applied at the time of 

deployment were valid. We think that the data pre-
sented in this report reinforces the validity of those 
standards. Specifically, the results of our study show 
that recycled PE used in outdoor communication 
facilities has stable characteristics for at least 7 years 
in actual environments. 

The NTT Group in involved in a variety of activities 
for reducing environmental load. We think that the 
straightforward material evaluation described in this 
report is an important means of judging the validity of 
such activities and of providing valuable data for 
improving facility technologies in the future.

4.   Concluding remarks

We presented the results of weather-resistance tests 
for recycled PE used in communication cable outer 
jackets. We hope that the information provided here 
contributes to the reader’s understanding of commu-
nication-facility materials. In addition to tests related 
to the materials introduced here, the Technical Assis-
tance and Support Center is also investigating prob-
lems in facilities and equipment with undetermined 
causes. If you have a problem that cannot be 
explained, please consult with us at the Technical 
Assistance and Support Center.
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GFP2012 Best Innovation Design Paper Award (3rd place)
Winners: Rai Takahashi (Rai Kou), Hiroshi Fukuda, Tai Tsuchizawa, 
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Integration Laboratories
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Organization: IEEE 9th International Conference on Group IV Pho-
tonics (GFP2012)

For “Silicon/silica-hybrid delay line interferometer for DPSK 
demodulation”.

A 1-bit delay line interferometer based on silicon/silica-hybrid 
waveguides is demonstrated for a differential phase-shift keying 
(DPSK) demodulator. A 10-Gb/s non-return-to-zero DPSK signal is 
demodulated with error-free operation in telecommunications 
bands.
Published as: R. Kou, H. Fukuda, T. Tsuchizawa, H. Nishi, T. Hiraki, 
and K. Yamada, “Silicon/silica-hybrid delay line interferometer for 
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Winners: Takuya Otsuka, Takashi Aoki, Eiichi Hosoya, and Akira 
Onozawa, NTT Microsystem Integration Laboratories
Date: September 20, 2012
Organization: IEEE Computer Society, MCSoC201

For “An Image Recognition System for Multiple Video Inputs over 
a Multi-FPGA System”.

A multi-user shared FPGA-based cloud computing platform is 
presented for an image recognition application with multiple video 
inputs (FPGA: field programmable gate array). The platform is made 
of a sea of FPGA devices connected as a hierarchical ring network. 
The users place IP (Internet protocol) cores called tiles on the plat-
form and connect them together to form a sequence. An architecture 
featuring a parallel pipeline of tiles and an intra-tile selector network 
was chosen to let users work their own tile sequences in parallel 
without causing any interference with other users.

A set of application programming interfaces (APIs) for writing 
tiles, deleting tiles, and configuring the intra-tile selector network is 
implemented. With the APIs, the system manipulates the tiles on 

FPGAs in response to users’ demands. The platform is suitable for 
running applications requiring low-latency and high-throughput 
data-processing capability. A HOG (histograms of oriented gradi-
ents) feature extractor and a Real AdaBoost classifier are imple-
mented to perform image recognition.
Published as: T. Otsuka, T. Aoki, E. Hosoya, and A. Onozawa, “An 
Image Recognition System for Multiple Video Inputs over a Multi-
FPGA System,” Proc. of 2012 IEEE 6th International Symposium on 
Embedded Multicore SoCs (MCSoC 2012), Aizu-Wakamatsu, Fuku-
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†1	 Idiap Research Institute
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Date: October 25, 2012
Organization: ACM ICMI2012 (14th ACM International Confer-
ence on Multimodal Interaction)

For “Linking Speaking and Looking Behavior Patterns with Group 
Composition, Perception, and Performance”.

This paper addresses the task of mining typical behavioral patterns 
from small-group face-to-face interactions and linking them to 
social-psychological group variables. Towards this goal, we define 
group speaking and looking cues by aggregating automatically 
extracted cues at the individual and dyadic levels. Then, we define a 
bag of nonverbal patterns (bag-of-NVPs) to discretize the group cues. 
The topics learnt using the Latent Dirichlet Allocation (LDA) topic 
model are then interpreted by studying the correlations with group 
variables such as group composition, group interpersonal perception, 
and group performance. Our results show that both group behavior 
cues and topics have significant correlations with (and predictive 
information for) all the above variables. For our study, we use interac-
tions with unacquainted members i.e., newly formed groups.
Published as: D. B. Jayagopi, D. Sanchez-Cortes, K. Otsuka, J. 
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action (ICMI), Santa Monica, USA, 2012.


