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Zusammenfassung

Die „zweite Quantenrevolution“ hat begonnen: Neue Technologien, die auf grundlegen-
den Prinzipien der Quantenmechanik basieren, stehen kurz vor dem kommerziellen Ein-
satz. Vor allem das Phänomen der Verschränkung ermöglicht neuartige Quantensensoren
und Quantencomputer. Experimente mit Ionenfallen nehmen eine Vorreiterrolle bei der
Entwicklung von Quantentechnologien ein, da in ihnen einzelne Teilchen gezielt mani-
puliert und miteinander verschränkt werden können.
Grundlage der Experimente dieser Arbeit ist eine segmentierte lineare Paulfalle, in

der Kalzium-Ionen gespeichert und als Quantenbits genutzt werden. Laser werden ein-
gesetzt, um Einzelqubit- und Verschränkungsoperationen auszuführen. Zur Realisierung
eines skalierbaren Quantencomputers können aus Ionen bestehende Ketten innerhalb der
segmentierten Paulfalle bewegt und rekonfiguriert werden.
Eine Basisoperation zur beliebigen Rekonfiguration von Ionenketten ist das Trennen

eines Zwei-Ionen-Kristalls in zwei einzelne Ionen. In dieser Arbeit wird gezeigt, wie dieser
Prozess innerhalb von 80 µs mit einer mittleren Anregung des Bewegungszustandes von
lediglich n = 4.16(0.16) Phononen pro Ion gelingt. Die dafür entscheidenden Kontroll-
parameter und Kalibrationsverfahren werden im Detail vorgestellt.
In einem Quantencomputer muss die Qubit-Kohärenzzeit die Dauer von Gatteropera-

tionen und Ionentransporten deutlich überschreiten. Bei dem in dieser Arbeit verwen-
deten 40Ca+-Spin-Qubit sind zeitliche Fluktuationen des Magnetfeldes der bei weitem
dominante Grund für Dekohärenz. Deshalb ist der Ionenfallen-Aufbau von einer Magnet-
feldabschirmung umgeben, und Spulen zur Erzeugung eines Quantisierungsfeldes wurden
durch Sm2Co17-Permanentmagnete ersetzt. Diese Maßnahmen haben die zeitliche Va-
riation des Magnetfeldes erheblich reduziert, sodass eine 1/

√
e Ramsey-Kohärenzzeit

von 370(40) ms und eine Spin-Echo-Kohärenzzeit von 2.12(7) s erreicht wurde. Das ist
deutlich länger als die typische Dauer von 10− 80 µs für verschränkende Quantengatter.
Da Ionen im Laufe eines Quantenalgorithmus innerhalb der Paulfalle bewegt wer-

den, muss die räumliche Variation des Magnetfeldes ebenfalls berücksichtigt werden.
Daher wurde ein neuartiges Messverfahren für inhomogene DC-Magnetfelder entwickelt,
das eine bisher unerreichte Kombination aus räumlicher Auflösung und Sensitivität er-
möglicht. Hierfür werden zwei verschränkte Ionen an verschiedene Positionen innerhalb
der Ionenfalle transportiert. Die durch den Zeeman-Effekt aufgesammelte Phase ϕ ei-
nes Bellzustandes

(
|↑↓〉+ eiϕ |↓↑〉

)
/
√

2 erlaubt es, Magnetfelddifferenzen ∆B zwischen
den Ionenpositionen zu bestimmen, während zeitliche Fluktuationen auf beiden Ionen
durch die antiparallele Spinausrichtung unterdrückt werden. Magnetfelddifferenzen wur-
den über eine maximale Distanz von 6.2 mm, mit einer Präzision von bis zu 310 fT
und einer Sensitivität von bis zu S = ∆Berr

√
Tmeas = 12 pT/

√
Hz gemessen. Die räum-

liche Auflösung des Verfahrens beträgt etwa 20 nm. Ein Bayesscher Algorithmus zur
Frequenzbestimmung sorgt für einen maximalen Informationsgewinn pro Messung bei
gleichzeitig hohem Dynamikbereich.





Abstract

The "second quantum revolution" is coming: New fields of research, such as quantum
computing and quantum metrology, are aiming at commercial applications harnessing
the fundamental principles of quantum mechanics. Ion-trap experiments are at the
frontier of this research because they not only enable outstanding control over single
particles, but also allow for creating multi-particle entanglement.
The experiments presented in this work rely on a segmented linear Paul trap, where

calcium ions are stored and employed as quantum bits. Lasers are used to carry out
operations on individual qubits and to entangle multiple ions. To realize a scalable
quantum computer, chains of ions can be moved and rearranged within the segmented
Paul trap.
A key operation for rearranging ion chains is to separate two-ion crystals into single

ions. This process is demonstrated with a minimum mean excitation of n = 4.16(0.16)
vibrational quanta per ion at a duration of 80 µs. The most important control parameters
and calibration procedures are presented in detail.
In a quantum computer, the qubit coherence time must significantly surpass the dura-

tion of gate and shuttling operations. For the 40Ca+ spin qubit employed in this thesis,
temporal fluctuations of the magnetic field are the main reason for decoherence. The
ion-trap apparatus is therefore enclosed in a µ-metal magnetic shield, and coils for gener-
ating the quantizing magnetic field have been replaced by Sm2Co17 permanent magnets.
These measures have substantially reduced magnetic-field fluctuations, leading to a 1/

√
e

Ramsey coherence time of 370(40) ms and a spin-echo coherence time of 2.12(7) s. This
is considerably longer than the typical duration of entangling gates in the 10 − 80 µs
range.
Since ions are shuttled to different locations in the course of a quantum algorithm,

the spatial variation of the magnetic field has to be taken into account as well. For
this purpose, a novel measurement scheme for inhomogeneous DC magnetic fields has
been developed, which operates in a previously inaccessible parameter regime in terms of
spatial resolution and sensitivity. Entangled Bell states of the type

(
|↑↓〉+ eiϕ |↓↑〉

)
/
√

2,
encoded in two ions stored at different locations, are used as sensor states. The linear
Zeeman effect imprints a relative phase ϕ, which serves for measuring the magnetic-field
difference ∆B between the constituent locations. Temporal magnetic-field fluctuations
on both ions are rejected because of the anti-parallel spin alignment of the sensor state.
Measurements of magnetic-field differences have been carried out over distances of up to
6.2 mm, with accuracies down to 310 fT, and sensitivities down to S = ∆Berr

√
Tmeas =

12 pT/
√
Hz. The sensing scheme features spatial resolutions of about 20 nm. A Bayesian

algorithm for frequency estimation optimizes the information gain of the magnetic-field
measurements while maintaining a high dynamic range.
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1 Introduction

Quantum mechanics is the fundamental theory for understanding nature at small scales.
After the field had emerged in the first half of the 20th century, a variety of devices
that rely on quantum theory have been invented. These include lasers, semiconductors,
and atomic clocks. Often referred to as belonging to the first quantum revolution, these
devices depend on quantum effects that involve ensembles of particles. Especially the
invention of the transistor and its miniaturization initiated the digital revolution and
has thus dramatically influenced our day-to-day life.

1.1. The rise of information technology
Since the invention of integrated circuits in the 1950s, an entire industry has evolved from
the efforts to squeeze as many transistors as possible into silicon-based microchips. Over
the years, these chips have become increasingly powerful while at the same time shrinking
in size and consuming less power. Gordon Moore, co-founder of Intel, predicted in 1975
that the number of components per integrated circuit would double every two years
[Moo65, Moo75]. This prediction, known as Moore’s law, has been quickly accepted
as a goal for the semiconductor industry, and has proved true for over 40 years. A
growing industry and mass production of increasingly powerful microchips have led to
the development of electronic devices such as personal computers, digital cameras, and
highly capable mobile phones. The interconnection of these devices to global networks
has revolutionized our everyday life by enabling fast worldwide information transfer.
Today’s commonly available microchips consist of billions of transistors, while only

being as big as a coin. As industry is working hard to shrink transistors even further, the
technical challenges to overcome are becoming more and more difficult. Consequently,
progress has slowed down in recent years. The time between new generations of chips
has increased, and the cost per transistor has stagnated [Mar15].
One of the main challenges is fabrication. Microchips are made of wavers, thin slices

of crystalline silicon, which undergo various processing steps. One of these steps is
photolithography, where UV light and chemical treatment is used to transfer a geometric
pattern from a photomask to the waver. Today’s most advanced microchips feature
structures in the few-nanometer regime - well below the wavelength of typical UV light
sources. In order to fabricate structures significantly below this wavelength, a variety
of sophisticated techniques are being used, such as multi-patterning, where multiple
separate exposure steps are carried out to improve resolution. Already since 1988, there
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1. Introduction

is an ongoing work to develop lithography techniques using extreme ultraviolet (EUV)
radiation at a wavelength of 13.5 nm [Kem06, Wag10]. However, due to a vast amount of
technical issues and tremendous cost, manufacturers have not yet used EUV lithography
for commercial products.
Fabrication is not the only challenge to be overcome. As structure size approaches the

regime of only a few molecules, additional quantum mechanical effects become relevant.
Already today, nanoscale transistors have to be carefully designed to avoid quantum
tunneling and energy quantization effects [Wan06]. To further continue miniaturization,
alternative materials and transistor geometries are being investigated [Xia06, Bjö07].
But rather than suppressing these quantum effects, the question arises whether it is
feasible to design electronics that take advantage of them. It has turned out that not
only new types of transistors [Sea10], but entirely new devices and technologies can be
created based on the concepts of quantum mechanics.

1.2. Towards quantum technologies
In the course of the first quantum revolution, quantum physics has mainly been utilized
to understand and modify the behavior of large-scale devices. Driven by ongoing theo-
retical work and recent technological advances, new fields of research have emerged to
bring fundamental quantum principles into practical applications. This is referred to as
the second quantum revolution. These new research fields include quantum metrology,
quantum communication, quantum information and quantum simulation.
A key topic of this work is quantum information processing, which aims at extend-

ing classical information technology by carrying out calculations with quantum systems
[Fey86]. For this purpose, bits, the basic units of information in computing, are replaced
by quantum bits, or qubits. While a bit is represented as either 0 or 1, the state of a
qubit is described by a wave function, given by a linear combination of the basis states
|0〉 and |1〉:

|Ψ〉1 = a |0〉+ b |1〉 (1.1)

This is known as the superposition principle: A qubit can simultaneously exist in both
|0〉 and |1〉. For multiple qubits, the state is also described by a single wave function,
but the number of available basis states grows exponentially with the number of qubits.
For example, the wave function for two qubits is

|Ψ〉2 = c |00〉+ d |01〉+ e |10〉+ f |11〉 . (1.2)

The stored information in the wave function is described by complex coefficients a, b
or, respectively, c, d, e, f . These take into account that quantum systems can exhibit
interference effects, just like classical waves.

The most striking consequence of the superposition principle is entanglement. For
certain choices of the coefficients in Eq. 1.2, the qubits no longer behave as individual
particles. For instance, the wave function (|00〉+ |11〉) /

√
2 describes two qubits in the

same state, but the state of each individual qubit is completely undetermined - they
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1.2. Towards quantum technologies

are entangled. Entanglement is a genuine quantum-mechanical effect and plays a key
role in many applications of quantum information, such as teleportation [Bou97]. In the
process of teleportation, a quantum state can be transmitted over arbitrary distances if
an entangled state is shared between two locations.

In analogy to logic gates in conventional computers, quantum gates are basic opera-
tions that modify the wave function of one or multiple qubits. If multiple input states
are encoded in a wave function, quantum gates act on all these states at once. This phe-
nomenon, also called quantum parallelism, enables quantum computers to solve problems
that are believed to be intractable on classical computers.

One of the most famous quantum algorithms that makes use quantum parallelism is
Shor’s algorithm [Sho97]. It solves the problem to find the prime factors of a given integer
number substantially faster than the most efficient known classical algorithm. Shor’s
algorithm has drawn incredible attention towards the field of quantum information,
because its implementation on a large-scale quantum computer would allow breaking
common cryptography schemes that secure internet data transfer today. Other promising
uses of quantum computers include database search [Gro97], image processing [Yao17],
and machine learning [Cai15].

While the theoretical concept of quantum computing has been existing for more than
two decades, the practical realization of a large-scale quantum computer still represents
a formidable challenge. Even though quantum computers rely on quantum bits, the
coefficients of the wave function are in fact analog numbers. Operations on the quantum
bits therefore have to be performed with high accuracy. Additionally, the wave function
of a quantum system in general loses its phase information in the presence of ambient
noise, it experiences decoherence. It is therefore important to isolate qubits as much as
possible from the environment in order to preserve the quantum state, while at the same
time retaining the ability to perform gate operations.

Once operations on quantum bits reach a certain level of quality, quantum error correc-
tion [Ter15] allows for further protecting quantum states from errors such as decoherence.
Quantum error correction is fundamentally different from error-correction schemes in
classical computers, where information can be copied and stored multiple times. Quan-
tum states, however, cannot be copied due to the no-cloning theorem [Woo82]. The key
to quantum error correction is entanglement: By storing the information of one logical
qubit in an entangled state of multiple physical qubits, certain errors can be detected
and corrected without affecting the information stored in the logical qubit.

Many different architectures for realizing quantum computers are currently under in-
vestigation. These include superconducting qubits, color centers in diamond crystals,
trapped ions, photons, and many others (a detailed overview is given by Ladd et al.
[Lad10]). As each approach features distinct advantages and disadvantages, a scientific
consensus on a preferred architecture has not yet been established. Following the pro-
posal by Cirac and Zoller [Cir95], this work focuses on Paul traps in combination with
laser-ion interactions to realize a platform suitable for quantum information processing.

11



1. Introduction

RF
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(a) (b) (c)

Figure 1.1.: Evolution of Paul traps: (a) Initial proposal of the quadrupole mass filter, in
which ions within a certain mass range are confined in two dimensions. Arrows indicate the
direction of travel for confined ions. (b) A combination of static (DC) and oscillating electric
fields in the radio-frequency regime (RF) is used to achieve a three-dimensional confinement.
Hyperbolical electrodes resemble a quadrupolar field configuration, but limit optical access.
(c) The linear Paul trap enables improved optical access and alignment of ions in a linear
crystal.

1.3. Quantum information processing in Paul traps

A Paul trap is an ion trap that combines static and alternating electric fields in order
to confine charged particles within a small region in space, and therefore isolates them
from the environment. The basic idea of Paul traps is that charged particles experience
ponderomotive forces in rapidly oscillating electric fields, i.e., they are accelerated by a
time-averaged force towards the weak-field direction. Since these ponderomotive forces
depend on the mass-to-charge ratio of the particle, the underlying concept has been
initially conceived and employed as mass spectrometers [Pau53].

Depending on the application, a wide range of electrode geometries have been designed
and used in experiments (Fig. 1.1). Initial designs featured hyperbolic-shaped electrodes
that resemble an electric quadrupole field (Fig. 1.1(a),(b)). Since then, simpler electrode
designs have been adopted that facilitate optical access to the trapped ions. Linear Paul
traps (Fig. 1.1(c)) in particular feature excellent optical access and the ability to arrange
ions in linear crystals along the axial symmetry axis, and are therefore commonly used
today. Even for simple electrode geometries, the electric field near the center of the trap
closely resembles a quadrupolar configuration.
Laser cooling ensures that trapped ions always reside close to the trap center. Lasers

are also an ideal tool to initialize, manipulate, and read-out the internal electronic state
of ions. Thus, qubits can be represented by two (meta)stable energy levels of an atomic
species that are accessible via laser interactions. Quantum gates on single qubits are
implemented by tightly focusing laser beams onto individual ions in a multi-ion crystal.
In order to realize gates acting on a set of qubits, the Coulomb interaction between the
ions is utilized: The motion of the ions is described by coupled harmonic oscillators,
and lasers can be used to transfer quantum information from individual qubits to the
collective vibrational modes of the ion crystal and vice versa. A more detailed theoretical
description of how trapped ions are affected and controlled by external fields is given
in chapter 2 of this thesis, and the operation principle of qubits encoded in 40Ca+ is
discussed in chapter 3.
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x
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z

RF

GND
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Figure 1.2.: The segmented linear Paul trap: The DC electrodes are separated into multiple
segments, controllable by individual voltages. Red arrows indicate the time-averaged force
field on a charged particle due to the applied RF voltage, and blue arrows indicate the force
caused by DC voltages on the two blue-colored electrodes. The combined force of the DC
and RF electrodes confines charged particles in three dimensions.

By applying these principles in linear Paul traps, small-scale quantum computers have
already been realized in the laboratory: Deterministic entanglement of up to 14 ions
[Mon11b] and algorithms on a few qubits such as the quantum fourier transform [Sch13,
Deb16] and a scalable Shor algorithm [Mon16] have been demonstrated. However, adding
more and more qubits to a single ion trap is infeasible: The typical inter-ion distances of a
few micrometers are more and more reduced, and eventually shrink below the diffraction
limit of the laser beams. Furthermore, the number of vibrational modes of an ion crystal
increases, leading to spectral crowding in frequency space.

1.4. Segmented linear Paul traps
In 2002, Kielpinski, Monroe, and Wineland proposed a quantum charge-coupled device
architecture to achieve scalability with trapped ions [Kie02]. This device consists of an
array of interconnected ion traps, in which only a few ions are contained each. Ions can
be shuttled between these traps by applying time-dependent voltages to the electrodes.
This architecture is experimentally realized with segmented linear traps. In this work,
a segmented trap similar to Fig. 1.2 is used, wherein ions are shuttled along the axial
(x) direction of the trap. Lasers are focused to a specific laser interaction zone, and
ions are moved back and forth between this laser interaction zone and numerous storage
segments. Addressing of specific ions with laser beams is technically less demanding than
in a single linear Paul trap, since the inter-ion distance can be increased to hundreds
of micrometers or even millimeters. By employing multiple potential wells with only
a limited number of ions each, the number of vibrational modes per ion crystal is also

13
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SeparationTransport Rotation

(b)(a) (c)

Figure 1.3.: Three basic operations for arbitrary ion movement and reconfiguration. In (a),
a harmonic potential well is moved in order to transport ions along the trap axis. In (b), a
two-ion crystal is rotated, effectively swapping the ion positions. In (c), a harmonic potential
is transformed into a double-well potential to separate a two-ion crystal.

reduced, and parallel operation is facilitated by the ability to set up multiple laser
interaction zones.
However, the usage of segmented traps gives rise to a number of additional techno-

logical challenges. More electrodes have to be fabricated on a smaller scale, requir-
ing small-scale fabrication methods such as laser-cutting or photolithography [Kau17a,
Sch09]. Compared to conventional linear traps, the ion-electrode distance is typically
smaller in segmented traps and thus enhances the effect of electrical noise on the ions,
leading to excitation of the motional state [Bro15]. Hence, the experiments presented
in this thesis have been carried out in a microfabricated segmented trap that had been
optimized towards low electrical noise [Kau17a], and the trap electrodes are supplied by
a low-noise multi-channel voltage generator. Chapter 4 gives a more detailed overview
over the experimental apparatus.
The implementation of ion movement and ion-chain reconfiguration also represents a

major experimental challenge. These tasks are tackled by combining three basic opera-
tions: Transport, separation, and rotation (Fig. 1.3). Each operation contributes to the
run-time required by quantum algorithms, and excites the motional state of ions. Exci-
tation of the motional state is generally undesired, as quantum gates on multiple qubits
require the motion to be cooled close to the ground state [Lee05, Lei03b]. Consequently,
an implementation of these processes is needed that executes them as fast as possible,
while keeping motional excitation at a minimum. Ion transport and ion-crystal rotation
have already been realized on a timescale comparable to gate operation, at negligible
energy increase [Bow12, Wal12b, Kau17b].
This thesis focuses on the experimental implementation of ion-crystal separation, fol-

lowing the guidelines presented by Kaufmann et al. [Kau14]. During the separation
process, the common potential well at the initial electrode is lifted, while two separate
wells are created at the two neighboring electrodes. Separation represents a major exper-
imental challenge, because it shows a strong sensitivity to imperfect control settings. The
underlying reason is that a critical point is transiently reached, where the harmonic con-
finement vanishes. This makes the ions susceptible to energy increase mechanisms. First
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experimental realizations thus showed large amounts of excess energy transfer [Row02].
Since then, experimental techniques have been improved and fast separation of a two-
ion crystal that maintains a low energy increase at a duration as low as 55 µs has been
reported [Bow12].
Reliable optimization procedures are needed to prevent the separation operation from

posing a major limitation. In chapter 5, a universal procedure for optimizing the impor-
tant parameters controlling the process is presented. The separation procedure can be
controlled by three parameters: a static potential tilt, a voltage offset at the critical point,
and the total duration of the process. Measurements of ion distances, trap frequencies,
and the final motional excitation are used to optimize these control parameters.
By combining single and two-qubit gates, ion transport, and separation of ion crys-

tals, small-scale quantum information experiments on multiple qubits have already been
demonstrated. These include deterministic quantum teleportation [Bar04], entanglement
purification [Rei06], a programmable two-qubit processor [Han10], and scalable creation
of long-lived multipartite entanglement [Kau17c].

1.5. Trapped-ion qubit coherence times
A crucial prerequisite for carrying out increasingly complex quantum algorithms is a
sufficiently slow decay of qubit coherence. This decay is characterized by the coherence
time, the timescale during which the relative phase ϕ of a quantum superposition is well
defined. Over a duration T , a superposition of two states |0〉 and |1〉 accumulates a
relative phase that depends on their energy difference ∆E:

|Ψ〉 =
(
|0〉+ eiϕ |1〉

)
/
√

2 , ϕ = ∆E
~
T . (1.3)

Due to the Zeeman effect, the energy levels of widely employed qubits based e.g. on
40Ca+ or 88Sr+ are linearly dependent on the ambient magnetic field. Thus, magnetic-
field fluctuations lead to phase fluctuations, and therefore decoherence. As a result, high
stability of the magnetic field is a crucial requirement for long coherence times. Moreover,
it has been shown that entangled states may exhibit an increased sensitivity to magnetic-
field fluctuations, scaling with the squared number of constituent qubits in the worst case
[Mon11b]. Various technical measures such as µ-metal shielding, active magnetic-field
stabilization, synchronization to the AC mains and improved current drivers for supply
of coils for generation of a quantizing magnetic field lead to typical coherence times of
10-40 ms [Haz11, Sch13].
By contrast, ion species with hyperfine structure such as 9Be+ [Bol85], 43Ca+ [Ben08,

Har14] or 171Yb+ [Olm07, Tim11] allow for encoding quantum information in magnetic-
field-insensitive transitions that feature a vanishing first-order Zeeman shift. Utilizing
these species can, however, lead to additional challenges: A more complex level structure
can lead to increased sophistication of qubit operation. Furthermore, such transitions
require operation at a specific magic magnetic field, which can restrict the range of pos-
sible applications. Some species require large magnetic fields, yielding Zeeman splittings
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1. Introduction

larger than the natural linewidths of cycling or repump transitions. This in turn leads
to increased complexity of e.g. Doppler cooling, qubit-state preparation, and readout.
Moreover, some hyperfine species require laser fields at wavelengths in the UV range,
which are less convenient to generate and manipulate. While all these challenges have
been successfully addressed, operating hyperfine qubits still leads to a resource overhead
and increased complexity.
A second option for avoiding magnetic-field-induced decoherence is to employ qubits

that are encoded in decoherence-free subspaces of several physical qubits. For example,
entangled Bell states of the type (|01〉 ± |10〉) /

√
2 can be used as basis states for a single

qubit, but are encoded in two physical qubits. Under ideal conditions, the energy of
both states |01〉 and |10〉 is identical, and the accumulated phase is hence unaffected
by energy fluctuations in both states. By using this effect, persisting coherence at wait
times of more than 20 s has been demonstrated [Kie01, Roo04, Häf05, Lan05], but the
number of required ions is doubled, as well as the complexity of computational gates
[Mon09, Iva10].
Another technique for prolonging qubit coherence is dynamical decoupling [Bie09,

Bie11, Bar13], where phase fluctuations are averaged out by the application of laser
pulses. For example, a π laser pulse on the quantum state in Eq. 1.3 transforms |0〉 to
|1〉 and vice versa, and thus reverses the sign of ∆E and the accumulated phase. By
applying suitable pulse sequences, the accumulated phase can be effectively controlled
in order to cancel undesired fluctuations. However, this comes at the cost of increased
control overhead, particularly for scalable architectures.
In this work, long qubit coherence times are attained via suppression of ambient

magnetic-field fluctuations. A µ-metal magnetic-shielding enclosure is combined with
Sm2Co17 permanent magnets for magnetic-field generation. A detailed characterization
of the qubit coherence is presented in chapter 6.

1.6. Quantum magnetometers
The outstanding control of the internal and motional state of trapped ions is not only ap-
plicable to quantum computers, but also to a wider range of quantum devices. This work
aims at adopting techniques initially developed in the context of quantum information
for high-precision magnetometry.
Magnetic-field sensors are ubiquitous in modern technology and applied and funda-

mental research. Depending on the desired application, various sensing technologies are
available, covering different parameter regimes in terms of sensitivity, spatial resolution,
bandwidth, and other parameters.
The sensitivity of a sensor is often described by the minimum detectable magnetic

field within a given data acquisition time:

S := Berr
√
Ttot, (1.4)

with the standard error of a magnetic field measurement Berr that has been achieved
during a total experimental time of Ttot [Tay08]. This definition implies that a lower
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Figure 1.4.: Overview of recently developed magnetic-field sensors in a size-sensitivity di-
agram. A lower value of the sensitivity S corresponds to a better sensor performance, and
a smaller length scale corresponds to a better spatial resolution. The red-shaded area rep-
resents the accessible regime for alternating (AC) fields, while the blue-shaded area depicts
the accessible regime for both quasistatic < 1 Hz (DC) and alternating fields. This work
substantially extends the regime for DC sensing.

value corresponds to a better sensor performance. The normalization factor
√
Ttot takes

into account that measurement errors typically scale as 1/
√
Ttot.

Among the most widespread magnetic-field sensors are Hall probes and fluxgate sen-
sors. While these are easy to use, better sensitivities are achieved with superconducting
quantum-interferometer devices (SQUIDs) at cryogenic temperatures [Jak64]. SQUIDs
exist in various dimensions, ranging from a few mm to the tens of nm regime.
In the last decade, SQUIDs have been increasingly challenged by atomic magnetome-

ters, in which the dependence of atomic energy levels on magnetic fields is utilized. The
energy difference between two atomic states can be determined with high accuracy by
creating a superposition and measuring the accumulated phase during an interrogation
time T . Contrary to quantum computation experiments, a strong coupling to magnetic
fields is desired in magnetic-field sensors.

Typically, the choice of a sensing platform requires trading sensitivity versus spatial
resolution (Fig. 1.4). SQUIDs measure the magnetic flux inside a superconducting loop,
given by the magnetic field integrated over the surface area of the loop. Thus, larger
SQUIDs typically offer a better sensitivity for magnetic fields. Atomic magnetometers
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are based on either single well-isolated atoms, or ensembles of atoms. Ensembles are
more accurate than a single particle, but also have larger dimensions.
Suitable ensemble systems include atomic vapors [Bud07], ultracold atomic gases

[Kos11], and color centers in diamonds [Ron14]. Atomic vapors offer record sensitiv-
ities below the 1 fT/

√
Hz level, but have typical dimensions above 1 mm3. By contrast,

single vacancy centers [Ang15, Bal08, Gri13, Pel16] have been used for high-resolution
imaging of magnetic fields in the nm regime. Single trapped ions are also well-suited for
magnetic-field imaging [War13], with spatial resolutions of about 20 nm.
A key parameter of atomic magnetometers is the interrogation time T . For longer

interrogation times, less experimental cycles can be performed within a given data ac-
quisition time, but more phase is accumulated during each cycle. In total, this leads to
an improved sensitivity, scaling as 1/

√
T . However, magnetometers do not only measure

the desired signal, but also undesired noise sources such as fluctuations in the geomag-
netic field and the fields emanated by nearby electrical devices. This leads to decoherence
during the interrogation time and reduces the attainable sensitivity.
Quantum entanglement can be harnessed to extend sensing capabilities [Roo06, Und16].

Entangled Greenberger-Horne-Zeilinger states of the type
(
|00 . . . 0〉+ eiϕ |11 . . . 1〉

)
/
√

2
or N00N states of the type

(
|N0〉+ eiϕ |0N〉

)
/
√

2 offer enhanced sensitivities [Hue97,
Lei04, Jon09], but also suffer from increased noise-induced decoherence [Mon11b]. Thus,
it is crucial to find sensing schemes that reject noise while still being sensitive to the
desired signal.
A well-established method for achieving long coherence times is dynamical decoupling,

where the desired signal is spectrally separated from noise. However, this technique is
restricted to measurements of alternating (AC) magnetic fields. Recently, dynamical
decoupling with a single trapped ion has been used to demonstrate magnetometry in the
radio-frequency range, attaining a few-pT/

√
Hz level of sensitivity [Bau16, Kot11]. A

second option for canceling undesired noise sources are gradiometers, where two identical
sensors are used to measure differential magnetic fields while rejecting common-mode
fluctuations [She17, Gra09, Bla15].
Entangled states can also be tailored to reject noise in favor of the desired signal.

With trapped ions, decoherence-free subspace qubits of the type
(
|↑↓〉+ eiϕ |↓↑〉

)
/
√

2
have been employed as sensor states to measure local magnetic-field gradients [Roo04,
Lan05] as well as the magnetic dipole interaction between the constituents’ valence
electrons [Kot14].
In chapter 7 of this thesis, a magnetic gradiometer using these sensor states is pre-

sented. The constituent ions are freely moved to different locations x1 and x2 along
the trap axis of a segmented linear Paul trap, and the DC magnetic-field difference
∆B(x1,x2) between the ion locations is inferred from the phase accumulation rate of
the sensor state

∆ω(x1,x2)DC ≡ ϕ̇DC = gµB
~

∆B(x1,x2). (1.5)

The long coherence times of the sensor state and the fine-positioning capabilities offered
by trapped ions enable magnetic-field sensing in a parameter regime that could previously
not be accessed: DC field differences are sensed at precisions of around 300 fT and
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12 pT
√
Hz sensitivity, and the spatial resolution is limited by the size of the ion’s ground

state wave function of about 13 nm.
The presented sensing scheme is applied to measure the spatial dependence of the

magnetic field within the segmented Paul trap. This knowledge is crucial for carrying
out quantum algorithms where multiple ions are stored at different trap segments. Any
inhomogeneous magnetic field leads to the accumulation of undesired position-dependent
phases, which have to be accounted for in computational sequences.
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2 Interaction of ions with external fields

The foundation of using trapped ions for quantum technologies is the ability to accurately
control them with external fields. Static and off-resonant oscillating magnetic fields shift
the energy levels of the trapped particles (Sec. 2.1). Sec. 2.2 summarizes the behavior
of the trapped ions’ motion in the electric field of the Paul trap, and describes how
the motion and the internal electronic state of the ions can be manipulated with lasers.
Light-ion interactions are also suitable tool for measuring the motional state (Sec. 2.3).

2.1. Interaction of atoms with magnetic fields
Static magnetic fields
The energy-level shift of trapped ions (or atoms in general) caused by magnetic fields is
known as the Zeeman effect. Here, we discuss the interaction of a magnetic moment ~µ of
an atom with a static and homogenous magnetic field ~B = (0, 0,B). The Hamiltonian
is given by

Ĥ0 = −~̂µ · ~B (2.1)
The magnetic moment can be caused by either electron spins, orbital angular momentum,
nuclear spins, or a combination thereof. For trapped 40Ca+ ions, the magnetic moment
is given by the valence electron spin ~̂S and, depending on the populated electronic state,
an additional orbital angular momentum ~̂L. If the interaction Ĥ0 is small compared to
the spin-orbit coupling, the magnetic moment is given by

~̂µ = −g e

2me

~̂J (2.2)

with the total angular momentum ~̂J = ~̂S + ~̂L, and the Landé factor of the electronic
state g. then, the Hamiltonian becomes

Ĥ0 = g
e

2me

~̂J · ~B = g
µB
~
Ĵz ·B (2.3)

with the Bohr magneton µB = e~
2me . The energy eigenvalues are

Em = gµBmB = m~ωL (2.4)

with the Larmor frequency ωL = gµB
B
~ and m = −j,−j + 1, . . . , j. The eigenstates

are denoted as |j,m〉. Equation 2.4 shows that static magnetic fields split the magnetic
sublevels of an electronic state equidistantly by ~ωL.
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2. Interaction of ions with external fields

Oscillating magnetic fields: Hamiltonian
If the magnetic sublevels of a given electronic state are split by a static magnetic field,
transitions between these levels can be driven by applying an additional oscillating mag-
netic field ~Brf =

(
Brf,⊥ cos(Ωrft), 0,Brf,‖ cos(Ωrft)

)
. The oscillating field leads to an

additional contribution to the Hamiltonian:

Ĥ(t) = Ĥ0 + V̂ (t) (2.5)
V̂ (t) = 2Ω⊥Ĵx cos(Ωrft) + 2Ω‖Ĵz cos(Ωrft) (2.6)

with Ω⊥ = 1
2g

µB
~ Brf,⊥ and Ω‖ = 1

2g
µB
~ Brf,‖. Due to the rotational symmetry of Ĥ0, it is

safe to omit the y-component in the oscillating magnetic field. The z-component in the
magnetic field does not contribute to the result. We rather include it to prove that it
does not cause a systematic error in the experiment.
For the following calculations, it is beneficial to switch to the interaction picture. The

interaction Hamiltonian is transformed as

V̂I(t) = eiĤ0t/~V̂ (t)e−iĤ0t/~ (2.7)

= 2Ω‖Ĵz cos(Ωrft) + eiωLtĴz/~2Ω⊥Ĵx cos(Ωrft)e−iωLtĴz/~. (2.8)

Then, we express V̂I(t) in terms of the ladder operators Ĵ± = Ĵx ± iĴy:

V̂I(t) = 2Ω‖Ĵz cos(Ωrft) + Ω⊥ cos(Ωrft)eiωLtĴz/~
(
Ĵ+ + Ĵ−

)
e−iωLtĴz/~. (2.9)

The relevant states for this thesis are the S1/2 state with j = 1/2, and the D5/2 state
with j = 5/2. By writing down the matrix elements of Ĵz and Ĵ± for these states and
performing the matrix multiplications, we obtain

V̂I(t) = 2Ω‖Ĵz cos(Ωrft) + Ω⊥ cos(Ωrft)
(
Ĵ+eiωLt + Ĵ−e−iωLt

)
(2.10)

= 2Ω‖Ĵz cos(Ωrft) + 1
2Ω⊥

[
Ĵ+
(
ei(ωL+Ωrf)t + ei(ωL−Ωrf)t

)
+ (2.11)

Ĵ−
(
e−i(ωL+Ωrf)t + e−i(ωL−Ωrf)t

)]
. (2.12)

By introducing the definitions δ = ωL−Ωrf and Σ = ωL+Ωrf, the interaction Hamiltonian
becomes

V̂I(t) = 2Ω‖Ĵz cos(Ωrft) + Ω⊥
2
[
Ĵ+
(
eiΣt + eiδt

)
+ Ĵ−

(
e−iΣt + e−iδt

)]
. (2.13)

If the radiation is near resonant, i.e. δ ≈ 0, this Hamiltonian gives rise to the well-known
Rabi oscillations between magnetic sublevels. More details about Rabi oscillations are,
e.g., described by Budker et al. [Bud08]. The theoretical derivation of Rabi oscillations
usually involves the rotating wave approximation, where the rapidly oscillating terms
eiΣt are neglected.
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Far off-resonant oscillating magnetic fields
Let us now discuss the case of far off-resonant excitation. In this case, the rotating wave
approximation is not valid, and the problem can be instead tackled by solving the time-
dependent Schrödinger equation in the interaction picture according to Budker et al.
[Bud08]. It is

i~ d
dt |Ψ(t)〉I = V̂I(t) |Ψ(t)〉I . (2.14)

The interaction-picture state can be expressed as a general superposition of Zeeman
sublevels of the electronic state:

|Ψ(t)〉I =
j∑

m=−j
cm(t) |j,m〉 . (2.15)

Upon multiplying Eq. 2.14 with 〈j,n|, we obtain the set of equations

i~ ċn(t) =
j∑

m=−j
cm(t) 〈j,n| V̂I(t) |j,m〉 , (2.16)

where n = −j,−j + 1, . . . , j. Since only far off-resonant excitation is considered here,
we assume that the populations |cn(t)| do not change over time. Then, it is beneficial
to write

cn(t) ≈ cn(0) e−iϕn(t). (2.17)
The time derivative is

ċn(t) = −i cn(0) ϕ̇n(t) e−iϕn(t). (2.18)
In the first step, we assume that the accumulated phase is small, i.e. e−iϕn(t) ≈ 1. The
phase accumulation rate becomes

ϕ̇n(t) ≈ i
cn(0) ċn(t) = 1

~cn(0)

j∑
m=−j

〈j,n| V̂I(t) |j,m〉 cm(t) (2.19)

where we inserted Eq. 2.16 in the last step. We additionally cast Eq. 2.16 into an integral
equation

i~ cn(t) =
j∑

m=−j

∫ t

0
cm(t) 〈j,n| V̂I(t′) |j,m〉 dt′ ≈

j∑
m=−j

cm(0) 〈j,n|
∫ t

0
V̂I(t′)dt′ |j,m〉 .

(2.20)
Then, we insert the integral equation into Eq. 2.19, and the phase accumulation rate
becomes

ϕ̇n(t) ≈ 1
i~2cn(0)

j∑
m=−j

j∑
k=−j

ck(0) 〈j,n| V̂I(t) |j,m〉 〈j,m|
∫ t

0
V̂I(t′)dt′ |j, k〉

= 1
i~2cn(0)

j∑
k=−j

ck(0) 〈j,n| V̂I(t)
∫ t

0
V̂I(t′)dt′ |j, k〉

(2.21)
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Then, we consider the product

VI(t)
∫ t

0 V̂I(t′)dt′ =
(
2Ω‖Ĵz cos(Ωrft) + Ω⊥

2 Ĵ+
(
eiΣt + eiδt

)
+ Ω⊥

2 Ĵ−
(
e−iΣt + e−iδt

))
×

×
(2Ω‖

Ωrf
Ĵz sin(Ωrft) + Ω⊥

2 Ĵ+
(
eiΣt−1
iΣ + eiδt−1

iδ

)
+ Ω⊥

2 Ĵ−
(
e−iΣt−1
−iΣ + e−iδt−1

−iδ

))
.
(2.22)

After time averaging, the only relevant terms are〈
VI(t)

∫ t

0
V̂I(t′)dt′

〉
= −iΩ

2
⊥

4
(
Ĵ−Ĵ+ − Ĵ+Ĵ−

)( 1
Σ + 1

δ

)
(2.23)

Due to the commutator relation
[
Ĵ+, Ĵ−

]
= 2~Ĵz, this simplifies to〈

VI(t)
∫ t

0
V̂I(t′)dt′

〉
= i~Ω2

⊥
2 Ĵz

( 1
Σ + 1

δ

)
. (2.24)

Plugging this result into Eq. 2.21, the sum collapses and we obtain the time-averaged
phase accumulation rate for each Zeeman sublevel n:

〈ϕ̇n〉 = Ω2
⊥

2 n

( 1
Σ + 1

δ

)
= nΩ2

⊥
ωL

ω2
L − Ω2

rf
. (2.25)

This phase accumulation rate is equivalent to an additional energy shift, the AC Zee-
man shift. If two magnetic sublevels m1 and m2 are populated, the differential phase
accumulation rate is

ω(ac,1) := 〈ϕ̇m1〉 − 〈ϕ̇m2〉 = ∆m
(
g
µB
2~Brf,⊥

)2 ωL
ω2
L − Ω2

rf
(2.26)

with ∆m = m1−m2. Since the phase is linearly accumulating with time, the assumption
e−iϕn(t) ≈ 1 does not hold for large evolution times. In order to obtain a more accurate
result, we solve the differential equation 2.16 again, but with the revised assumption
e−iϕn(t) = e−iω(ac)t. This leads to a similar expression:

ω(ac) = ∆m
(
g
µB
2~Brf,⊥

)2 ν

ν2 − Ω2
rf

, (2.27)

where the Larmor frequency ωL is replaced by the total absolute (angular) frequency
splitting between neighboring magnetic sublevels

ν := ωL + ω(ac). (2.28)

This quantity does not only make the result more accurate, but is also easier accessed
in the experiment.
The only relevant oscillating magnetic field in this experiment is caused by the RF

electrodes of the ion trap. The field imposes a tiny correction to the energy splitting
of the trapped calcium ions: The ground state spin levels are split by approximately
2π · 10 MHz, and the contribution from the AC Zeeman effect on the order of 2π · 10 Hz
is negligible for most experiments. Nevertheless, it has to be accounted for in the high-
precision magnetic-field sensing scheme presented in chapter 7.

24



2.2. Light-atom interactions with trapped ions

2.2. Light-atom interactions with trapped ions

Lasers are not only a crucial tool for initializing, manipulating, and reading out the
internal electronic state of ions, but also for manipulating their motion. This chapter
outlines the theoretical description of the interaction between lasers and trapped ions,
following the approaches in James [Jam98], Leibfried et al. [Lei03a], and Poschinger
[Pos10]. A more thorough description can be found in these sources.

The motional state of a single trapped ion is, to a good approximation, described by
a three-dimensional harmonic oscillator. For an exact solution, the rapidly oscillating
RF trapping field has to be taken into account, which leads to additional micromotion
at the frequency of the oscillating field. For the experiments presented in this thesis,
micromotion does not play a crucial role, and is therefore not discussed here. The
main effects are an increased linewidth during Doppler cooling, and a reduction of Rabi
frequencies for coherent laser interactions. The effects of micromotion are discussed in
greater detail by Cirac et al. [Cir94]. A thorough explanation on the confining mechanism
of Paul traps is, e.g., given by Paul [Pau90] and Poschinger [Pos10].
If multiple ions are trapped in a single harmonic potential, they form ion crystals in

which each ion oscillates around its equilibrium position. The oscillations of N ions are
described by N collective normal modes in each direction, and the equilibrium positions
are usually separated by a few micrometers.

We approximate the internal electronic structure of the ions by a two-level system
with levels |g〉 and |e〉. This approximation is justified if the interacting laser is close to
the resonant frequency of two internal levels of the ion. Thus, the energy eigenstates of
a single trapped ion are

|Ψ〉 = |g,e〉 |nx〉 |ny〉 |nz〉 (2.29)

with nx,y,z the quantum numbers characterizing the respective harmonic oscillator states
along the x, y, z direction. The quantum number nx,y,z is also commonly called phonon
number, because the collective motion of ion crystals behaves similarly to vibrations in
solid state systems.
The experiments in this thesis utilize three types of laser-ion interactions: Electric

dipole-allowed transitions, electric quadrupole-allowed transitions, and stimulated Ra-
man transitions. Electric dipole-allowed transitions exhibit a strong coupling to lasers
and are, e.g., used for Doppler cooling and state detection, where a large number of
scattered photons is beneficial. Electric quadrupole-allowed transitions feature small
linewidths and long decay times, and thus are suitable for coherent operations.
Stimulated Raman transitions [Mon95] are two-photon transitions, and thus require

two laser beams with a well-defined phase relation, usually from a common laser source.
A third energy level is used as an intermediate step for the two-photon transition. The
optical frequency of both beams must be close to this third level, but sufficiently detuned
to avoid population transfer. The detuning is usually in the range of 10 GHz to a few
THz. Similar to electric quadrupole-allowed transitions, stimulated Raman transitions
allow for driving coherent operations between two levels |g〉 and |e〉.
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Figure 2.1.: Energy levels of a single trapped ion, and allowed transitions for an ion initial-
ized to |g〉 |n〉.

Electric dipole-allowed transitions, electric quadrupole-allowed transitions, and stim-
ulated Raman transitions can be described by an effective Rabi frequency Ω, an effective
light frequency ω, and an effective wave vector ~k in a unified framework. For stimulated
Raman transitions, the effective wave vector and light frequency are given by the re-
spective differences of both laser beams. Assuming running plane wave light fields, the
interaction is described by a coupling Hamiltonian

Ĥ = ~
2Ω (|g〉 〈e|+ |e〉 〈g|)

(
ei(~k~̂x−ωt) + e−i(~k~̂x−ωt)

)
. (2.30)

A solution of the Schrödinger equation is presented by Bardroff et al. [Bar96]. The main
results are summarized in the following, considering only the ion motion along the x
direction, with n := nx.

The energy eigenstates of a single trapped ion are represented by an energy ladder:
The ion motion gives rise to equidistant energy levels, separated by ~ωx. Here, ωx is the
oscillation frequency of the ion, also called trap frequency. In addition, the energy levels
of the internal two-level system are separated by ~ω0. Figure 2.1 visualizes the resulting
level scheme. If the laser is tuned to match energy difference ~ω0, the Hamiltonian in
Eq. 2.30 permits coupling between the states |g〉 and |e〉 without affecting the motion.
This is called the carrier transition. Furthermore, it is possible to drive transitions
that add or remove phonons from the motion while also driving the internal degree of
freedom. Assuming an ion initialized to |g〉 |n〉, excitation of the Nth blue sideband at
a frequency of ω = ω0 + Nωx leads to the state |e〉 |n+N〉 and vice versa. Similarly,
excitation of the Nth red sideband at a frequency of ω = ω0−Nωx transforms the state
|g〉 |n〉 to |e〉 |n−N〉 and vice versa (see also Fig. 2.1).

Laser light resonant to one of these transitions drives Rabi oscillations with effective
Rabi frequencies that depend on the initial motional state n and the final motional state
n±N :

Ωn,n±N = Mn,n±NΩ. (2.31)
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Figure 2.2.: Calculated matrix elements Mn,n±N for η = 0.23. (a) Carrier (N = 0), red
(N = −1) and blue (N = +1) sideband for n ≤ 20. (b) Carrier (N = 0), red (N = −1) and
second blue (N = +2) sideband for n ≤ 120.

The matrix elements are calculated via [Win79]

Mn,n±N = e−η2/2 (iη)N LNn (η2)
(

n!
(n+N)!

)±1/2
. (2.32)

Here, L are the generalized Laguerre polynomials, and η = k
√

~
2mωx is the Lamb-Dicke

parameter. The Lamb-Dicke parameter depends on the projection of the wave vector on
the direction of the ion motion k, the trap frequency ωx, and the ion mass m.
For stimulated Raman transitions that couple to the axial mode of motion, a typical

Lamb-Dicke parameter in the experiment is η = 0.23. Figure 2.2 depicts calculated
matrix elements for N = 0,±1, 2. The matrix elements for N = ±1 differ only for
small phonon numbers . 10. If a transition is driven while the motion is described by a
statistical mixture or a superposition state, the ion undergoes Rabi oscillations for each
populated phonon number. Thus, at resonance and after initialization to the ground
state, the population of the excited state is

pe(t) =
∞∑
n=0

pn sin2
(Ωn,n+N

2 t

)
(2.33)

with pn the initial phonon distribution function.
The bare Rabi frequency Ω does not only depend on the power of the laser beam, but

also on its polarization and angle with respect to the magnetic-field direction. For this
reason, the choice of a magnetic-field axis, in this context also called quantization axis,
is critical in the experiment.
For electric dipole-allowed transitions, we can intuitively understand this phenomenon

by considering a classical oscillating electric charge in three dimensions. In the presence
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Figure 2.3.: Classical picture of electric-dipole radiation. (a) Motion of the electric charge
in three-dimensional space. The charge may oscillate along the magnetic-field axis, and circle
around the magnetic-field axis. (b) View from an observer along the z-axis. Only the circular
part is observed. (c) View from an observer along the y-axis. The circular motion is observed
as linear in horizontal direction.

of a magnetic field, the oscillation can be conveniently expressed by three components
that are consistent with the symmetry axis given by the magnetic field: A linear oscil-
lation along the magnetic-field axis that corresponds to π transitions with ∆m = 0, and
two circular oscillations perpendicular to the magnetic field axis that correspond to σ±
transitions with ∆m = ±1 (Fig. 2.3(a)). The circular motions may be right- or left-
handed, and are therefore accelerated or decelerated by the magnetic field, shifting the
frequency of the emitted (or absorbed) light. Figures 2.3(b),(c) show that both circular
motions can be simultaneously excited by horizontally polarized light from the x or y
direction, and by any linearly polarized light along the z direction. In order to excite
only a single circular motion, circularly polarized light along the z direction is required.
The linear oscillation may be excited by vertically polarized light traveling along the x
or y direction, but does not have a projection along the z axis. Thus, in the experiment,
the polarizations and angles of the laser beams relative to the magnetic field have to be
chosen according to the desired transitions.

2.3. Motional state reconstruction
Rabi oscillations (Eq. 2.33) are an ideal tool for characterizing the motional state of
trapped ions. The matrix elements Mn,n±N depend on the populated phonon num-
bers, and thus the phonon distribution function pn can be extracted from curve fits on
measured Rabi oscillations. Since the mapping of matrix elements Mn,n±N to phonon
numbers is ambiguous (see Fig. 2.2), it is in general insufficient to measure Rabi os-
cillations on a single motional sideband if a high dynamic range is required. This is
the case for analyzing the motional excitation after ion-crystal separation, which may
readily transfer energies of more than 103 phonons.

A combined fit on multiple sidebands yields additional information and extends the
dynamic range. For populated phonon numbers n < 10, a fit to Rabi oscillations on the
carrier, red sideband, and blue sideband transitions yields high precision. For higher
phonon numbers, oscillations on the carrier, red sideband, and second red sideband
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2.3. Motional state reconstruction

should be recorded, because the matrix elements of the red and blue sidebands are
similar.

The reconstruction of arbitrary phonon distribution functions pn is only feasible if
the maximum phonon number is restricted to low values, e.g. nmax <= 10, because the
number of free fit parameters would be overwhelming for higher nmax. This technique has
been, e.g., successfully applied to low-lying Fock states [Zie13]. Also called number states,
these states are characterized by a single populated phonon number k, i.e. pn = δnk.

If higher phonon numbers are populated, it is generally required to assume a phonon
distribution function depending on only a few parameters. Common states in ion trap
experiments are coherent states and thermal states, or a combination thereof.

Coherent states
Coherent states |α〉 are obtained by applying the displacement operator D̂(α) on the
vacuum state:

|α〉 = D̂(α) |0〉 with D̂(α) = exp
(
αâ† − α∗â

)
. (2.34)

The displacement parameter α can be any complex number, and fully characterizes the
state. The phonon number distribution of a coherent state is Poissonian, i.e.

p(coh)
n (α) = |〈n|α〉|2 = |α|

2n

n! e−|α|
2

(2.35)

with the mean phonon number n̄coh = |α|2. Coherent states play a crucial role in the field
of quantum optics, because they closely resemble the oscillatory behavior of a classical
harmonic oscillator. The wave packet of the state in position representation follows the
trajectories of a classical particle, and retains its shape at all times.
In segmented ion traps, acceleration along the trap axis creates coherent states. The

movement of the potential in shuttling operations essentially causes a classical force on
the particles, because the spatial extend of the confining potential is much larger than the
wave packet of trapped ions. This classical force leads to an oscillatory motion, described
by a coherent state. In a quantum-mechanical picture, the motional excitation caused
by shuttling operations is expressed by a displacement operator if the trap frequency
remains constant (or varies slowly) during the process [Lau11].
A key feature of the displacement operator D̂(α) is that it can be canceled by another

displacement D̂(−α) of the same magnitude, but phase shifted by 180◦. This principle
has been used to realize fast near-ground- state ion transport [Wal12b, Bow12].

Thermal states
If an ion is coupled to a thermal reservoir, its motion is described by an ensemble with
the density matrix

ρ̂th = 1
n̄th + 1

∞∑
n=0

(
n̄

n̄th + 1

)n
|n〉 〈n| . (2.36)
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2. Interaction of ions with external fields

The occupation probabilities of the harmonic-oscillator states are thus thermally dis-
tributed:

p(th)
n = n̄nth

(n̄th + 1)n+1 . (2.37)

In ion traps, thermal states are mostly created by the process of Doppler cooling, where
the cooling laser is equivalent to a thermal reservoir. Motional excitation of trapped
ions due to electrical noise is also described by a thermal process.
One might wonder why it is appropriate to represent the state of a single ion by a

statistical ensemble. As the results of projective measurements in quantum mechanics
are of statistical nature, it is necessary to repeat experiments many times to obtain
expectation values of the desired observables. If the ion reaches thermal equilibrium
during Doppler cooling before each experimental run, each repetition of the experiment
can be treated as a statistical realization of the same process. In each realization, a
different phonon number n is occupied, with the probability given by Eq. 2.37.

Displaced thermal states
For the ion-separation procedure presented in chapter 5, both oscillatory and thermal
excitation occur. The motion is then described by displaced thermal states with both a
coherent displacement α and a thermal mean phonon number n̄th:

pn(n̄th,α) = 〈n| D̂†(α)ρ̂thD̂(α) |n〉 . (2.38)

By inserting ρ̂th (Eq. 2.36), we obtain

pn(n̄th,α) =
∞∑
k=0

n̄kth
(n̄th + 1)k+1

∣∣∣〈n|D̂(α)|k
〉∣∣∣2 . (2.39)

In practice, the summation is truncated appropriately. The matrix elements of the
displacement operator are given by [Oli90]∣∣∣〈n|D̂(α)|k

〉∣∣∣2 = k!
n! e
−|α|2 |α|2(n−k) ·

∣∣∣L(n−k)
k (|α|2)

∣∣∣2 (2.40)

with n ≥ k and the associated Laguerre polynomial L(k−n)
n (x). For calculating matrix

elements with k < n, the symmetry
∣∣〈n|D̂(α)|k

〉∣∣2 =
∣∣〈k|D̂(α)|n

〉∣∣2 can be utilized.
The mean phonon number of a displaced thermal state is calculated via n̄ = n̄th + n̄coh =

n̄th + |α|2. Figure 2.4 depicts example phonon distribution functions pn for varying n̄th
and n̄coh. For low mean phonon numbers n̄ < 1, only the total mean excitation can be
reliably reconstructed from measurement data, because coherent and thermal excitation
lead to similar distribution functions. For higher mean phonon numbers, states with
mostly coherent excitation can be clearly distinguished from thermal states.
An alternative method for evaluating Eq. 2.38 relies on numerical thermalization of

the phonon distribution of a displaced state. A thermalization process of a quantized
harmonic oscillator can be modeled by a set of rate equations [Lam97]:

ṗn = λh (npn−1 + (n+ 1)pn+1 − (2n+ 1)pn) , (2.41)
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Figure 2.4.: Phonon distribution functions for displaced thermal states with (a) n̄ = 0.5
and (b) n̄ = 50.

where the heating rate is ˙̄n = λh. Defining the heating kernel

Kn,m = nδn,m−1 + (n+ 1)δn,m+1 − (2n+ 1)δn,m, (2.42)

the phonon distribution for a displaced thermal state is obtained from

p(n̄th,α) = exp (λhKt)p(coh)(α) (2.43)

where p(n̄th,α) and p(coh)(α) are vectors representing the respective phonon distribu-
tions. The heating kernelK = DΛD−1 is a tridiagonal matrix, for which the eigenvectors
D and eigenvalues Λ can be computed once and stored for a given truncation phonon
number nmax. For arbitrary mean thermal phonon numbers n̄th = λht, the distribution

p(n̄th,α) = D exp (n̄thΛ)D−1p(coh)(α) (2.44)

is computed by performing three matrix-vector products, which are much faster numer-
ically calculated than Eq. 2.39. Equation 2.44 has thus been used for data evaluation in
chapter 5.
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3 Operation of the calcium spin qubit

The experimental realization of qubits does not only require well-defined quantum me-
chanical two-level systems with long coherence times, but also means to manipulate,
initialize and measure the state of the qubit. In the following chapter, the implementa-
tion of these requirements is explained in detail, similar to the description by Poschinger
et al. [Pos09].
The ion species employed in this thesis is 40Ca+. This species is widely used in

quantum information experiments, because it features a relatively simple hydrogen-like
electronic structure and a vanishing nuclear spin. Most importantly, all required transi-
tions are close to the visible spectrum of light and can be driven with commercial diode
lasers. The relevant energy levels and transitions for the experiments in this thesis are
sketched in Fig. 3.1.
The qubit is encoded in the two Zeeman sublevels of the S1/2 ground state, which

offer an infinite lifetime. Since the ground state does not carry angular momentum,
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Figure 3.1.: (a) Relevant energy levels and laser-driven transitions of the 40Ca+ spin qubit.
For each energy level, the decay time is depicted [Jin93, Kre05, Het15]. (b) Two-photon
ionization scheme in neutral 40Ca.
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3. Operation of the calcium spin qubit

the two Zeeman sublevels directly correspond to the valence electron spin states |↓〉 and
|↑〉. A magnetic field at the trap location lifts the degeneracy of the spin states, and
leads to a ground-state Zeeman splitting of about 2π · 10.5 MHz. This is sufficient to
separate the qubit states and their motional sidebands in frequency space, but smaller
than the natural linewidth of the S1/2 ↔ P1/2 transition, simplifying Doppler cooling
and detection.

3.1. Ionization of calcium ions

Before calcium ions can be loaded in the Paul trap, they have to be created first. The first
ionization energy of calcium is about 6.11 eV, which corresponds to a laser wavelength
below 203 nm. Operation of such a laser would imply tremendous technical issues and
is thus avoided here. Instead, an isotope-selective two-step ionization scheme is used
to ionize a beam of neutral calcium atoms inside the trap volume [Gul01]. Two lasers
are required to implement this scheme: The first laser is resonant to the 4s2 ↔ 4s4p
transition near 423 nm in neutral calcium. For the second step, a laser with a wavelength
below 390 nm is sufficient to excite the atom from the 4s4p state to the continuum. In
this work, a laser running at 374 nm drives this transition (see Fig. 3.1(b)). Illumination
of both lasers for a few seconds is sufficient to ionize single calcium atoms inside the trap
volume.

3.2. Cooling and state initialization

After calcium ions have been ionized, they carry a significant amount of kinetic energy.
Ion detection with high efficiency and the formation of stable ion crystals is only feasible
if the ions are brought close to rest via Doppler cooling [Cir94, Pos10]. The ions are
Doppler cooled by simultaneously exciting all Zeeman sublevels of the S1/2 ↔ P1/2
transition (in the following termed cycling transition) near 397 nm. The P1/2 state
features a short decay time of 7.1 ns, and thus a large amount of photons are scattered
upon laser radiation. Since the laser light is red-detuned from resonance by a few tens
of MHz, a net cooling force arises until an equilibrium state is reached.
The P1/2 state not only decays to the ground state, but also to the metastable D3/2

state with a probability of about 6% [Het15]. In order to avoid population trapping in
the metastable state, an additional repump laser beam near 866 nm is employed that
transfers the trapped population back to the P1/2 state.

After Doppler cooling, the ion motion is described by a thermal state with the mean
phonon occupation number n̄. For higher trap frequencies, lower mean phonon numbers
are reached. In this experiment, typical trap frequencies are ωx = 2π · 1.5MHz, ωy =
2π · 3.8MHz, ωz = 2π · 4.6MHz, and mean phonon numbers of about n̄x = 18, n̄y = 6,
n̄z = 4 are attained for a single trapped ion. Here, x denotes the motion along the axial
trap direction, and y, z denote the radial modes of motion. Doppler cooling is performed
for about 1.5 ms before each experimental cycle.
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Figure 3.2.: Schematic view of (a) sideband cooling and (b) frequency selective optical
pumping. Straight lines indicate transitions excited by laser light, and curved lines indicate
spontaneous decay. Magnetic quantum numbers m and motional quantum numbers n are
given for relevant energy levels.

For various experiments, it is desired to further cool the motion close to the ground
state via resolved sideband cooling [Mon95], a technique that relies on driving red mo-
tional sidebands on a narrow transition. Here, stimulated Raman transitions between
the qubit states are used to repeatedly perform π-pulses on red sideband transitions,
which transform the state |↑〉 |n〉 to |↓〉 |n− 1〉 (Fig. 3.2(a)).
Spin initialization to the state |↑〉 is required prior to each laser pulse on the red

sideband. If population resided in the |↓〉 state, a π-pulse on the red sideband would
actually add a phonon to the motional state. The qubit state is thus initialized to |↑〉
via optical pumping on the cycling transitions, where only σ+ transitions are driven to
deplete population in the |↓〉 state. A pulse duration of 2 µs is sufficient to initialize the
|↑〉 state with about 99% efficiency. In total, about 50 pulses on the red sideband with a
duration in the 10− 20 µs range are performed to cool the axial mode of motion close to
the ground state. For the radial modes of motion, fewer pulses are necessary, but with
higher pulse times. Mean phonon numbers below n̄ = 0.1 are typically reached after
sideband cooling.
At the beginning of the cooling sequence, the application of pulses on the second red

sideband improves the cooling rate, because two phonons are discarded with a single
pulse instead of one. Furthermore, there are certain Fock states for which the Rabi
frequencies of the first-order red sideband are close to zero (see Fig. 2.2(b)). Thus, an
optimized cooling strategy includes pulses on both first and second order red sidebands
[Che17].
Sideband cooling is concluded by optical pumping to the state |↑〉. Optical pumping

on the cycling transitions is strongly dependent on the beam polarization: An imperfect
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3. Operation of the calcium spin qubit

polarization and an imperfect angle between laser beam and magnetic field lead to
undesired σ− contributions, which slightly deplete the |↑〉 state and limit the fidelity of
state preparation. In order to surpass these limitations, additional frequency-selective
pumping utilizing the narrow S1/2 ↔ D5/2 quadrupole transition near 729 nm is used.
This pumping scheme is visualized in Fig. 3.2(b): A narrow-band laser at a wavelength
near 729 nm drives the dipole-forbidden transition between the |↓〉 state and the m =
+3/2 sublevel of the D5/2 metastable state. Due to the small linewidths of the transition
and of the laser, this population transfer is frequency-selective and hence does not affect
the |↑〉 state. Complete population transfer is typically achieved within 10µs. Then, the
transition D5/2 ↔ P3/2 is driven by a laser near 854 nm. Transitions to the m = 1/2 and
m = 3/2 sublevels are dipole-allowed, and the population in the D5/2 state is typically
depleted within 2 µs. From these sublevels, rapid spontaneous decay occurs preferably
to the desired qubit state |↑〉. The pumping procedure is usually repeated a few times,
leading to an occupation probability above 99.9% in the desired state.

3.3. Single-qubit gates
Single-qubit gates are executed by turning on two laser beams that drive stimulated
Raman transitions. Both beams are close to resonance of the cycling transition, but
sufficiently detuned to avoid population and spontaneous emission from the P1/2 state.
The choice of the detuning ∆ is a compromise between desired Rabi frequency, toler-

able spontaneous-emission rate, and available laser power: Assuming equal intensity I
for both laser beams at the ion position, the Rabi frequency scales as Ω ∝ I/∆, and the
decoherence rate caused by spontaneous emission scales as R ∝ I/∆2 [Pos10, Appendix
A]. If detuning and laser intensities are increased by the same factor, the Rabi frequency
remains constant, but the spontaneous emission rate is reduced. The detuning in the
experiments typically ranges between 2π · 0.3− 3 THz depending on the application.
The beam geometry has a significant impact on the quality of single-qubit rotations.

The relative angle of the two laser beams determines the effective wave vector ~keff = ~k1−
~k2 of the stimulated Raman transitions, and the projection of ~keff to the motional modes
of an ion crystal determines the coupling strength to the respective modes. Coupling
to the motion is desired for spectroscopy of motional frequencies and two-qubit gates,
but leads to additional errors for single-qubit gates, because the Rabi frequency depends
on the populated phonon numbers in the motion. In general, multiple phonon numbers
are populated, and Rabi oscillations with different Rabi frequencies are simultaneously
driven, which leads to decoherence. This effect can be eliminated by employing a pair
of co-propagating laser beams, where the effective wave vector ~keff vanishes. With co-
propagating laser beams and a Raman detuning of about ∆ = 2π ·3.1 THz, high-quality
single qubit gates with an error per gate of 5.1(2)·10−5 have been achieved in the present
experiment [Kau17a].
Resonant driving of a single qubit is described by the unitary operator

R̂φ(θ) = exp
(
−i θ2 (σ̂x cosφ+ σ̂y sinφ)

)
(3.1)
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with the Pauli matrices and the basis states

σ̂x =
(

0 1
1 0

)
, σ̂y =

(
0 −i
i 0

)
,

(
1
0

)
≡ |↑〉 ,

(
0
1

)
≡ |↓〉 . (3.2)

The rotation angle φ on the Bloch sphere is controlled by the phase of the light field, and
the pulse area θ = tΩ is experimentally set by a laser-pulse time t and Rabi frequency
Ω [Sch13].

3.4. Two-qubit gate
A universal set of quantum gates for realizing arbitrary unitary operations on multiple
qubits not only requires the physical implementation of single-qubit gates, but also one
type of gate acting on two qubits. This experiment relies on a phase gate expressed by
the unitary operator

Ĝ =


eiπ/2 0 0 0

0 1 0 0
0 0 1 0
0 0 0 eiπ/2

 (3.3)

in the logical basis
1
0
0
0

 ≡ |↑↑〉 ,


0
1
0
0

 ≡ |↑↓〉 ,


0
0
1
0

 ≡ |↓↑〉 ,


0
0
0
1

 ≡ |↓↓〉 . (3.4)

A possible physical implementation of Ĝ is the geometric phase gate [Lei03b], which offers
an intrinsic resistance to certain experimental imperfections and can be implemented by
using the Raman laser beams that are already present for sideband cooling and single-
qubit gates. In the following, we outline the working principle of the geometric phase
gate based on the explanation by Leibfried et al. [Lei03b]. Systematic errors of this gate
scheme have been thoroughly investigated by Ballance [Bal14].
The interaction is driven by two orthogonally propagating laser beams, with the ef-

fective wave vector ~keff aligned perpendicular to the trap axis. A standing-wave pattern
arises in the overlapping region of both laser beams, where the polarization is periodi-
cally varying between left circular and right circular. The regions pertaining to left and
right circular polarization travel along the direction of ~keff (Fig. 3.3(a)). At the posi-
tions of the ions, the polarization oscillates at a frequency equivalent to the frequency
difference ∆ω between both laser beams.

Circularly polarized optical fields give rise to a differential AC Stark shift between
the qubit states of both ions, leading to a spin-dependent optical dipole force F =
±F0 sin(∆ωt − ϕ0), where the sign of the force depends on the ion spin. If ~keff is
perfectly aligned at a 90◦ angle relative to the trap axis, the phase offset ϕ0 is identical
for both ions. The phase is only well-defined if the size of the ions’ wave packets is small

37



3. Operation of the calcium spin qubit

x

px

x

1. 2. 3. 4.

(a) (c)

x

z

(b)

Figure 3.3.: Geometric phase gate. (a) Beam geometry relative to the trap axis x. The
angles of the laser beams are chosen such that the effective wave vector ~keff is aligned perpen-
dicular to the trap axis. (b) Forces arising from the oscillating polarization pattern for all
possible spin configurations of the ions. If the force is resonant to the oscillation frequency
of the center-of-mass mode, cases 2. and 3. are forbidden, because these require resonance
to the oscillation frequency of the rocking mode. (c) Trajectories in phase space for a de-
tuned force acting on the center-of-mass mode, in the rotating frame of the ion motion. The
accumulated phase φ is proportional to the enclosed area of the loops. (initially published in
[Bru17] and modified)

compared to the wavelength of the laser beams. This is only the case if the ions are
cooled close to the ground state of motion.

Two normal modes of motion can be excited by the optical dipole force: The center-
of-mass mode at frequency ωCOM, where both ions oscillate in phase, and the rocking
mode at frequency ωR =

√
ω2
COM − ω2

x, where both ions oscillate by 180◦ out of phase.
Here, ωx denotes the oscillation frequency of the axial center-of-mass mode. A significant
excitation only occurs if the driving force is resonant to a normal mode.
Let us discuss the case of ∆ω = ωCOM, i.e. when the force is resonant to the center-

of-mass mode. In order to excite the motion, the force on both ions has to match the
oscillation pattern of the center-of-mass mode (Fig. 3.3(b)). If the ion spins are prepared
in the |↑↑〉 or |↓↓〉 states, the force on both ions is identical and the center-of-mass mode
is excited. For the |↑↓〉 and |↓↑〉 states, the force is acting in opposite directions, which
corresponds to the oscillation pattern of the rocking mode. However, since we assume

38



3.5. Spin readout

∆ω = ωCOM, the driving force is off-resonant to the rocking-mode frequency, and the
mean excitation is negligible.

Rather than driving the center-of-mass mode resonantly, a slight detuning δ is added
to the driving frequency such that ∆ω = ωCOM+δ. The driving force is therefore slightly
asynchronous with the motion, but re-synchronizes after a duration T = 2π/δ. In the
experiment, the detuning δ is usually in the range of 2π · 10 − 30 kHz. During T , the
ions undergo circular trajectories in phase space (Fig. 3.3(c)), and return to the initial
position. During this process, a phase φ proportional to the enclosed phase-space area
is acquired [Lei03b]. By tuning the laser power, we can adjust the enclosed phase-space
area and choose a phase of φ = π/2, effectively implementing the operator Ĝ (Eq. 3.3).
In the experiment, the geometric phase gate is implemented by performing two loops

in phase space, with a π-pulse on the ion spins between both loops. In this case, the
laser power is tuned such that the ions acquire a phase of φ = π/4 during each loop.
This technique suppresses certain error sources, such as unequal illumination of the ions
by the laser beams. The duration of the two-loop gate is usually between 30− 100 µs.

3.5. Spin readout
After the application of gate operations, the spin state of the ions has to be analyzed.
Complete information about the spin wave function |Ψ〉 = a |↑〉 + b |↓〉 cannot be re-
constructed in a single experimental run. Instead, measurements on quantum states
are projective: Upon measurement, the wave function randomly collapses to one of the
basis states |↑〉 and |↓〉, with the respective probabilities |a|2 and |b|2. Thus, in order to
reconstruct the parameters a and b, an experiment has to be repeated under the same
conditions to obtain the probabilities |a|2 and |b|2. Experiments where the relative phase
between both spin states is of interest require an additional π/2 laser pulse is required
prior to readout, which transforms the relative phase to a population imbalance (see Sec.
6.1).
For performing a projective measurement of the ion spin, population in the |↑〉 state

is first transferred to the long-lived D5/2 state by the narrowband laser near 729 nm
(Fig. 3.4(a)). This transfer is also called shelving [Nag86]. Two rapid adiabatic passage
pulses [Mal01] transfer population from the |↑〉 state to the m = +1/2 and m = −3/2
sublevels of the D5/2 manifold. Starting at t = 0, the frequency ωL of the laser pulse is
linearly swept through the qubit resonance ω0 via

ωL(t) = ω0 + δ

(
2 t
T
− 1

)
(3.5)

with the total pulse duration T and the maximum detuning δ. In theory, best efficiency
is reached for δ → ∞. Here, a maximum detuning of δ = 2π · 120 kHz is chosen to
avoid off-resonant driving of transitions from the |↓〉 level to the D5/2 state. The pulse
duration in the experiment is T = 200 µs. The laser intensity is varied according to

I(t) = I0 sin2
(
π
t

T

)
(3.6)
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Figure 3.4.: Experimental spin readout. (a) Schematic view of relevant transitions. First,
population in the state |↑〉 is transferred to the m = +1/2 and m = −3/2 sublevels of
the D5/2 state. Then, the S1/2 ↔ D5/2 cycling transition is excited, and photons are only
scattered if the ion has been projected to the |↓〉 state. Spontaneous decay to the D3/2 state is
counteracted by the repump laser at 866 nm. This is omitted for simplicity. (b) Histogram
of observed photon counts during a detection time of 500 µs. A predetermined detection
threshold serves to classify the observed photon count as "dark" or "bright".

with I0 the intensity on resonance. Rapid adiabatic passage pulses enable highly efficient
broadband population transfer insensitive to variations in the Rabi frequency. The
population transfer is therefore robust to laser-frequency and power drifts.
Significant loss of shelving efficiency is only observed in experiments where the mo-

tional state of the ions is strongly excited by heating or oscillatory excitation. This is
because the Rabi frequency of the relevant transitions is affected by the motional state
of the ions. Moreover, transition matrix elements of higher-order motional sidebands are
enhanced for highly excited motional states, which leads to undesired off-resonant de-
pletion of the |↓〉 state. For experiments with strong motional excitation, it is therefore
necessary to characterize readout errors in separate measurements.

After shelving, the cycling transition is driven by the laser near 397 nm that is also
used for Doppler cooling (Fig. 3.4(a)). If the ion has been projected to the ground state,
scattered photons are observed by a photomultiplier tube. Compared to the initial
Doppler cooling step, the laser power is increased by a factor of about 5 to maximize the
number of scattered photons. If the ion has been projected to the D5/2 state, the laser
near 397 nm is non-resonant and the number of observed photons is greatly reduced.
Figure 3.4(b) depicts a histogram of observed photon counts within a detection time

of 500 µs. Here, repeated experimental runs have been performed where the ion has
been alternately prepared in the ground state ("bright") and the D3/2 metastable state
("dark"). Both states yield photon count distributions that can be clearly separated by
a fixed threshold. This threshold can be used in arbitrary experiments to classify the
observed result as "dark" or "bright", corresponding to the respective spin states |↑〉 and
|↓〉 prior to shelving.
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3.5. Spin readout

Longer detection times further separate both photon count distributions and reduce
the error of the state-discrimination procedure. However, spontaneous decay from the
metastable state is also aggravated and leads to readout errors. In the present experi-
ment, a detection time of about 0.7 ms is an optimal compromise between both effects,
and combined errors for state preparation and measurement ("SPAM") as low as 8 ·10−4

are observed [Kau17c].
Detection of state-dependent fluorescence concludes an experimental run. The subse-

quent experimental cycle is initiated by Doppler cooling, where the laser near 854 nm is
turned on to deplete remaining population in the metastable D5/2 state.
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4 Experimental Apparatus

This chapter presents the experimental apparatus in detail. The core of the experiment
is the ion trap (Sec. 4.1), mounted inside a vacuum chamber. A µ-metal magnetic-
shielding enclosure contains the trap setup (Sec. 4.2), which consists of a vacuum cham-
ber, coils and permanent-magnet rings for magnetic-field generation (Sec. 4.4), and laser
beam-focusing optics (Sec. 4.3). An electronic supply system generates time-dependent
voltages for the trap electrodes and performs switching of laser beams (Sec. 4.5).

4.1. Ion trap
Two versions of segmented ion traps have been operated for the experiments presented
in this thesis (Fig. 4.1), with designs similar to [Sch09]. The version one (V1) trap has
been designed and built by Claudia Warschburger. It consists of two gold-coated chips,
which constitute the trap electrodes, and an insulating layer that separates the two chips.
Trapped ions reside in a slit that defines the center of the trap and spatially separates
the DC and radio-frequency (RF) electrodes of the chips. In total, these electrodes form
32 independent segments. The width of the trap slit is about w = 400 µm, the distance
between the center of neighboring electrodes is about d = 230 µm, and the thickness of
the insulating layer is about t = 250 µm. The work on ion crystal separation (chapter
5) has been conducted with this trap.
A key property of ion traps is the electrical noise arising from the trap surface. This

electrical noise heats the motion of the ions, and is thus commonly characterized by
the heating rate, given by the number of phonons added to the motional state within
unit time. In the V1 trap, a typical axial heating rate of about 2000 phonons/s at
an oscillation frequency of 2π · 1.4MHz has been observed, thus limiting its use for
experiments on a long timescale. The physical mechanisms leading to this electrical
noise are, in general, not well understood [Bro15].
For the version two (V2) trap, it has been attempted to reduce electrical noise by

increasing the thickness of the gold layer from about 0.5 µm to 8 µm, and by increasing
the distance between the trapped ions to the nearest dielectrics from about 400 µm to
700 µm. The distance between the center of neighboring electrodes has been reduced to
about 200 µm to ease ion-crystal separation.

The V2 trap has been designed and built in a collaborative project involving Henning
Kaufmann, Christian Schmiegelow, Marco Dillmann, and Max Hettrich. A detailed de-
scription of the trap is given by Kaufmann [Kau17a]. The most remarkable improvement
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Figure 4.1.: Photographs of the segmented ion traps used within this thesis. Left: Version
one (V1) trap, which has been employed for measurements in chapter 5 (Image taken by
Claudia Warschburger). Right: Version two (V2) trap, used for measurements in chapters 6
and 7 (Image taken by Henning Kaufmann).

is a reduction of the heating rate of all motional modes to the 3− 20 phonons/s range,
enabling measurements with long wait times (see chapters 6 and 7). Furthermore, the
electrical-field stability has been substantially improved, reducing the calibrational effort
for ion-crystal separation (see Sec. 5.1).

4.2. Trap setup
The ion trap is mounted inside a vacuum chamber with a diameter of around 25 cm. A
magnetic-shielding enclosure1 with outer dimensions of 510 mm (height) × 625 mm ×
625 mm protects the setup from ambient magnetic-field fluctuations. It consists of two
layers of µ-metal (an alloy of 80% Ni and 20% Fe with a permeability of about 80000),
each with 2 mm thickness and separated by a 6 mm Al layer. The enclosure is composed
of one bottom part and two removable top parts, where overlapping µ-metal lids ensure
that the shielding efficiency is not compromised by the gaps between the parts (Fig. 4.2).
Attenuation factors for the magnetic field amplitude in the range between 150 and 300
for signal frequencies between 0 Hz and 100 kHz have been measured [Kes12].
An ion-getter vacuum pump2 is connected via a 30 cm long tube to the vacuum

chamber, and resides outside of the magnetic-shielding enclosure because it contains
magnetic parts. An additional non-evaporable getter pump3 (not shown in Fig. 4.2) is
mounted close to the ion trap, and does not require electrical connections or magnetic
parts for operation. Both pumps maintain a pressure below 10−11 mbar inside the
vacuum chamber.

1Sekels GmbH, Ober-Mörlen, Germany
2NEXTorr D100-5, SAES Getters, combination of non-evaporable getter and sputter ion pump
3CapaciTorr D100, SAES Getters
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Figure 4.2.: Left: Rendered image of the ion-trap setup with magnetic-shielding enclosure,
shown with one top part removed. The laser-focusing optics are not shown. Electrical
signals and optical single-mode fibers are supplied via the holes with cylindrical sleeves.
An additional hole on the back side allows for imaging of fluorescence emitted from the
trapped ions (Image by Claudia Warschburger, taken from [Rus16]). Right: Photograph of
an aluminum frame bearing permanent magnets. Two frames have been built and directly
mounted on the magnetic-field coils.

Laser beams are supplied to the trap setup via single-mode fibers. All fibers and
electrical signals, as well as the free-space photon collection optics, are fed into the
enclosure through circular holes with diameters of up to 100 mm. The holes feature
cylindrical µ-metal sleeves of 100 mm length outside the enclosure in order to retain
shielding efficiency.
The radio-frequency (RF) electrodes of the ion trap are supplied with an alternating

voltage of about 320 V peak-to-peak at a frequency of Ωrf = 2π · 33 MHz. The voltage
is generated by an RF source4 and amplified by a water-cooled RF amplifier5. The
output of the amplifier is fed into the magnetic-shielding enclosure, where the voltage is
further amplified by a helical resonator and guided to the trap. The RF voltage is actively
stabilized in order to provide stable ion oscillation frequencies along the radial directions
of the trap. A detailed description of the circuit is given by Kaufmann [Kau17a].
A calcium oven inside the vacuum chamber continuously directs a vapor of calcium

atoms to the trap. These atoms are ionized by laser beams on demand (Sec. 3.1). The
oven is composed of a stainless steel tube filled with calcium granules, heated by an
electrical current of about 2.9 A6. About 2 W of heat is dissipated by the oven and
the electrical wires. The oven is constantly heated during experiments to avoid thermal

4Rohde & Schwarz SMB100A
5Mini-Circuits ZHL-5W-1
6supplied by an Agilent E3646A power supply in current control mode
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4. Experimental Apparatus

drifts of the trap setup. A negative impact on the qubit-coherence time could not be
observed.

4.3. Optical setup
The optical setup can be considered as two parts: (1) The laser-focusing optics inside
the magnetic-shielding enclosure, and (2) the laser setup outside of the enclosure, where
all lasers are installed and the beams are controlled by either mechanical shutters or
acousto-optic modulators (AOMs).
Acousto-optic modulators diffract light via sound waves in a quartz crystal. The sound

waves are created by a piezoelectric transducer, driven by an external RF source. In a
nutshell, acousto-optic modulators transfer the amplitude, frequency, and phase of an RF
signal to a laser beam. In the present setup, AOMs are used in single-pass and double-
pass configurations. In a single-pass configuration, the laser beam passes the crystal
once, and is diffracted at an angle θ that depends on the frequency of the RF source. Up
to 90% diffraction efficiency can be achieved if the size of the laser beam is sufficiently
large. Typical diffraction efficiencies in the experiment range from 60% to 85%. In a
double-pass configuration, a mirror reflects the laser beam back to the AOM after the
first diffraction, where it is diffracted a second time at an angle −θ. A double-pass
configuration offers the advantage that the frequency shift is applied twice (permitting
higher total frequency shifts), and that the laser position is independent of the diffraction
angle. Drawbacks of double-pass configurations are higher space requirements and a
reduction of the total diffraction efficiency. More information is, e.g., given by Donley
et al. [Don05].
In the course of this thesis, the beam-focusing optics inside the magnetic-shielding

enclosure have been entirely reworked. The following discussion therefore focuses on this
part of the optical setup. Figure 4.3 gives an overview over the laser-beam configuration,
and Fig. 4.4 depicts the beam-focusing optics in the regions marked as (a)-(d) in Fig. 4.3.
Single-mode fibers guide all beams from the laser setup into the enclosure. Since

beams exiting the fibers are divergent, lenses with focal lengths f ≤ 12.5 mm first create
collimated beams. A second lens then focuses each laser beam to the trap position. In
order to avoid scattered laser light at the trap electrodes, the 1/e2 beam diameter of the
Gaussian laser beams at the trap location must be much smaller than the width of the
trap slit of about 400 µm. Smaller beam diameters also lead to higher field intensities
at the location of the ion, i.e. less laser power is required for attaining similar Rabi
frequencies. In the present setup, all beams, as well as the fluorescence-collection optics,
are focused to the same trap segment, the laser interaction zone. A dedicated laser-
alignment camera eases the process of aligning laser beams to a specific trap segment.
Before the beam-focusing optics was installed, the expected beam diameters at the

trap location had been determined in a separate test setup by a beam profiler7. For all
beams, 1/e2 diameters in the range of 50 µm and 100 µm had been measured (Table 4.1).

7Thorlabs BC106-VIS CCD Camera Beam Profiler
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Figure 4.3.: Top view on the optical setup inside the magnetic-shielding enclosure. The
buffer zone is occupied by the upper parts of the µ-metal shielding. In the regions (a)-(d),
additional optics is installed in order to focus the laser beams to the trap and to prepare the
correct beam polarizations. A more detailed overview on the optics is shown in Fig. 4.4.

Since a beam profiler cannot be placed at the location of the ion trap, the diameters
might slightly deviate in the final setup. If further knowledge about the beam profile at
the trap location is desired, a trapped ion may serve as a high-resolution probe in future
measurements [Sch16b].
All beams can be adjusted remotely via piezo-controlled mirror holders8 or transla-

tion stages9, each of them featuring two motorized axes for vertical and horizontal beam
alignment. The models in the present setup do not require a connection to a power-
supply unit to maintain their position, and thus do not introduce magnetic noise near
the ion trap. For monitoring laser powers remotely, small fractions of all laser beams are

88807 Picomotor Center Mount, New Focus
99061-XZ-M translation stages with 8302 Tiny Picomotor actuators, New Focus
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4.3. Optical setup

Name λ (nm) Control Pol. Power ^̂̂(~k, ~B) ∆m d (µm)
Quadrupole 729.347 AOM (2x) H 15 mW 45◦ 0,±2 75
Doppler 396.959 AOM (2x) H 50 µW 90◦ 0 75
Spin init. 396.959 AOM (2x) R 30 µW 180◦ +1 90
Repump 866.451 AOM (2x) D 25 µW 90◦ 0,±1 90
Quench 854.443 AOM (2x) D 10 µW 90◦ 0,±1 90
Photoion 374 shutter V 1 mW 0◦ ±1 75
Photoion 422.791 shutter H 4 mW 0◦ ±1 90
Raman R1 396.56 AOM (1x) H 2 mW 90◦ 0 50
Raman CC 396.56 AOM (1x) V 2 mW 90◦ ±1 50
Raman R2 396.56 AOM (1x) H 200 µW 180◦ ±1 50
Raman R4 396.56 AOM (1x) H 2 mW 0◦ ±1 50

Table 4.1.: Properties of all laser beams at the trap location. λ denotes the vacuum wave-
length. Polarizations are either horizontal (H), vertical (V), diagonal (D), anti-diagonal (D),
or right circular (R). The polarization and the angle between the laser beam and the mag-
netic field ^(~k, ~B) determines the allowed transitions ∆m. The diameter d denotes the 1/e2

width of the laser beam, as measured by a beam profiler in a separate setup (see text).

branched off by beam-splitters and focused to photodiodes10. All photodiode amplifiers
reside outside of the magnetic-shielding enclose. In the following, we discuss the gener-
ation and control of each beam in more detail. Table 4.1 summarizes the properties of
all laser beams.

Ion-fluorescence detection
Ion-fluorescence light near 397 nm for qubit detection (see Sec. 3.5) is collected by an
imaging objective11 and detected by a photomultiplier tube12 (PMT) and an EMCCD
camera13, both of which reside outside the magnetic-shielding enclosure at a distance
of about 102 cm to the ion trap (see Fig. 4.4(e)). The ions are imaged to the sensor
of the EMCCD camera with a magnification of about 15. In contrast to the PMT, the
EMCCD camera allows for resolving individual ions within ion crystals, but requires a
2-3 times longer detection time for dark/bright discrimination of a single ion. A beam
splitter directs 90% of the light to the PMT and only 10% of the light to the EMCCD
camera, which is mainly utilized for measurements of ion positions and for monitoring
purposes. A total of three rectangular diaphragms block laser light scattered at the trap
electrodes, and band-pass filters14 suppress light at wavelengths outside the range of
about 390 nm - 400 nm.

10Thorlabs SM05PD1A
11f ≈ 67 mm, d = 45 mm, l = 192 mm, S6ASS2241/045 SILL 132177, Sill Optics GmbH & Co. KG
12Photon counting head H10682-210, Hamamatsu Photonics K.K.
13Andor iXon, Model No. DV860DCS-UVB
14Semrock FF01-395/11 for the PMT, and Edmund 394 #65-131 for the EMCCD camera
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Qubit readout of a two-ion crystal requires discrimination between four states: (1)
dark & dark, (2) dark & bright, (3) bright & dark, (4) bright & bright. The PMT only
allows for measuring the number of bright ions, i.e. it cannot distinguish between case
(2) and (3). In many experiments, this information is already sufficient. If the complete
information is required, it can be obtained by using either the EMCCD camera or by
separating the ion crystal as presented in chapter 5. After an ion crystal has been
separated, fluorescence of the individual ions can be consecutively measured by the
PMT and all four states can be discriminated.

729 nm for shelving and qubit initialization
The laser beam for driving the S1/2 ↔ D5/2 quadrupole transition at a wavelength of
729.347 nm for shelving (see Sec. 3.5) and qubit initialization (Sec. 3.2) is generated by a
titanium-sapphire laser15. The laser is frequency stabilized to a high-finesse Fabry-Perot
cavity16 via the Pound-Drever-Hall technique [Bla01, Mac12]. The beam is controlled
by an AOM in double-pass configuration, supplied to the setup via a single-mode fiber,
and focused to the ion trap by the imaging objective. It is aligned at a 90◦ angle to the
trap axis x in order to suppress coupling to the axial mode of motion. Thus, shelving
efficiency is unaffected by motional excitation of the ions along the axial direction, mainly
caused by shuttling. The beam is horizontally polarized and therefore couples only to
∆m = 0,±2 transitions [Roo00], minimizing errors due to off-resonant excitation.

397 nm for Doppler cooling and qubit initialization
Laser light for Doppler cooling and qubit initialization (see Sec. 3.2) near 396.959 nm
is generated by the same diode laser17 and split into two beams. The Pound-Drever-
Hall technique is used to compensate frequency drifts of the diode laser. Each beam is
controlled by a separate AOM in double-pass configuration and guided to the trap setup
via a separate single-mode fiber. The laser beam for spin initialization must be circularly
polarized in order to drive only the ∆m = +1 transition. For this purpose, a Glan-Taylor
polarizer first produces extremely pure linear polarization. Then, a λ/4-plate transforms
the polarization to right circular.

866 nm & 854 nm for repumping and quenching
Two diode lasers18 at wavelengths of 866.451 nm ("repump", see Sec. 3.2) and 854.443 nm
("quench", see Sec. 3.5) produce light for depleting the D3/2 and D5/2 levels of the trapped
calcium ions, respectively. Frequency drifts of the repump laser are compensated via
the Pound-Drever-Hall stabilization scheme. Frequency stability of the quench laser is
less critical - it is merely regulated to a wavelength meter with an accuracy of about

15Matisse TX, Sirah - Lasertechnik GmbH
16ATFilms 6020 notched cavity, finesse F ≈ 140 000 [Mac12]
17DL 100 Pro (TOPTICA Photonics)
18DL 100 (TOPTICA Photonics)
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4.3. Optical setup

10 MHz19. Both laser beams are controlled by separate AOMs in double-pass configura-
tion, overlapped by a polarizing beam splitter, and coupled into the same single-mode
fiber. After passing through the polarizing beam splitter, the beams are orthogonally
polarized to each other. Inside the trap setup, the polarizations are altered to (anti-)
diagonal. This way, both ∆m = 0,±1 transitions are driven and all magnetic sublevels
of both D3/2 and D5/2 states are depleted.

374 & 422 nm for photoionization
Two diode lasers at wavelengths of 374 nm20 and 422.791 nm21 serve to ionize calcium
atoms at the trap location (see Sec. 3.1). The frequency of the laser at 422.791 nm is
regulated based on the wavelength meter. Since the laser at 374 nm drives the transition
to the continuum, a frequency regulation is not necessary. A mechanical shutter blocks
both beams if the desired number of ions is stored inside the ion trap. The beams are
overlapped by a polarizing beam splitter and coupled into the same single-mode fiber.

397 nm for stimulated Raman transitions
A total of four laser beams are used for qubit manipulation (see Secs. 3.3,3.4). The beams
are directed to the ion trap at different angles, so that stimulated Raman transitions
can be driven with different effective ~k-vectors by choosing the appropriate pairs of laser
beams. For the copropagating beams termed R1 and CC, the effective ~k-vector vanishes
and the transition is completely decoupled from the motion of the ions. By combining
the beams R1 and R2, the transition couples only to the axial modes of motion with
a Lamb-Dicke parameter of about η ≈ 0.2. Similarly, the beams R1 and R4 drive
transitions that couple to the radial modes of motions with η ≈ 0.1. For performing
two-qubit gates that couple only to the radial modes of motion without driving the qubit
transition, the beams R4 and CC are used.

All beams are derived from a common laser source at 396.56 nm22, blue detuned by
about 2π·740 GHz from the S1/2 ↔ P1/2 cycling transition. An electro-optic modulator23
and a polarizer serve to stabilize the laser power based on a photodiode24-signal. The
signal is fed to a regulation circuit25 that controls the input voltage of the electro-optic
modulator such that a constant laser power is maintained.
The beams are separated by polarizing beam splitters and individually controlled by

AOMs26 in single-pass configuration. Here, single-pass configurations enable a compact
optical setup [Not17, Kau17a], which is crucial for maintaining relative phase stability
between the laser beams. The beams R2 and R4 are coupled into individual fibers, and

19Wavelength Meter WSU, HighFinesse Laser and Electronic Systems
20free running diode, DL 100 (TOPTICA Photonics)
21DL 100 Pro (TOPTICA Photonics)
22frequency doubled diode laser, TA-SHG (TOPTICA Photonics)
23LINOS LM 0202 P 5W VIS
24Thorlabs PDA8A/M
25TEM Messtechnik NoiseEater 3V2 & HighVoltageAmplifier-Fast
26Gooch & Housego I-M110-3C10BB-3-GH27, I-M095-3C10BB-3-GH27
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the beams R1 and CC are jointly guided to the trap setup by the same fiber. Inside the
magnetic-shielding enclosure, Glan-Taylor polarizers ensure pure linear polarization for
the R2 and R4 beams. This leads to balanced coupling to the ∆m = +1 and ∆m = −1
transitions, which is crucial for avoiding differential AC Stark shifts between the qubit
states [Pos10].

4.4. Magnetic-field generation
A magnetic field inside the enclosure, either generated via magnetic-field coils or perma-
nent magnets, splits degenerate energy levels of the trapped calcium ions and provides
a quantization axis. Two magnetic-field coils with an inner diameter of 75 mm and 170
windings are placed around viewports of the vacuum chamber in a coaxial geometry.
The distance of each coil to the ion trap is about 155 mm. A specially designed current
source27 delivers a current of about 3.3 A to both coils with fluctuations on the order
of ∆I/I ≈ 10−5 [Mon11a, p. 33]. The current generates a magnetic field of about
0.37 mT at the ion location and splits the ground state Zeeman sublevels of the trapped
calcium ions by about 2π · 10 MHz. A total voltage of 4.3 V is required to supply
both coils in series. Under operation, the coils dissipate about 15 W of heat inside the
magnetic-shielding enclosure.
As part of this work, generation of the quantizing field by permanent magnets was

investigated. A magnetic field of similar magnitude can be created by 80 individual
Sm2Co17 cylindrical magnets with 6 mm diameter and 4 mm length28, see Fig. 4.2. This
material combines a high remanence of about 1 T with a low temperature dependence of
about −0.03 %/K. Remanence describes the magnetization of ferromagnetic materials
at zero external field after they have been magnetized to saturation. The magnets are
glued at constant spacing into two round aluminum frames with an inner diameter of
108 mm and an outer diameter of 128 mm. The two frames are directly mounted around
the magnetic-field coils. An advantage of the permanent magnets with respect to the
coils is that no heat is dissipated inside the magnetic-shielding enclosure. This leads to
a greatly improved stability of the laser-focusing optics.

Figure 4.5 illustrates the magnetic field generated by (a) the permanent magnets and
(b) the coils. The permanent magnets have been modeled as magnetic dipoles with a
dipole moment µ = BRV/µ0 resulting from the magnets’ volume V , the remanence of
about BR = 1 T, and the vacuum permeability µ0. For the coils, each wire has been
described as a circular current loop. The main difference in the field distribution is that
for the permanent magnets, the field direction switches signs along the symmetry axis
given by the center of both Aluminum rings.
The different field geometries have consequences on the field homogeneity at the trap

position: For the permanent magnets, the optimal ring radius for best homogeneity is
Rring ≈ 0.29 d instead of Rcoil = d in the case of coils, with d the distance between the

27Design from Prof. Rainer Blatt’s group, University of Innsbruck, supplied by an Agilent E3633A
power supply in voltage control mode

28DeltaMagnet DE64, IBS Magnet, Berlin, Germany
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Figure 4.5.: Simulated magnetic field generated from (a) permanent-magnet rings and (b)
coils. A cross section along the plane given by zsetup = 0 is shown, and coordinates are
given relative to the ion trap center. Arrows and shaded areas depict the field direction and
strength, respectively. In (a), black arrows indicate the directions of the magnetic dipoles,
and black dashed ellipses indicate regions in which the magnetic field approaches zero. (c)
Calculated magnetic-field shift along the trap axis x relative to the trap center in the case
of permanent magnets (blue curve) and coils (red curve). A qubit frequency shift of 3 kHz
corresponds to a relative frequency shift of about 0.03%.
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rings. The latter relation is also known as Helmholtz configuration, and would maintain
homogeneity over a larger range as compared to the permanent-magnet configuration.
However, in our ion-trap setup, the radius of the coils and magnet rings is limited
by space constraints. In this case, the permanent magnets exhibit a slightly better field
homogeneity along the trap axis (Fig. 4.5(c)). Due to the inhomogeneous magnetic field,
spins stored at different trap locations rotate with slightly different Larmor frequencies
and the qubits accumulate additional phases throughout shuttling operations, which
have to be taken into account in quantum algorithms with multiple ions [Kau17c].
The field simulations in Fig. 4.5 do not take variations of the individual magnets’

remanescences, magnetic interactions among the magnets, experimental alignment im-
perfections, and magnetization of the vacuum chamber into account. These effects lead
to a spatial variation of the quantization field that differs from the simulation results.
The field variation along the trap axis is characterized by measuring the Zeeman splitting
at different locations [Wal11]. Initial measurements had revealed a parabolic variation of
the magnetic field, where the minimum of the parabola was located outside of accessible
trap volume. To shift the minimum into the accessible trap volume, eight additional mag-
nets have been placed uniformly distributed along one of the aluminum frames. Finally,
one aluminum frame has been slightly moved such that the minimum coincides with the
laser interaction region, where laser-driven gates are carried out and a magnetic-field
gradient would represent an error source.

4.5. Experimental control system
Typical experiments require fast switching of laser beams on a microseconds to millisec-
onds timescale, dynamic control of trap voltages, ion-fluorescence detection, and many
more tasks that have to be synchronized with each other. These tasks are handled
by multiple devices in the laboratory that are connected to a personal computer. The
computer runs a C++ program that creates the necessary data for controlling the hard-
ware and evaluates the measurement results received from the EMCCD camera or the
PMT. Figure 4.6 sketches the most important devices required for dynamic control of
the experiment and how they communicate with each other.
Time-dependent voltages for the DC trap segments are generated by a custom-made

FPGA-based arbitrary waveform generator. It supplies all trap electrodes with voltages
in the range of ±40 V with a resolution of about 1.2 mV and a maximum update rate of
2.5 MSamples/s. Second-order Π-type low-pass filters with a cutoff frequency of about
50 kHz for each trap electrode suppress electrical noise. For the ion-crystal-separation
experiments presented in chapter 5, an earlier version of the device has been used where
the voltage range is limited to ±10 V. The arbitrary waveform generator also features
24 digital outputs with an update rate of 50 MSamples/s, synchronized with the voltage
outputs. The digital outputs are used for switching laser beams and triggering other
time-critical tasks, such as data acquisition of the EMCCD camera and the PMT, and
the output of a programmable frequency generator29.

29Versatile frequency generator VFG-150, TOPTICA Photonics
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Figure 4.6.: Relevant devices in the laboratory for dynamic control of experiments and
monitoring of parameters inside the magnetic-shielding enclosure. Red arrows indicate data
that has to be transferred from the control computer to the experiment and blue arrows
indicate measured data that is transferred to the computer for evaluation.

The programmable frequency generator outputs an RF signal that drives AOMs for
coherent operations on the qubit levels and the quadrupole transition near 729 nm. The
frequency, amplitude, and phase of the output signal can be freely modified in steps of
5 ns. Since stimulated Raman transitions require two laser beams, a static frequency
generator30 additionally supplies a second AOM and also serves as a phase reference for
the programmable frequency generator. Radio-frequency switches31 guide the RF signals
of both frequency generators to the desired AOMs. The AOMs that control the laser

30Rohde & Schwarz SML01
31Mini-Circuits ZYSW-2-50DR
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4. Experimental Apparatus

beams for Doppler cooling, spin initialization and repumping are supplied by voltage
controlled oscillators32 and fast switching is enabled by RF switches in a similar fashion.

Temperature sensors and photodiodes for measuring laser powers inside the magnetic-
shielding enclosure are monitored by the control computer via multifunction I/O de-
vices33. These also control the frequency and intensity of the laser beams for Doppler
cooling, spin initialization, and repumping. Laser alignment on the ion trap can be
controlled from the computer via motorized optical mounts.
In order to minimize the amount of data transferred between the control computer

and the laboratory devices, the arbitrary waveform generator allows for repeating exper-
imental sequences N times, with N typically ranging from 50 to 300 depending on the
desired error bar. After all repetitions have been completed, the measured data from
the EMCCD camera or PMT is transferred to the computer and evaluated.

32Mini-Circuits ZOS-150
33National Instruments USB-6000 & USB-6008
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5 Separation of ion crystals

Ion-crystal separation is not only an essential building block for scalable quantum-
information experiments in segmented ion traps, but also a key ingredient for the magne-
tometer presented in chapter 7. It is desired to perform the procedure as fast as possible,
while keeping the excitation of the ions’ motion at a minimum.
In this chapter, a separation protocol following the guidelines by Kaufmann et al.

[Kau14] is experimentally realized. A two-ion crystal, initially stored at the center
segment C (Fig. 5.1), is to be split into two ions trapped in separate potential wells at
the neighboring split segments S. The center segment coincides with the laser interaction
zone of the ion trap to ease calibration measurements. The outer segments O serve to null
a possible background force along the trap axis and provide additional axial confinement
during the separation procedure.
The main experimental difficulty is that the harmonic confinement transiently vanishes

during the process. At this critical point, the ions are susceptible to energy-increase
mechanisms, i.e., oscillatory excitation and motional heating. In order to control these
effects, we need to accurately predict the behavior of the ions by precisely calibrating
the parameters of the electrostatic trap potential (Sec. 5.1). This enables us to tune the

Center

a) Harmonic

b) Critical point (quartic)

Split SplitOuter Outer

c) Double well

T
im

e t

Trap axis x
0

Figure 5.1.: Sketch of the ion-crystal separation procedure. An initial harmonic potential
is transformed to a double-well potential in order to separate a two-ion crystal stored at the
center segment. The harmonic confinement transiently vanishes at the critical point. The
DC voltages of the center, split, and outer segments are modified during the process.
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5. Separation of ion crystals

ions’ velocity and acceleration at the critical point by creating suitable voltage ramps
(Sec. 5.2). The energy increase depends strongly on the trap frequency and the heating
rate close to the critical point, which are characterized in Sec. 5.3. Finally, measurements
of the energy increase are presented in Sec. 5.4. Since the separation takes place along
the trap axis x, we only consider the axial motion of the ions.

5.1. Trap characterization

We parametrize the electrostatic potential along the trap axis x by a Taylor approxima-
tion around the initial center-of-mass position at the center segment [Hom06]

V (x, t) ≈ β(t)x4 + α(t)x2 + γ(t)x. (5.1)

This approximation holds for ion distances much smaller than the width of a trap seg-
ment. In the following, we omit explicit time dependencies to keep the notation un-
cluttered. The coefficients depend on the time-dependent electrode voltages Ui with
i = {C, S,O} and the trap geometry:

α = UCαC + USαS + UOαO + α′ (5.2)
β = UCβC + USβS + UOβO + β′ (5.3)
γ = ∆USγS + ∆UOγO + γ′. (5.4)

The voltage US (UO) is applied to both S (O) electrodes, while the voltage ∆US (∆UO)
is a differential voltage between the electrodes comprising the respective pair. The con-
stant coefficients αi,βi, γi are determined by the second, fourth, and first derivatives
of the respective electrode potentials at x = 0. Experimental imperfections are char-
acterized by offset coefficients α′, β′, γ′. Such contributions arise from stray charges,
residual ponderomotive forces, and asymmetries in the trap geometry. The values for
the geometry coefficients could be in principle obtained by electrostatic simulations of
the ion trap [Sin10]. However, simulations of the employed trap deviate substantially
from the experimental values, so that the required degree of control for separation is not
achieved.
The initial situation is characterized by predominantly harmonic confinement α �

0. Separation of the two-ion crystal is performed by sweeping α from a positive to a
negative value, transforming a single-well potential at the center segment to a double-well
potential at the split segments. At the critical point (CP) α = 0, the axial confinement
is at its minimum strength, while the rate of change of the equilibrium ion distance
attains its maximum. This corresponds to a strong impulsive drag, possibly leading to
oscillatory excitation of up 106 phonons [Kau14]. Thus, the voltage ramps need to be
designed such that α varies slowly near the critical point, which in turn requires precise
knowledge of the coefficients αi from Eq. 5.2.
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5.1. Trap characterization

Harmonic coefficients
For calibrating the αi-parameters, we determine the squared axial trap frequency

ω2
x = 2eα/m = 2 e

m

(
UCαC + USαS + UOαO + α′

)
(5.5)

by applying resolved sideband spectroscopy on the stimulated Raman transition between
the spin states of a single trapped ion. Resolved sideband spectroscopy is carried out by
measuring the spin-flip probability for varying AOM frequencies of the Raman R1 laser
beam, while keeping the frequency of the Raman R2 beam constant [Pos09]. The axial
trap frequency is determined by the difference frequency between the blue sideband and
the carrier transition. The segment voltages are ramped to a desired voltage configu-
ration just before the spectroscopy laser pulse and restored to the initial configuration
after the spectroscopy pulse has been applied.
For determining αC and α′, the axial trap frequency for varying UC is measured while

keeping the other voltages at zero. Similarly, αS (αO) is determined by setting different
values for US (UO) while keeping UC constant. The αi-coefficients are then obtained by
performing linear regression of the squared trap frequencies versus the corresponding
voltage. This procedure allows for measuring all αi-parameters, including the imperfec-
tion α′, with sub-percent accuracy.
Figure 5.2 shows an example measurement in the V1 trap. The coefficients and the

expected values from the trap simulation1 are

αC = −2.626(3) · 106 m−2 α
(sim)
C = −3.034 · 106 m−2 (5.6)

αS = +1.278(3) · 106 m−2 α
(sim)
S = +1.715 · 106 m−2 (5.7)

αO = +0.991(6) · 106 m−2 α
(sim)
O = +1.016 · 106 m−2. (5.8)

For the offset parameter α′, a drift from about −1 · 106 Vm−2 to about −4 · 106 Vm−2

within 6 weeks has been observed. This corresponds to a spurious voltage of about
+0.4 V to +2 V on the center segment. During this time, the coefficients αi remained
constant on a sub-percent level.
In the V2 trap, the coefficients2 are

αC = −3.020(1) · 106 m−2 α
(sim)
C = −3.122 · 106 m−2 (5.9)

αS = +1.244(1) · 106 m−2 α
(sim)
S = +1.361 · 106 m−2 (5.10)

αO = +1.262(1) · 106 m−2 α
(sim)
O = +1.283 · 106 m−2 (5.11)

α′ = −0.36(4) · 106 V m−2 α′(sim) = 0. (5.12)

Compared to the V1 trap, all parameters are considerably closer to the simulated results
and remained constant within the given level of accuracy for several weeks.

1Simulations for the V1 trap were carried out by Claudia Warschburger using the scheme presented
by Singer et al. [Sin10]

2Simulations for the V2 trap were carried out by Henning Kaufmann using the scheme presented by
Singer et al. [Sin10]

59



5. Separation of ion crystals

0

1

2

3

4

-10 -8 -6 -4 -2 0

UC

-10 -5 0 5 10

US

-10 -5 0 5 10

UO

(a) (b) (c)

Figure 5.2.: Example measurement for determining the αi-coefficients. A linear regression
(black line) to the squared axial trap frequencies versus the voltages (a) UC, (b) US, and (c)
UO is performed. The slopes are proportional to the respective coefficients αC,S,O, and the
offset in (a) is proportional to α′.

Quartic coefficients

The values for the parameters βi are calibrated by measuring ion distances in a purely
quartic potential: The calibrated αi-values are used to apply voltage sets to the segments
that correspond to α = 0. The ion distance is then given by [Kau14]

d(CP)
eq =

( 2e
4πε0β

)1/5
. (5.13)

Thus, a measurement of the ion distance on the EMCCD camera (see Appendix A)
reveals β, and a linear fit to the measurement results for varying voltage sets yields the
segment coefficients βi. For 22 different voltage configurations, the ion distances at the
critical point vary between 25 µm and 55 µm. In the V1 trap, the coefficients are

βC = +3.1(1) · 1013 m−4 β
(sim)
C = +2.708 · 1013 m−4 (5.14)

βS = −0.62(3) · 1013 m−4 β
(sim)
S = −3.048 · 1013 m−4 (5.15)

β
(sim)
O = +0.224 · 1013 m−4 (5.16)

β′ = +15(1) · 1013 m−4 β′(sim) = 0. (5.17)

Due to the small feed-through of the outer segments, no value for βO could be determined
with this method. The large offset parameter indicates the presence of strongly inho-
mogeneous static background fields, and even dramatically improves the confinement at
the critical point.
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5.1. Trap characterization

In the V2 trap, the ion distances at the critical point are found to match the simulation
within the accuracy of the ion-position measurements. We thus refrain from doing
experimental calibrations and instead directly use the simulated coefficients

β
(sim)
C = +3.352 · 1013 m−4 (5.18)

β
(sim)
S = −3.683 · 1013 m−4 (5.19)

β
(sim)
O = +0.155 · 1013 m−4 (5.20)

β′(sim) = 0. (5.21)

Potential tilt

A residual electric field γ′ along the trap axis breaks the symmetry of the electrostatic
potential. It can be sufficiently strong to tilt the potential at the critical point such
that the ions are not separated, but rather stay confined in one of the potential wells.
This asymmetry is canceled in the experiment by applying an appropriate compensation
voltage ∆UO. The separation procedure succeeds within the window of compensation
voltages ∆U (l)

O ≤ ∆UO ≤ ∆U (u)
O , and the window center

(
∆U (l)

O + ∆U (u)
O
)
/2 roughly

corresponds to a canceled background field γ = 0. The compensation voltage ∆UO
is experimentally set to the window center by monitoring slowly separating ions on
the EMCCD camera, and adjusting ∆UO such that the center-of-mass of both ions is
constant during the process [Ebl10]. The half width δUO =

(
∆U (u)

O −∆U (l)
O

)
/2 is about

16 mV, corresponding to a force on a single ion at x = 0 of only about 800 zepto Newton.
The accuracy for compensating the potential tilt is limited by the resolution at which
the segment voltages can be set and the electric feed-through of the segments used for
the compensation. In our case, the voltage resolution is 0.3 mV, leading to a tilt field
resolution of about 0.1 V/m or a force resolution of 15 zeptoN. In [Kau14], it is shown
that merely compensating to values within the window where the separation succeeds is
not sufficient, as nonzero tilt fields can lead to strongly increased motional excitation due
to quasi-discontinuous trajectories of the equilibrium positions. It is therefore crucial
not only to calibrate the compensation voltage ∆UO accurately, but also to compensate
for temporal drifts of the tilt field.
Drifts of the trap parameters can be caused by laser induced charging of the trap

surface [Har10, Wan11] acting on short (minutes) timescales, or by thermally activated
surface processes on long timescales (hours). The most substantial impact on tilt-field
drifts is caused by the photoionization laser beams at 423 nm and 374 nm. These either
charge the trap directly via the photoelectric effect, or indirectly if ions created near
the trap are accelerated onto trap surfaces by the RF electric field [Här14]. Since it is
necessary to reload ions at intervals ranging roughly between 10 minutes and 1 hour,
the drifts caused by photoionization are too large to maintain good separation results.
The charging rates are observed to be fluctuating and to be extremely sensitive on the
beam alignment. This problem is mitigated by adjusting the photoionization beams to
a loading zone 5 segments away from the center segment, so that charging takes place
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Figure 5.3.: Long-term drift of the tilt-compensation voltage ∆UO caused by photoioniza-
tion at a remote segment and superimposed thermal processes. The data was measured with
laser powers of about 1 mW for the laser at 422 nm, and about 300 µW for the laser at
374 nm.

at a distant location. A remote-loading procedure is realized by periodically shuttling a
confining axial potential well from the loading zone to the center segment within 160 µs.
Figure 5.3 shows a long-term record of ∆UO. A total drift of more than 100 mV oc-

curred during a night, significantly exceeding the precision required for working separa-
tion. Frequent tilt recalibration is thus inevitable despite the remote-loading procedure.
The improvements made in the V2 trap have considerably decreased the drift rates.

This eliminates the need for the remote-loading procedure, and enables the usage of
higher laser powers for photoionization. During typical operation of the experimental
apparatus, the tilt-compensation voltage ∆UO remains constant on a 2 mV level for
several weeks. Hence, frequent tilt recalibration is no longer necessary in the V2 trap.

5.2. Voltage ramp design
The voltage ramps {U(t)} = {UC(t),US(t),UO(t)} are designed in a two-step scheme.
Since the harmonic coefficient α is monotonically decreasing throughout the separation
process, we can define voltage sets {U(α)} as a function of α. We first specify the
voltages US and UO at the start, at the critical point, and at the end of the separation
process, and linearly interpolate between these values. The voltage UC is then obtained
for each α by using Eq. 5.2 and the measured trap calibration data:

UC(α) = 1
αC

(
α− α′ − αOUO(α)− αSUS(α)

)
(5.22)

The initial voltage set {U (i)} = {−7V , 0V , 0V } gives rise to an harmonic potential with
an axial trap frequency of about ωx ≈ 2π · 1.4 MHz. The voltage set at the critical
point {U (CP)} ≈ {−1.89V ,−7.5V , +9V } creates a purely quartic potential with a high
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Figure 5.4.: Voltage ramp generation. (a) Voltage sets as a function of α. The initial
and final values αi and αf correspond to the respective voltage sets {U (i)} and {U (f)} (see
text). (b) Calculated equilibrium distance between both ions using the voltage sets from
(a). The final distance df is not reached in the calculation, because the Taylor approximation
V (x, t) (Eq. 5.1) breaks down for ion distances deq � dCP. (c) Desired equilibrium distance
deq versus time as given by Eq. 5.23 and the truncation procedure (see text). The final
distance is chosen according the range in (b). The dots indicate distance measurements with
an EMCCD camera. (d) Variation of the segment voltages versus time. The critical point is
indicated by a dashed line. Note the small variation of the voltages around the critical point.

β-coefficient, leading to a minimum axial frequency of about ωx,crit ≈ 2π · 170 kHz. The
final voltage configuration {U (f)} = {+2.62V ,−7.83V , 0V } leads to separate harmonic
potentials at the split segments, where the axial trap frequencies match the initial one.
A more refined scheme ramps UO faster near the initial and final steps, so that UO is
constant around the critical point (Fig. 5.4(a)).

Based on the voltage ramps {U(α)}, we can now calculate the equilibrium distance
between both ions deq(α) during the process. This is implemented by numerically mini-
mizing the electrostatic potential V (x) using the calibrated α and β coefficients, and by
including the Coulomb repulsion between both ions. The result is depicted in Fig. 5.4(b).
The ions are strongly accelerated near the critical point, which in combination with the
low axial trap frequency would lead to large motional excitation [Kau14].
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5. Separation of ion crystals

We therefore desire to calculate time-dependent voltage ramps {U(t)} that accelerate
the ions slowly near the critical point. First, we define a trajectory that provides a
sufficiently small acceleration at the critical point for separation times of about 100 µs:

deq(t) = di + (df − di)
(
t

T

)2
sin2

(
π

2
t

T

)
, t ∈ [0,T ] (5.23)

with the respective initial and final distances di and df, and the total separation duration
T . We further optimize the trajectory by truncating the initial 10% and final 30% of T
by rescaling while leaving the voltages near the critical point fixed. Test measurements
in the experiment verified that this does not affect the resulting motional excitations sig-
nificantly, but allows for reducing the duration of the separation process. The trajectory
is depicted in Fig. 5.4(c).
We finally calculate time-dependent voltages {U(t)} by (i) determining deq(t) for a

given time t from Eq. 5.23, (ii) finding the value of α for this distance, and (iii) looking
up the voltages for this α value from the linearly interpolated ramps:

{U(t)} : t (i)−→ deq(t) (ii)−−→ α(deq(t)) (iii)−−→ {U(α(deq(t)))} (5.24)

The voltage ramps calculated with this scheme exhibit small variation rates around the
critical point (see Fig. 5.4(d)). The performance of this scheme in the experiment relies
on the ability to accurately predict the ion distance near the critical point. This is
checked by measuring the ion distance with the EMCCD camera for various voltage sets
during the separation procedure. Figure 5.4(c) shows the measurement results. For the
accessible range of distances of up to roughly 2 · dCP, the measured data agrees with the
expected trajectory within about 2 µm.
For fine-tuning the trajectory near the critical point and for possible compensation

of errors in the calibration measurements and distortions from the low-pass filters, an
additional voltage offset δU (CP)

C is added to the center segment near the critical point.

5.3. Time-dependent trap frequency and heating rate
The main experimental difficulty in implementing the separation procedure is the weak-
ening of the axial confinement when the critical point is approached. We therefore char-
acterize the axial confinement during the process via measurements of the axial trap
frequency. The experimental procedure is similar to the measurements of the harmonic
coefficients in Sec. 5.1. Here, two ions are dynamically separated up to a fixed distance
d ≤ dCP corresponding to a fraction of the total separation duration T . This is followed
by the application of a spectroscopy pulse on the quadrupole transition, and moving
the ions back to the initial distance before fluorescence readout. During the separation
procedure, the lasers for Doppler cooling are disabled to ensure that the determination
of the trap frequency is not hampered by insufficient Doppler cooling at low trap fre-
quencies [Pou12]. The trap frequency measured this way is a local trap frequency given
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Figure 5.5.: Time-dependent trap frequency and heating rate. (a) and (b) show the vari-
ation of the respective harmonic (α) and quartic coefficients (β), as obtained from the trap
calibration data and voltage ramps. The quantities beyond the critical point are shown as
dashed lines, because the Taylor approximation V (x, t) (Eq. 5.1) breaks down. (c) shows
the trap frequency of the center-of-mass mode as calculated from Eq. 5.25 (solid line), along
with measurement data (dots). The minimum trap frequency is ωCP ≈ 2π ·174(10) kHz. (d)
shows the estimated heating rate, determined from a power law between heating rate and
trap frequency (solid line). The power law has been inferred from a fit to measurement data
(dots).

by the second derivative of the external potential at the position of each ion. It is given
by [Hom06]:

ω2
x(t) = q

m

(
3β(t)d(t)2 + 2α(t)

)
. (5.25)

This corresponds to the trap frequency of the center-of-mass mode in the limit where
the ions are confined in a common strongly harmonic potential well. The coefficients
α,β are calculated from the voltage ramps in conjunction with the trap calibration data.
The measurement results are shown in Fig. 5.5, and match well to Eq. 5.253. The trap
frequency at the critical point is substantially reduced to about 10% of the initial trap
frequency. This leads to strongly increased heating rates [Niz12].
The dependency of the heating rate on the trap frequency is determined by ramping up

the trap voltage (reducing its absolute value) at the center segment for a single ground-
state cooled ion. The ion is kept at this lowered confinement for a given wait time

3Note that, compared to the other results in this thesis, slightly different voltage ramps were used
for the data shown in Fig. 5.5, where the outer electrodes were constantly kept at the maximum voltage.
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before raising the confinement to the initial value again and probing the energy increase
via measurements of Rabi oscillations, as presented in Sec. 2.2. A linear regression
of the energy increase versus wait time yields the heating rate at the trap frequency
corresponding to a given voltage on the center segment. This way, we determine a
phonon increase rate of Γ(ω) = 174(28) ·ω−1.8(1) ms−1. An estimate of the total thermal
energy gain during the separation is obtained by integrating over the heating rate, which
is time-dependent via the time-dependent trap frequency, i.e. the area below the heating-
rate curve in Fig. 5.5(d). As a result, we expect a thermal energy gain of 29(7) ms−1 ·T
phonons per ion at a separation duration T .
The results shown in Fig. 5.5 in conjunction with Eq. 5.25 can also be used for

excluding that a significant amount of squeezing excitation occurs during separation.
Squeezing describes the phenomenon that the wave function of an harmonic oscillator
is modified such that the position uncertainty is reduced at the cost of an increased
momentum uncertainty or vice versa, and might occur during rapid changes of the
trap frequency. The occurrence of squeezing is governed by the adiabaticity parameter
|ω̇x|/ω2

x [Che10, Bow12]. A conservative estimate for its upper bound is obtained from
Eq. 5.25 by considering the distance increase rate and trap frequency at the critical
point:

|ω̇x|
ω2
x

. 3 q
m

βdḋ

ω3
x

∣∣∣∣∣
CP

. (5.26)

For the parameter regime of this work, it is |ω̇|/ω2 < 0.07. Significant squeezing excita-
tion can therefore safely be excluded.

5.4. Characterization of motional excitation
The experimental procedure for characterizing the motional state of the ions starts with
Doppler cooling a two-ion crystal on the center segment, followed by sideband cooling
of both axial modes close to the motional ground state. Mean phonon numbers of
n̄COM ≈ 0.7 on the center-of-mass mode and n̄STR ≈ 0.7 on the stretch mode are
attained after sideband cooling. After initializing both ions to the state |↑〉, a sequence of
separation and transport operations is executed (Fig. 5.6). First, the crystal is separated
so that both ions move to the respective split segments. One ion is then transported
further away to the neighboring outer segment and kept there. After that, the second ion
is transported back to the center segment. The voltage ramps are chosen such that an
axial trap frequency of about 2π ·1.4 MHz is attained during and after the transports. It
has been verified that both transports, with a duration of 24 µs each, do not significantly
contribute to the total energy gain during the process. The motional state of the ion
residing at the center segment is measured by driving the stimulated Raman transition
on the carrier or on the axial sidebands with a pulse time t, followed by detection of the
spin state (see Sec. 2.2). Finally, the sequence of transports and separation is executed
in reverse order to restore the initial situation. The sequence can be carried out with
mirrored transports to measure the state of the second ion.
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Figure 5.6.: Experimental procedure for measuring the ions’ motional state after the sep-
aration procedure. The ions are first cooled and initialized at the center segment. After
separating the ion crystal, ion 2 is moved to its outer segment, and ion 1 is transported back
to the center segment, where driving of Rabi oscillations and spin readout take place.

After carrying out the experimental procedure 200 times, the occupation probability
p↑,∆n(t) of being in the state |↑〉 is obtained. Here, ∆n denotes the phonon number
change pertaining to the transition that has been driven. By scanning t and acquiring
data for several ∆n, we can infer the phonon probability distribution pn (see Sec. 2.3).
For mean phonon numbers n ≤ 20, the carrier transition is probed (∆n = 0) as well
as the red and blue sidebands (∆n = ±1). For higher phonon numbers, the second red
sideband (∆n = −2) is also probed. Assuming displaced thermal states, the thermal and
oscillatory mean phonon numbers n̄th and n̄coh can be extracted from a simultaneous
curve fit4 to all recorded transitions ∆n. This method enables us to infer excitations of
up to n̄coh . 400 at relative accuracies of about 5% near the ground state to 10% for
large excitations, and allows for distinguishing thermal and oscillatory excitation. Case
examples for Rabi oscillation data are shown in Fig. 5.7.
We investigate the dependence of the final motional excitation of the ions in the V1

trap on three parameters: (i) the voltage ∆UO modifying the tilt field γ, (ii) the critical-
point offset voltage at the center segment δU (CP)

C , and (iii) the total separation duration
T . Figure 5.8 shows the measurement results. The energy increase for each ion in
phonons pertaining to the final trap frequency at the center segment is obtained.
The dependence on the tilt field γ is characterized by measuring the motional excita-

tion for different voltages ∆UO at a total separation duration of 80 µs. The results are
shown in Fig. 5.8(a). The energy increase of both ions is minimized for a tilt field where
the energy increase is roughly equal for both ions. The best result is n̄1,tot = 4.63(23)

4Bayesian parameter estimation based on a Markov chain Monte-Carlo sampling method, developed
by Ulrich Poschinger
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Figure 5.7.: Examples for the analysis of the vibrational state of a single ion by Raman
excitation. (a) Rabi oscillations for an ion cooled close to the motional ground state, with
(top to bottom) the carrier transition (∆n = 0), blue sideband (∆n = +1) and red sideband
(∆n = −1). Blue and red sideband clearly exhibit different signals. (b) Similar data for
an ion with thermal excitation of n̄th = 20.7(3.6), where no coherent dynamics is observed
on the carrier, while the sidebands display Rabi oscillations. (c) Data for strong oscillatory
excitation n̄coh = 82(12), where the second red sideband (∆n = −2) is used rather than the
first red sideband to gain more information from the measurement. In all panels, the solid
lines originate from a simultaneous fit of the data pertaining to the different transitions.

and n̄2,tot = 3.69(22). The voltage ∆UO corresponding to theses values differs slightly
from the center of the success range by about −2 mV. For a deviation from the opti-
mum voltage of about 4 mV, strong oscillatory excitation on at least one of the ions
corresponding to > 10 phonons occurs.

The dependence on the voltage offset δU (CP)
C near the critical point, as shown in

Fig. 5.8(b), is less pronounced. It has to be correctly set to an accuracy of about 10 mV
to circumvent coherent excitation. A deviation of the optimum value of −70 mV with
respect to the ideal case (0V) is observed, which presumably compensates for inaccuracies
of the trap calibration data and voltage waveform distortions caused by the 50 kHz low-
pass filters. For correct settings of δU (CP)

C and ∆UO at a separation duration of 80 µs,
the motional excitation is dominated by heating.
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Figure 5.8.: Measured total motional excitation and coherent fraction after the separation
process in the V1 trap versus (a) the tilt-compensation voltage ∆UO, (b) the offset voltage
of the center segment at the critical point δU (CP)

C , and (c) the total separation duration
T . The tilt-compensation voltage ∆UO had been calibrated to the best value for each mea-
surement point in (b) and (c), and the optimal voltage δU (CP)

C had been calibrated for each
measurement point in (a) and (c) to compensate for drifts. For the dependency on ∆UO, the
motional excitation for each ion, while for the other parameters, the averaged excitation over
both ions is shown. The gray shaded regions indicate values for ∆UO where the separation
failed.

Finally, we vary the total separation duration T , see Fig. 5.8(c). The offset voltage
δU

(CP)
C and the tilt-compensation voltage ∆UO are optimized for each duration T in

order to compensate for voltage waveform distortions caused by the low-pass filters.
This optimization is efficiently performed by probing carrier Rabi oscillations on the
stimulated Raman transition at a pulse area of π, where a large spin excitation indicates
low motional excitation. For durations below 60 µs, oscillatory excitation is dominant. In
this regime, the excitation of the ions is extremely sensitive to the duration: Below 50 µs,
even qubit readout is compromised, which indicates residual energies of n̄ & 400 phonons
per ion. In this regime, exponential behavior of the energy transfer, n̄ ∝ exp (−T/τ),
with a time constant of τ = 1.4(2) µs is observed. This agrees well with numerical
simulations performed by Kaufmann et al. [Kau14]. For separation durations longer
than 60 µs, the excitation is mainly caused by heating. Given that the minimum total
excitation is obtained if oscillatory and thermal excitation are of similar magnitude, the
observed optimum value of n̄ = 4.16(0.16) phonons per ion at a duration of T = 80 µs
is roughly consistent with the expected amount of heating of 2.3(6) phonons per ion.
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5. Separation of ion crystals

The separation of ion crystals has also been realized for 9Be+ ions by Bowler et al.
[Bow12]. There, an energy increase of about two phonons per ion within a duration of
55 µs has been observed. Taking into account the higher trap frequencies due to the
lighter mass of 9Be+ ions, we achieve a rather similar energy transfer within a similar
separation time.

5.5. Conclusion
An ion-separation protocol has been successfully implemented that keeps the motional
excitation in the few-phonons regime. It is mandatory to calibrate the trap parameters
accurately and to adapt the voltage ramps with respect to the findings. Best perfor-
mance has been achieved with separation durations comparable to that of entangling
gate operations, and being well below the decoherence timescales of typical trapped-ion
qubit systems.

The lowest attained energy increase and the energy increase at longer separation times
is determined by heating in the V1 trap. This limitation has already been overcome with
the V2 trap in the current experimental setup, and thus the energy increase is expected
to be significantly lower in future experiments.
Technological improvements on arbitrary waveform generators [Bai13, Bow13] will

allow for increasing the quartic confinement at the critical point. While the presented
results have been acquired with a voltage range of ±10 V on the DC trap electrodes,
the arbitrary waveform generator in the current experimental setup delivers voltages in
the range of ±40 V. An increased quartic confinement would enable faster separation
operations at low energy increase, as the tighter confinement serves to suppress undesired
excitation at the critical point. Moreover, the cut-off frequency of the employed low-pass
filters could be increased, which would enable faster separation durations.
The presented approach does not yet rely on a dedicated control strategy [Che11,

Pal13], i.e. the limit pertaining to adiabatic separation is reached. Future investiga-
tions will include the applicability of techniques such as invariant-engineering approach
or optimal-control theory to the separation process [Für14]. It is expected that such
optimizations to the separation technique, combined with the already established tech-
nological improvements, will enable separation durations in the 30 µs range, at energy
transfers below the single-phonon level.
The combination of ion-crystal separation and ion transport enables laser addressing

and state detection of single ions. This is a prerequisite for various applications, e.g.
for performing complete state tomography on a multi-qubit quantum state. Moreover,
separation and transport are key ingredients for the magnetometer presented in chapter
7.
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6 Spin-qubit coherence times

One of the key properties of quantum devices is the stability of the populated quantum
states. Fluctuating energy levels lead to decoherence and limit the timescale during
which the phase of superposition states is well defined. A stable phase relation is not
only crucial for quantum computers, but also for quantum sensors. In the following
chapter, we characterize the coherence time of the 40Ca+ spin qubit in the present
experimental apparatus. All measurements have been carried out in the V2 ion trap.
For the ground-state spin levels, the main decoherence mechanism is given by magnetic-

field fluctuations. Spontaneous decay does not play a role, and stimulated Raman transi-
tions between the qubit states only require stability of the relative optical phase between
the laser beams.
In Sec. 6.1, an efficient method for measuring the qubit coherence time is presented,

and the results are shown in Sec. 6.2. The effect of long-term drifts of the magnetic field
on the coherence time is investigated in Sec. 6.3. Section 6.4 discusses the effect of the
50 Hz AC-mains oscillations, and Sec. 6.5 describes further limitations in the current
experimental setup.

6.1. Characterization method
In the presence of magnetic-field fluctuations, the magnetic field B(t) differs during each
repetition of an experiment. A single-qubit superposition state

|Ψ〉 =
(
|↓〉+ eiϕ(t) |↑〉

)
/
√

2 , ϕ(t) =
∫ T

0

gµB
~
B(t) dt (6.1)

thus accumulates a varying phase ϕ(t) during a wait time T in each experimental run.
In an ensemble-description of the measurement process, the state of a single qubit is
represented by a density matrix

ρ̂ =
(

p↑
C
2 eiϕ

C
2 e−iϕ p↓

)
. (6.2)

Here, p↑ and p↓ are the populations in the respective spin states, and the phase ϕ is an
average over all repetitions. The contrast C ∈

[
0, 2√p↑ · p↓

]
describes the phase stability

during the measurement. For C = 1, the phase is well defined and the density matrix
corresponds to the pure state |Ψ〉. For C = 0, the qubit is fully described by a classical
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6. Spin-qubit coherence times

statistical mixture and the phase is completely undefined. We can therefore characterize
the coherence time of a single qubit by measuring the contrast C of a superposition state
for varying wait times T . However, the off-diagonal elements of the density matrix are
inaccessible by our usual spin-readout scheme, where only the populations p↑ = Tr

(
ρ̂ P̂↑

)
and p↓ = 1 − p↑ are measured. Here, P̂↑ = |↑〉 〈↑| denotes the projection operator onto
the |↑〉-state.
For fully determining the density matrix, we perform quantum state tomography

[Jam01]. This scheme relies on the fact that the density matrix can be expressed by
a sum of Pauli matrices and the identity matrix Î via

ρ̂ = 1
2
(
Î + nxσ̂x + nyσ̂y + nzσ̂z

)
. (6.3)

We infer the coefficients nx, ny, and nz by inserting Eq. 6.2 into 6.3:

nx = C cos(ϕ) = Tr (ρ̂ σ̂x) (6.4)
ny = −C sin(ϕ) = Tr (ρ̂ σ̂y) (6.5)
nz = 2p↑ − 1 = Tr (ρ̂ σ̂z) . (6.6)

The coefficients are thus given by the expectation values of the respective operators σ̂x,
σ̂y, and σ̂z. It is evident that p↑, as obtained from spin readout in the experiment,
contains the same information as nz. In the Bloch-sphere representation of the qubit,
measurement of the operators σ̂x, σ̂y, and σ̂z is equivalent to projecting the Bloch vector
of the state to either the x, y, or z-axis.

The determination of nx and ny in the experiment can be accomplished by applying
a π/2 analysis laser pulse prior to spin readout. For the measurement of nx, the phase
of the analysis pulse is shifted by π/2 with regard to previous laser pulses. The results
of these additional measurements

px = Tr
(
R̂π

2
(π2 ) ρ̂ R̂π

2
(π2 )†P̂↑

)
= 1

2 (1− C cosϕ) (6.7)

py = Tr
(
R̂0(−π

2 ) ρ̂ R̂0(−π
2 )†P̂↑

)
= 1

2 (1 + C sinϕ) (6.8)

contain the same information as nx and ny, respectively. From now on, we simply refer
to them as σ̂x and σ̂y measurements. Using both results, the contrast and the phase
can, in principle, be obtained by solving Eqs. 6.7 and 6.8 for C and ϕ:

C = 2
√(

px − 1
2

)2
+
(
py − 1

2

)2
(6.9)

ϕ = −arctan
(
py − 1

2
px − 1

2

)
(6.10)

Since results from a finite number of projective measurements are subject to statistical
fluctuations, Eq. 6.9 might lead to unphysical values for the contrast C /∈ [0, 1]. This
can be prevented by employing the maximum-likelihood estimation method.
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6.2. Coherence-time measurements

Spin readout is a realization of a Bernoulli process - the probability to detect the
|↑〉-state n times out of N trials for the σ̂x measurement and m times out of M trials
for the σ̂y measurement is therefore governed by binomial statistics:

L(C,ϕ) := p(n,m |C,ϕ) ∝ pnx(1− px)N−npmy (1− py)M−m. (6.11)

The function L(C,ϕ) is called likelihood function, and expresses the probability that
the joint measurement result {n,m} is obtained for given parameters C and ϕ. By
maximizing L with respect to C and ϕ, we obtain estimates 〈ϕ〉 and 〈C〉 for both
parameters. If the sample sizes N and M are large, the log-likelihood ratio

R(C,ϕ) = 2 log
(
L (C,ϕ)
Lmax

)
(6.12)

is approximately χ2-distributed, and 68.3%-confidence intervals can be obtained via
R(C, 〈ϕ〉) ≤ 1 for C and R(〈C〉 ,ϕ) ≤ 1 for ϕ.
By using this evaluation method, the contrast C is constrained to the range [0, 1],

but is slightly underestimated for cases where C . 1 [Sch15]. This phenomenon occurs
mainly for phases that are not an integer multiple of π/2, which leads to unfavorable
readout probabilities neither close to zero nor to one for both σx and σy measurements,
so that readout noise increases. For these cases, the maximum-likelihood estimation of
C yields reduced values with increased error bars. This behavior does not significantly
affect the obtained coherence times, though.

6.2. Coherence-time measurements
We characterize the qubit coherence via Ramsey-type measurements. Each measurement
sequence starts with a π/2-laser pulse on a single Doppler-cooled ion initialized in |↑〉,
resulting in the superposition state 1√

2 (|↑〉 − i |↓〉). The ion is then shuttled to the
neighboring segment in order to avoid residual scattering of photons on the S1/2 ↔ P1/2
cycling transition due to imperfect switch-off of the laser near 397 nm. During a wait
time T , the superposition accumulates a phase ϕ, yielding the state 1√

2
(
|↑〉+ eiϕ |↓〉

)
.

Then, the ion is transported back to the laser interaction zone, where a concluding π/2-
laser pulse with (without) π/2 phase w.r.t the first pulse is applied, followed by spin
readout. This corresponds to measurement of the σ̂x (σ̂y) operator. The experiment is
repeated for a given wait time with alternating measurements of the σ̂x and σ̂y operators
until each operator has been measured 300 times.
All electrical devices in the laboratory are connected to the AC mains and thus gen-

erate magnetic fields oscillating at the AC-line frequency of 50 Hz. In order to avoid
decoherence caused by these fields, the start of each experimental cycle is synchronized
with the AC line.
The measured Ramsey contrasts are shown in Fig. 6.1(a). For the case with permanent

magnets, a Gaussian decay C(T ) = exp (−T 2/(2(T ∗d )2)) with a dephasing time constant
of T ∗d = 370(40) ms is obtained. The decay function depends on the type of noise
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6. Spin-qubit coherence times

present in the system, and therefore allows for inferring information about the noise
δB(t). In typical theoretical treatments, the noise is assumed to be a stationary Gaussian
process, characterized by its autocorrelation function 〈δB(t+ τ)δB(t)〉 [Mon11b, Deg17].
Gaussian contrast decay occurs if the correlation time is long compared to the wait time
in the experiment. Uncorrelated noise, e.g. white noise, would lead to exponential
contrast decay.
For the case with coils, the Ramsey coherence time is 26(2) ms. This is only a modest

increase compared to 8(1) ms with both top segments of the magnetic-shielding enclosure
removed. We conclude that, in typical laboratory environment, the impact of ambient
magnetic-field noise is on the same order of magnitude as the noise generated by low-
noise current supplies. A substantial enhancement of coherence times thus requires both
magnetic shielding and permanent magnets.
In addition to Ramsey-type measurements, we also perform spin-echo experiments

(also known as Hahn-echo) with a refocusing π-pulse at half the wait time. The π-
pulse reverses the sign of the phase accumulation rate during the second half of the
wait time, suppressing fluctuations on a timescale slower than the total wait time. For
the case with permanent magnets, the application of the refocusing pulse increases the
coherence time to Td = 2.12(7) s (Fig. 6.1(b)). In our case of Gaussian contrast decay, the
observed dephasing time corresponds to an rms amplitude of the effective magnetic-field
fluctuations of about

√
〈δB2〉 = ~/(2µBTd) = 2.7 pT [Mon11a, Appendix A].

6.3. Long-term stability
The limiting mechanism for the Ramsey-type measurements with permanent magnets is
most likely a magnetic-field drift on a minutes to hours timescale, induced by temper-
ature drifts of the magnets. This would correspond to non-stationary noise, where the
mean value of the magnetic field is different for each repetition of the experimental se-
quence. In order to verify this presumption, we first derive the expected contrast decay
under the assumption that the ground-state Zeeman splitting is linearly drifting over
time: ω(t) = ηt+ ω0, with the constant drift rate η. We assume that each experimental
cycle j ∈ [1,N +M ], described by the wave function |Ψj(T )〉, contributes to the density
matrix via

ρ̂(T ) = 1
N +M

N+M∑
j=1
|Ψj(T )〉 〈Ψj(T )| . (6.13)

We infer the contrast from the off-diagonal matrix elements via

Cd(T ) = 2 |〈↑| ρ̂(T ) |↓〉| = 1
N +M

∣∣∣∣∣∣
N+M∑
j=1

exp (iϕj(T ))

∣∣∣∣∣∣ (6.14)

with the accumulated phase of each experimental cycle

ϕj(T ) =
∫ t1

t0
ω(t) dt = 1

2η
(
t21 + t20

)
+ ω0 (t1 − t0) . (6.15)
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Figure 6.1.: Measured contrast versus wait time, with synchronization to the AC line and
the magnetic-shielding enclosure fully installed. (a) shows data from Ramsey-type measure-
ments, and (b) shows data from spin-echo measurements. Note the different scales on the
x axes. Gaussian fits to the data (solid lines with 68%-confidence bands) reveal the 1/

√
e

coherence time for the settings with permanent-magnets (blue solid squares) and coils (red
solid points). The fit results are summarized in Table 6.1. In (a), a fit of Eq. 6.19 (gray
line with 68%-confidence bands) to the permanent-magnet data reveals a qubit-frequency
drift of η = 2π · 23(3) Hz/h. In (b), open squares correspond to the permanent-magnet data
with applied readout-error compensation. For each data point, the operators σ̂x and σ̂y were
measured 300 times each, and the contrast was inferred via maximum-likelihood estimation
(see text). The respective measurement sequences are depicted above each panel.
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The boundaries of the integral are given by t0 = τ(T )(j − 1) and t1 = t0 + T , with τ(T )
the duration of an experimental cycle. Then, the phase is given by

ϕj(T ) = ητ(T )Tj +
(

1
2ηT

2 + ω0T − ητ(T )T
)

(6.16)

and the contrast becomes

Cd(T ) = 1
N +M

∣∣∣∣∣∣
N+M∑
j=1

exp (iητ(T )Tj)

∣∣∣∣∣∣ . (6.17)

This expression can be simplified by considering the finite sum of the geometric series
n∑
j=1

ar(j−1) = a(1− rn)
1− r (6.18)

for r 6= 1. We finally obtain

Cd(T ) = 1
N +M

∣∣∣∣1− exp(iητ(T )T (N +M))
1− exp(iητ(T )T )

∣∣∣∣ . (6.19)

The duration of an experimental cycle is about τ(T ) ≈ 1.1(̇T + δ), with δ the duration
required for state initialization and readout. The factor 1.1 arises due to overhead from
the experimental control system. A fit to the experimental data is shown in Fig. 6.1(a),
and reveals a drift rate of η = 2π · 23(3) Hz/h. The curve Cd(T ) is in good agreement
with the data. There are noticeable fluctuations of the measured contrasts at wait times
T > 0.15 s, much larger than one would expect from the statistical error bar. This
behavior is presumably caused by a time-dependent drift rate of the magnetic field.
Equation 6.19 shows that averaging over more experimental cycles does not necessarily

reduce the fluctuations in the data: Even though the statistical error of each point shrinks
with a higher number of experimental cycles, the measurement duration increases and
the dependence of the contrast on the drifting magnetic field is enhanced.
A more suitable method for characterizing long-term drifts of the magnetic field is to

repeatedly perform Ramsey measurements with fixed wait time, here T = 15 ms. The
qubit frequency is inferred from the extracted phase of each measurement. The results
are shown in Fig. 6.2. A maximum drift rate of about 2π ·180 Hz/h, and a total frequency
change of about 2π · 700 Hz over 10 hours is observed. The settling behavior indicates
that thermal drifts are most likely responsible for the qubit-frequency drift. With the
dependence of the remanence of Sm2Co17 of −0.03%/K, the data would correspond to
a temperature change of about −0.2 K within 10 hours.
In additional measurements carried out by Nicodemus [Nic17], the qubit frequency

drift has been simultaneously recorded along with the temperature of the magnet rings,
revealing a near-perfect correlation between both parameters consistent with the temper-
ature coefficient of Sm2Co17. We conclude that the measured Ramsey-coherence times
are limited by temperature drifts of the permanent magnets.

76



6.4. Residual AC line-induced field

-700

-600

-500

-400

-300

-200

-100

0

0 100 200 300 400 500 600

-25

-20

-15

-10

-5

0

M
ag

ne
tic

 fi
el

d 
sh

ift
 (

nT
)

Elapsed time (min)

F
re

qu
en

cy
 s

hi
ft 

   
   

   
   

   
(H

z)

Figure 6.2.: Qubit frequency drift: The shift of the qubit frequency for the case with
permanent magnets and closed shielding enclosure is tracked over a time of more than 10
hours via Ramsey measurements at 15 ms wait time. The measurement was started in the
evening, and overnight settling can be clearly recognized. The measurement is performed
similarly to the measurements presented in Fig. 6.1. The dashed line indicates the drift rate
inferred from the Ramsey coherence-time measurement.
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Figure 6.3.: Measured contrast versus wait time without triggering to the AC line, for the
case of closed shielding and permanent magnets. The data shows results from spin-echo
measurements, and the solid line is a fit to Eq. 6.21. The periodic contrast loss is caused
by increased phase accumulation from magnetic fields oscillating at the AC-line frequency,
enhanced by the refocusing pulse at half the line period. The inferred qubit frequency-
modulation depth is ∆ac = 2π · 25.0(5) Hz. The data was taken with the same method and
parameters as in Fig. 6.1 (see text).
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6.4. Residual AC line-induced field
Spin-echo measurements with one or more refocusing pulses allow for measuring the
spectral components of magnetic-field noise [Kot11]. For the setting with permanent
magnets and closed shielding enclosure, we quantify the residual field fluctuations at the
50 Hz AC-line frequency by performing spin-echo measurements without triggering to
the AC line. As can be seen in Fig. 6.3, periodic loss and revival of coherence is observed
at a period corresponding to the AC-line frequency. This occurs because refocusing at
half the line period leads to the adverse effect of increase rather than cancellation of the
accumulated phase. Assuming sinusoidal modulation of the qubit frequency at a line
frequency of ωac = 2π ·50 Hz, at a frequency-modulation depth ∆ac and a random phase
at sequence start χac, the qubit accumulates a phase

ϕac(T ,χac) =
∫ T/2

0
∆ac sin(ωact+ χac) dt−

∫ T

T/2
∆ac sin(ωact+ χac) dt. (6.20)

Here, we take into account the inversion of the phase accumulation rate after the re-
focusing π-pulse. We assume a uniform distribution of the phase χac of the sequence
start w.r.t. the AC line, which is justified if the repetition rate is different from the line
frequency. The resulting contrast is then given by averaging over ϕac with respect to
χac:

C(T ) = 1
2π

∣∣∣∣∫ 2π

0
exp(iϕac(T ,χac)) dχac

∣∣∣∣ =
∣∣∣∣ 0F1

(
1,−4∆2

ac sin4(ωacT/4)
ω2

ac

)∣∣∣∣, (6.21)

where 0F1 (a, z) is the regularized confluent hypergeometric function. Fitting Eq. 6.21
to the measured data reveals a residual AC line-induced frequency deviation of ∆ac =
2π ·25(3) Hz. For the situation with the magnetic field generated by coils, the frequency
deviation is about ∆ac = 2π · 300 Hz, while the permanent magnets without shielding
enclosure yield ∆ac = 2π · 1.5 kHz. Note that for these cases, the frequency deviations
were measured by performing Ramsey measurements with short wait times < 2 ms for
fixed phases χac w.r.t. the AC line, which provides a direct measurement of the variation
of the qubit frequency during an AC-line cycle. For comparison, the coherence times
and AC-line modulation depths for various settings are summarized in Table 6.1.

6.5. Decoherence sources
The longest coherence times are obtained for the setting with closed shielding enclosure,
refocusing pulse and AC-line triggering. In the following, we discuss the mechanisms
which can cause the remaining decoherence.

Limited shielding efficiency of the µ-metal enclosure
The measured spin-echo coherence times are 2.12(7) s for the closed enclosure and
11(2) ms for the opened enclosure. The respective dephasing rates are proportional
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6.5. Decoherence sources

Field
generation

Shield Trigger
on AC line

T ∗d time (ms) Td time (ms) ∆ac/2π (Hz)

Coils open no 0.30(5) 2.0(2) 2500(200)
yes 8(1) 11(2)

closed no 1.0(1) 3.0(2) 300(50)
yes 26(2) 48(3)

Magnets open no 0.35(5) 2.0(2) 1400(100)
yes 11(4) 11(2)

closed no 20(10) >100 25(3)
yes 370(40) 2120(70)

Table 6.1.: Summary of coherence times and AC line-induced frequency deviations for differ-
ent experimental settings. The dephasing times T ∗d are obtained from Ramsey measurements,
whereas the dephasing times Td result from spin-echo measurements. Both T ∗d and Td times
are reported as 1/

√
e times corresponding to Gaussian contrast decay. Note that not for all

cases the decay exhibits a Gaussian behaviour, in theses cases the reported values correspond
to the time at which the contrast drops below 1/

√
e. An exception is the case with perma-

nent magnets, closed shielding enclosure and without AC-line trigger (second-last line, see
Fig. 6.3), where the contrast periodically revives even beyond 100 ms.

to the rms magnetic-field fluctuation amplitude. Their ratio is consistent with the mea-
sured attenuation factor in the range of 150 to 300 at low frequencies [Kes12]. Thus,
residual penetration of fluctuating ambient magnetic fields is most likely the dominating
source of decoherence.

Fluctuations of the 50 Hz AC-mains frequency

Shifts of several milliseconds of the AC-mains phase at a delay of 2 s w.r.t. an initial
trigger flank have been observed during an observation time of about 10 min. This is
consistent with 0.05 Hz frequency fluctuations of the AC-mains frequency. Together
with the peak-to-peak phase modulation depth of about 1 π for a spin-echo sequence,
this leads to significant dephasing within the maximum measured wait time of 4 s.

Magnetization of the permanent magnets

While the long-term drift of the quantizing magnetic field has been characterized, see
Fig. 6.2, noise from the magnets on short timescales has not been quantitatively char-
acterized. Such noise might possibly contribute to the observed decoherence.

Ion-position drift

A fluctuating ion position within an inhomogeneous magnetic field leads to fluctuations
of the qubit frequency. In Sec. 7.4, it is shown that the typical frequency drift caused by
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6. Spin-qubit coherence times

a drifting ion position is below 2π · 1 Hz/h, and therefore does not limit the coherence
time in the current setup.

Phase drifts of the Raman laser beams
Drifts of the relative optical phase between the two beams driving the qubit via the
stimulated Raman transition might be a possible error source. For a similar setup, phase
drifts of the relative optical phase of about 3π have been observed within 10 minutes
[Sch16a]. However, as the interferometer area in the present fiber-coupled setup is much
smaller and the phase drifts within the duration of a measurement cycle of about 4 s are
negligible, this mechanism can be excluded.

Deterioration of qubit-readout fidelity
Heating of the ion’s radial modes of motion leads to an effective contrast loss during
the wait time. The efficiency of the population transfer from the |↑〉 state to the D5/2
manifold is lowered if the motion is excited during the wait time (see Sec. 3.5). In
separate measurements, the spin-readout fidelity has been characterized for the input
states |↑〉 and |↓〉 at variable wait times. The loss of readout fidelity has been deter-
mined to be 20% at a wait time of T = 4 s, and is therefore excluded to be a limiting
mechanism. Contrasts corrected for readout-efficiency deterioration [Kau17b] are also
shown in Fig. 6.1(a).

6.6. Conclusion
In conclusion, an environment for AMO-physics experiments at variable, intermediate
magnetic fields with short-term fluctuations of

√
〈δB2〉 ≤ 2.7 ·10−12 T has been realized.

We compare our setup to other experimental environments with low magnetic-field noise:
For high fields of a few T strength, specially arranged superconducting solenoids [Gab88]
yield sub-nT rms magnetic-field noise in the frequency range of 10 - 200 Hz [Bri16], while
for fully shielded large facilities operating at null field, rms field fluctuations in the femto-
Tesla range are attained [Bor00].
In this work, so far unprecedented coherence times of first-order magnetic-field sensi-

tive atomic qubits have been demonstrated. In typical laboratory environments, residual
current fluctuations in field coils seem to have a similar impact as ambient magnetic-
field fluctuations, thus long coherence times may be reached using permanent magnets in
conjunction with proper shielding. The presented results will influence the choice of the
employed ion species and experimental setups for future trapped-ion experiments. Also,
for ion or neutral atom species with clock states, the detrimental impact of higher-order
Zeeman shifts on the operation of atomic frequency standards or precision measurements
could be mitigated.
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7 DC magnetometry with entangled ions

While the techniques presented in the preceding chapters have mainly been developed in
the context of quantum information processing, they are not restricted to this applica-
tion. In fact, many methods for controlling quantum states with high precision can also
be applied to realize quantum sensors [Deg17]. In the following chapter, we combine the
techniques of ion-crystal separation, efficient readout of quantum phases, and two-ion
entanglement in a low-noise environment to realize a DC magnetic-field sensor.

The sensing scheme relies on the entangled sensor state |ψ(ϕ)〉 =
(
|↑↓〉+ eiϕ |↓↑〉

)
/
√

2.
This state is sensitive to magnetic-field differences ∆B(x1,x2) between the locations of
the constituent ions x1 and x2, while rejecting common-mode magnetic-field fluctuations.
The DC magnetic-field difference can be inferred from the phase accumulation rate of
the sensor state via the linear Zeeman effect

∆ω(x1,x2)DC ≡ ϕ̇DC = gµB
~

∆B(x1,x2). (7.1)

In Sec. 7.1, the scheme for measuring quantum phases of single qubits (see Sec. 6.1)
is generalized to efficiently read out the relative phase of the sensor state, and possible
systematic errors are discussed. In Sec. 7.2, the experimental implementation of the
phase-measurement scheme is discussed, and applied in Sec. 7.3 to determine phase
accumulation rates ∆ω(x1,x2). The coherence time of the sensor state, which is the
main limitation for the sensitivity, is investigated in Sec. 7.4. Section 7.5 introduces
a Bayesian frequency-estimation scheme for measuring ∆ω(x1,x2) with high dynamic
range.

The energy levels of the sensor state do not only depend on the linear Zeeman effect,
but also on an AC Zeeman shift caused by differential AC magnetic fields. In the
experiment, the charging and discharging currents of the RF trap electrodes cause a
spurious AC magnetic field and thus affect the phase accumulation rate ∆ω(x1,x2). In
Sec. 7.6, a sensing scheme is presented that allows for separating this AC Zeeman shift
from the DC Zeeman effect. The scheme relies on consecutive measurements on sensor
states encoded in the S1/2 ground state and in the D5/2 metastable state.

Finally, in Sec. 7.7, possible applications of the presented sensing scheme are discussed.
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7. DC magnetometry with entangled ions

7.1. Phase estimation method
The density matrix of the sensor state |ψ(ϕ)〉 in the presence of magnetic-field fluctua-
tions is given by

ρ̂ = 1
2


0 0 0 0
0 1 Ce−iϕ 0
0 Ceiϕ 1 0
0 0 0 0

 (7.2)

in the logical basis {|↑↑〉 , |↑↓〉 , |↓↑〉 , |↓↓〉}, with the contrast C ∈ [0, 1]. Both the phase ϕ
and the contrast C can be determined by measuring the parity of the two operators σ̂x⊗
σ̂x and σ̂x⊗σ̂y. Similar to the measurement scheme presented in Sec. 6.1, the expectation
values of these operators are measured by applying π/2 analysis laser pulses to each ion
prior to spin readout. The parity is determined by the probability of projecting the
quantum state of the ions to |↑↑〉 or |↓↓〉 during spin readout. The results of the σ̂x⊗ σ̂x
and σ̂x ⊗ σ̂y measurements are

p(E)
xx = Tr

((
R̂π

2

(
π
2
)
⊗ R̂π

2

(
π
2
))
ρ̂

(
R̂π

2

(
π
2
)
⊗ R̂π

2

(
π
2
))†

P̂E

)
= 1

2 (1 + C cos (ϕ)) (7.3)

p(E)
xy = Tr

((
R̂π

2

(
π
2
)
⊗ R̂0

(
−π

2
))
ρ̂

(
R̂π

2

(
π
2
)
⊗ R̂0

(
−π

2
))†

P̂E

)
= 1

2 (1− C sin (ϕ)) ,

(7.4)

where P̂E = |↑↑〉 〈↑↑| + |↓↓〉 〈↓↓| is the projector onto the subspace of even spin con-
figurations |↑↑〉 and |↓↓〉. The operator R̂π/2

(
π
2
)
⊗ R̂0

(
−π

2
)
is experimentally realized

by shifting the phase of the analysis pulse by π/2 for only one ion, and thus requires
laser-addressing of individual ions. Similar to the single-ion case, we determine ϕ and
C via maximum-likelihood estimation.
The phase-estimation scheme is robust to population decay and imperfect state prepa-

ration: Inserting the more general density matrix

ρ̂′ =


P1 c2 c3 0
c∗2 P2

C
2 e
−iϕ c4

c∗3
C
2 e

iϕ P3 c5
0 c∗4 c∗5 P4

 (7.5)

into Eqs. 7.3 and 7.4 yields the same result. Nonzero components in the matrix elements
〈↑↑| ρ̂′ |↓↓〉 and 〈↓↓| ρ̂′ |↑↑〉 would lead to additional oscillatory terms in the results of Eqs.
7.3 and 7.4. But as the states |↑↑〉 and |↓↓〉 do not reject common-mode magnetic-field
fluctuations, these matrix elements decay significantly faster than the contrast C.

Let us now consider errors in spin readout after the basis rotations. We model im-
perfect shelving from the |↑〉 state to the D5/2 manifold by modifying the projection
operator on the even spin states to

P̂E = diag (p(E | ↑↑), p(E | ↑↓), p(E | ↓↑), p(E | ↓↓)) (7.6)
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7.2. Experimental procedure

where E now denotes the event that both ions have been projected to either the dark or
bright state. In an ideal case, it is P̂E = diag (1, 0, 0, 1), but for long interrogation times,
residual heating of the motional state hampers the population transfer to the D5/2 state.
If the loss of readout efficiency can be described by a single parameter δ & 0 such that

p(E | ↑↑) = p(E | ↓↓) = 1− δ (7.7)
p(E | ↑↓) = p(E | ↓↑) = δ, (7.8)

the probabilities to detect even parity become

p(E)
xx = 1

2 (1 + Ceff cos (ϕ)) (7.9)

p(E)
xy = 1

2 (1− Ceff sin (ϕ)) (7.10)

with Ceff = C (1− 2δ). In this case, no systematic error is introduced, but the effective
contrast is lowered.

The assumption that a single parameter δ fully describes the readout imperfection
is well fulfilled if the laser power of the population-transfer pulses to the D5/2 state
is adjusted correctly. At optimal conditions, deviations from Eqs. 7.7 and 7.8 in the
experiment are less than 0.02, and therefore do not affect magnetic-field measurements
on the present level of precision.

7.2. Experimental procedure
An experimental cycle starts with Doppler cooling a two-ion crystal at the laser inter-
action zone (LIZ) of the ion trap (Fig. 7.1). Then, all collective transverse modes of
vibration are cooled close to the motional ground state via resolved sideband cooling,
followed by spin initialization to the |↑↑〉 state. A π/2 pulse on both ions creates the
superposition state |↑↑〉+i |↑↓〉+i |↓↑〉− |↓↓〉. Then, an entangling geometric phase gate
is carried out (see Sec. 3.4), during which the parallel spin configurations |↑↑〉 and |↓↓〉
acquire a phase of π/2. After the phase gate, two additional π/2 pulses are applied to
both ion spins, with respective phase shifts of 0◦ and −45◦ with regard to the initial π/2
pulse. These pulses lead to the sensor state (|↑↓〉+ |↓↑〉) /

√
2.

For the subsequent operations, the two-ion crystal is separated. The ions are shuttled
to the desired locations x1 and x2 with a maximum distance of 6.2 mm, and kept there
for an interrogation time T . Any inhomogeneity of the magnetic field leads to the accu-
mulation of a phase ϕ(x1,x2,T ), resulting in the state |ψ(ϕ)〉 =

(
|↑↓〉+ eiϕ |↓↑〉

)
/
√

2.
After the interrogation time T , both ions are consecutively moved back to the laser

interaction zone for spin readout. There, local spin rotations are driven in order to
measure the spins along the σ̂x⊗ σ̂x or σ̂x⊗ σ̂y basis. Population in the state |↑〉 is then
transferred for each ion to the metastable D5/2 state, followed by fluorescence readout
on the S1/2 ↔ P1/2 transition on each ion.
In order to confirm the validity of the sensor state generation, we reconstruct the den-

sity matrix of the state via complete state tomography [Jam01]. For this purpose, the en-
tangled ions are separated and individually shuttled to the laser interaction zone, where
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7. DC magnetometry with entangled ions
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Figure 7.1.: Experimental procedure for measuring inhomogeneous magnetic fields. After
creating the sensor state at the laser interaction zone (LIZ), the constituent ions are separated
and shuttled to the desired trap segments L and R. In order to measure the accumulated
phase during the interrogation time T , the ions are individually shuttled to the LIZ to perform
basis rotations that allow for state readout via electron shelving and fluorescence detection in
either the σ̂x⊗ σ̂x or σ̂x⊗ σ̂y basis. The inset depicts the absolute values of the reconstructed
density matrix ρ̂rec of the sensor state. The data has been measured via complete state
tomography (see text).

one of the rotation operations {Î, R̂0(−π
2 ), R̂π/2(π2 )} is carried out. Each of the resulting

nine operators is measured 2000 times, and the density matrix ρ̂rec is reconstructed via
linear inversion (Fig. 7.1 inset). The state fidelity F = maxϕ Tr (ρ̂rec |ψ(ϕ)〉 〈ψ(ϕ)|) with
respect to a sensor state with arbitrary phase is computed to be 99.3(5)%1. Ignoring
the relative phase in the fidelity calculation is justified as this parameter is taken into
account in the frequency-estimation measurement. The sum of the undesired residual
populations in the even states |↑↑〉 and |↓↓〉 is 0.47(14)%, which is sufficiently low to not
cause significant systematic errors in the following measurements.

1Standard errors are deduced by parametric bootstrapping [Sch15], starting from an estimate given
by a diluted maximum likelihood algorithm [Řeh07].
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7.3. Phase accumulation measurements

7.3. Phase accumulation measurements
In order to determine the phase accumulation rate ∆ω(x1,x2) of the sensor state with
both high sensitivity and high dynamic range, a measurement scheme is necessary that
takes the 2π-ambiguity of phase measurements into account. Recently, measurement
schemes [Nus12, Wal12a, Bon16] have been demonstrated where phase measurements
at a few fixed interrogation times are performed to resolve this ambiguity. In these
schemes, interrogation times and weight factors are carefully chosen to find an optimal
balance between sensitivity and dynamic range. Better performance for high-dynamic
range sensors is potentially offered by measurement schemes that adapt the interrogation
time based on prior knowledge [Mac14]. Since these typically require a more complex
implementation, the choice of a measurement scheme depends on the desired dynamic
range of the sensor.

In order to estimate the required dynamic range of our sensor, we first perform an
example measurement using a straightforward incremental approach, where phase mea-
surements are consecutively carried out at slowly increasing, predefined interrogation
times. A linear fit

ϕ(T ;x1,x2) = ϕ0(x1,x2) + ∆ω(x1,x2) · T (7.11)

then reveals the phase accumulation rate ∆ω(x1,x2) and a phase offset ϕ0(x1,x2). The
constant phase offset is accumulated during the ion movement in the inhomogeneous
magnetic field. For each phase measurement at interrogation time T , the resulting phase
ϕmeas(T ;x1,x2) is incremented or decremented by multiples of 2π until it falls within a
range of ±π to the fit function resulting from previous phase measurements, i.e. until
|ϕ(T ;x1,x2)−ϕmeas(T ;x1,x2)| < π. In order to check if the phase has been incremented
or decremented properly, we verify that the residuals of all points are well below π.
Figure 7.2 shows the example measurement at maximum ion distance d = 6.2 mm and
the residuals δϕ for each point. Phases of over 40 000 rad have been accumulated during
interrogation times of up to Tmax = 1.5 s, but the residuals |δϕ| of all measurement
points are well below π.
The maximum interrogation time Tmax is ultimately limited by the coherence time Tcoh

of the sensor state. The coherence time is therefore analyzed in the following section.

7.4. Coherence times
We characterize the coherence time Tcoh of the sensor state for two settings: The ions
are kept (i) in a common harmonic potential well at a distance of about 4.2 µm, and (ii)
in separate harmonic wells at the maximum possible distance of 6.2 mm. The coherence
time is inferred from measurements of the contrast C for varying interrogation times T .
For each interrogation time, the experimental procedure is repeated 400 times for each
of the two measurement operators.
For case (i), a coherence time Tcoh > 12.5 s is observed (Fig. 7.3(a)). The contrast loss

is entirely caused by residual heating of the radial modes of motion, which compromises
the fidelity of electron shelving and therefore the spin readout. This has been confirmed
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Figure 7.2.: Incremental measurement of the phase accumulation rate ∆ω at an ion distance
of d = 6.2 mm. A linear fit to measurements of the accumulated phase ϕ at predefined
interrogation times (top part), and the fit residuals δϕ for each phase measurement are
shown (bottom part). For each point, measurements of both operators σ̂x ⊗ σ̂x and σ̂x ⊗ σ̂y

have been repeated 50 times.

by repeating the experimental procedure for the input states |↑↑〉 and |↓↓〉, and measuring
the probabilities to detect each ion as "dark" or "bright".

For the maximum possible ion distance, a Gaussian contrast decay is observed, with
a coherence time in the 1− 2 s range. For Gaussian contrast decay, the best sensitivity
for magnetic-field measurements is achieved at an interrogation time corresponding to a
contrast of 0.85 (see Appendix D).

The contrast decay at maximum ion distance is presumably caused by a slow drift
of the magnetic-field minimum position along the trap axis. In order to verify this
presumption, the drift rate of ∆ω has been simultaneously measured for two different
ion separation distances of d = 6.2 mm and d = 3.2 mm over the course of 6 hours
(Fig. 7.3(b)). For the former case, a typical drift rate of 2π · 1 Hz/h is observed. This
corresponds to contrast decay within 2 s (calculated via Eq. 6.19). For an ion distance
of d = 3.2 mm, the drift rate is suppressed by a factor of about 1.6 as compared to the
maximum ion distance. The spatial dependence of the observed drift rates is consistent
with movement of the ion trap relative to the magnetic field in the 200 nm range,
equivalent to thermal expansion of the vacuum chamber due to a temperature change
of roughly 0.1◦C.
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Figure 7.3.: (a) Sensor state contrast C versus interrogation time T at the maximum ion
distance of d = 6.2 mm (red dots) and at an ion distance of d = 4.2 µm (blue squares).
For illustration, the black curve and gray region indicate a third order polynomial fit to a
separate readout-fidelity measurement and its confidence bands. (b) Simultaneous drift of
the measured frequency difference for ion distances d = 6.2 mm (blue circles) and d = 3.2 mm
(purple triangles) over a duration of about 6 hours with an interrogation time of T = 150 ms.
For d = 3.2 mm, the measured drift is suppressed by a factor of about 1.6 as compared to
the maximum ion distance.

7.5. Bayesian frequency estimation

In order to speed up the incremental measurement scheme for determining ∆ω(x1,x2)
described in Sec. 7.3, we implement an adaptive scheme for frequency estimation based
on a Bayesian experiment design algorithm [Mac14, Wie16].

In general, such algorithms control the choice of a measurement parameter, in our
particular case the interrogation time, which in each measurement run guarantees the
optimum gain of information on the parameter to be determined. These algorithms
are beneficial in situations where only a few parameters are to be determined, an accu-
rate model relating the design parameters to the measurement outcome holds, and the
measurement is ’expensive’ in terms of resources such as time.
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7. DC magnetometry with entangled ions

In Bayesian statistics, for a given phase measurement to be carried out, the combined
result of all previous measurements is expressed with the prior probability distribution
function (PDF) p (∆ω,ϕ0). We initially assume a uniformly distributed prior PDF,
limited to a reasonable parameter range ∆ω ∈ {∆ωmin, ∆ωmax} and ϕ0 ∈ {−π,π}. The
acquired information of a phase measurement combined with all previous knowledge is
described by the posterior PDF

p̃ (∆ω,ϕ0|n,m;T ) = p (n,m;T |∆ω,ϕ0) p (∆ω,ϕ0)
p (n,m;T ) (7.12)

Here, n and m describe the outcome of the phase measurement at an interrogation
time T , i.e. the number of events where the state has been projected to either |↑↑〉 or
|↓↓〉 during N and M measurements of the respective operators σ̂x ⊗ σ̂x and σ̂x ⊗ σ̂y.
The update function p (n,m;T |∆ω,ϕ0) is given by the likelihood function of the phase
measurement, and the marginal PDF p (n,m;T ) ensures normalization of the posterior.
A complete theoretical description is given in Appendix B.
The interrogation time T for each phase measurement is calculated such that the ex-

pected increase of the Shannon information in the posterior PDF is maximized. With
this approach, we observe that the automated measurement operates in two distinct
measurement regimes: The measurement starts in the capture regime, where T is con-
secutively increased from T = 0 to the desired maximum time Tmax in order to un-
ambiguously identify ∆ω without any previous information on its value. Then, in the
tracking regime, the algorithm alternates T between Tmax and T = 0 for best sensitivity.
In order to efficiently track drifts of ∆ω, we intentionally introduce a ’memory loss’ by
broadening the prior PDF by about 5% of its width for phase measurements at Tmax.
This facilitates the determination of frequencies that deviate from the previous mean
value.
Figure 7.4 visualizes an example measurement. In Fig. 7.4(a), the update functions

of the first phase measurements in the capture regime are shown. It can be seen that a
single phase measurement alone is not sufficient to estimate ∆ω. But the combined result
of multiple phase measurements yields an approximate Gaussian marginal distribution
for ∆ω, from which the mean value 〈∆ω〉 and the standard error ∆ωerr are inferred.
Figure 7.4(b) depicts the interrogation time T for each experimental cycle and the

standard errors of the results versus the total elapsed time of the measurement. In
the capture regime, the measurement error scales as ∆ωerr ∝ 1/t1.8(2), with the elapsed
measurement time t. This is a significant improvement over recent high-dynamic-range
measurement schemes with fixed interrogation times, in which error scalings close to 1/t
have been demonstrated [Nus12, Wal12a, Bon16]. The maximum interrogation time is
reached after about t = 12 min, which is about 10 times faster than in the incremental
measurement scheme.
In the tracking regime, the error scaling is reduced to ∆ωerr ∝ 1/

√
t and the precision

limit given by the magnetic-field inhomogeneity drift rates and the coherence time is
approached. A minimum error of ∆ωerr = 2π ·2.5 mHz is obtained. Now, the uncertainty
after each measurement is no longer reduced, but the parameter estimates are corrected
for drifts, see Fig. 7.4(c).
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Figure 7.4.: Bayesian evaluation of a measurement at an ion distance of d = 800 µm.
(a) Update functions (colored bars) in (∆ω,ϕ0)-parameter space of the first four phase
measurements with N = M = 50 repetitions of the experimental procedure, and the posterior
PDF (purple ellipse) after these iterations. (b) Interrogation times (blue bars) and error
of the frequency determination (green points) for each phase measurement versus elapsed
measurement time. (c) The posterior PDFs at maximum interrogation time for subsequent
phase measurements are visualized by open ellipses, corresponding to the 39.4%-credible
regions. One can see that in this regime, the measurement is tracking the drift of the
magnetic-field difference (see text). The posterior PDF pertaining to the last measurements
is indicated as a density plot.

The shot-noise limited sensitivity describes the minimal frequency change that can be
discriminated within unit time:

Sω = ∆ωerr
√
Ttot (7.13)

with the standard error of the frequency measurement ∆ωerr, which has been achieved
during a total experimental time of Ttot [Tay08]. As the sensitivity depends on the chosen
interrogation time, we calculate Sω separately for each phase measurement, only taking
prior knowledge of the phase offset ϕ0 into account. At an ion distance of d = 800 µm,
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Figure 7.5.: Frequency differences to the laser interaction zone (LIZ). A sensor state is
prepared, and the probe ion is moved to an arbitrary desired position. At the same time,
the reference ion is either moved to (a) segment 1 or (b) segment 32 to maximize the ion
distance. The results for each segment are shown in (c). In (d), high precision measurements
close to the LIZ yield standard errors for the ion position and frequency difference of about
10 nm and 2π · 10 mHz, respectively.

a best sensitivity of Sω = 2π · 116 mHz/
√
Hz is obtained for an interrogation time of

Tmax = 3.0 s. At this interrogation time, a mean contrast C of about 0.94 has been
obtained at an average duration of 3.3 s for a single experimental cycle, i.e. about
91% of the measurement time has been utilized for phase accumulation. Thus, our
sensitivity is only about 26% higher than the theoretical standard quantum limit of
1/
√
Tmax = 2π · 92 mHz/

√
Hz (see Appendix C). The results are on par with recent

measurements of AC magnetic fields with single ions [Bau16], only surpassed by sensors
with larger dimensions [Was10, Wol15].
We utilize the measurement scheme for mapping the frequency difference ∆ω to the

laser interaction zone (segment 20) along the trap axis. A frequency measurement is
performed for each trap segment, where one ion, the probe ion, is moved to the desired
segment, and the second reference ion is moved to either segment 1, if the probe ion
is being moved to segments 20 − 32, or to segment 32, if the probe ion is being moved
to segments 1 − 20 (Figs. 7.5(a) and 7.5(b)). This way, the ion distance is sufficiently
large so that the trapping potential of the reference ion does not affect the probe ion
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7.6. Separation of DC and AC Zeeman shifts

position at the given level of accuracy and vice versa. The results are depicted in
Fig. 7.5(c). In Fig. 7.5(d), additional measurements close to the laser interaction zone
are shown, allowing us to infer frequency gradients with high precision. For reaching
spatial accuracies of about 10 nm, the probe-ion position has been calibrated via an
EMCCD camera (see Appendix A).

7.6. Separation of DC and AC Zeeman shifts

In addition to the DC Zeeman effect, the energy levels of the sensor state are also
shifted by the AC Zeeman effect due to oscillating magnetic fields. This shift is caused
by off-resonant driving of the magnetic dipole transition between neighboring magnetic
sublevels of a given electronic state [Bud08]. In the present experimental setting, such
oscillating magnetic fields are generated by the charging and discharging currents of the
RF electrodes of the Paul trap. In an ideal symmetric trap, the equilibrium positions of
the ions are located on the nodal line of the RF field, where also the magnetic fields cancel
out. However, residual displacement from the RF node due to stray electric fields and
trap fabrication imperfections give rise to a position-dependent frequency shift between
the populated magnetic sublevels (see Sec. 2.1):

ω(ac)(x) = ∆mj

(
g
µB
2~Brf,⊥(x)

)2 ν(x)
ν(x)2 − Ω2

rf
. (7.14)

Here, x is the ion position along the trap axis, Brf,⊥(x) is the component of the oscillating
magnetic field perpendicular to the static quantizing magnetic field, Ωrf = 2π · 33 MHz
is the trap drive frequency, and ν(x) denotes the total (angular) frequency splitting
between neighboring (|∆mj | = 1) Zeeman sublevels.
For sensor states encoded in different electronic state manifolds, the respective Landé

factors lead to different contributions to the total phase accumulation rates from DC
and AC fields. Hence, by encoding entangled sensor states within different electronic
states of 40Ca+, the sensing scheme is extended to distinguish between AC and DC
magnetic fields. We utilize the mj = ±5/2 sublevels of the metastable D5/2 state in
addition to the S1/2 ground state for frequency-difference measurements. The sensor
state |+5/2,−5/2〉 + |−5/2, +5/2〉 is prepared by first creating the state |↑↓〉 + |↓↑〉
and then transferring the populations of both ions to the respective sublevels of the
D5/2 metastable state, i.e. |↑〉 → |+5/2〉 and |↓〉 → |−5/2〉 (Fig. 7.6(a)). The population
transfer is carried out via composite-inversion laser pulses near 729 nm [Fre80]. Consider-
ing the Landé factors of both states gS = 2.00225664(9) [Tom03] and gD = 1.2003340(3)
[Chw09], the D5/2 sensor state features phase accumulation rates that are increased by
a factor of 3. However, spontaneous decay at a rate of 1/τ per ion leads to a reduction
of valid measurement cycles, with τ = 1.168(7) s [Kre05]. An additional fluorescence-
detection step before state readout serves to reject measurements where at least one ion
has decayed from the D5/2 state. Beyond wait times of τ/2, this postselection reduces
the sensitivity of the measurement (Fig. 7.6(b)).
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Figure 7.6.: (a) Relevant transitions for creating the D5/2 sensor state. (b) Theoretical
shot-noise limited sensitivity of magnetic-field measurements versus interrogation time T for
both S1/2 and D5/2 sensor states, showing how spontaneous decay limits the sensitivity of
the D5/2 sensor state for long interrogation times (see text).

Measurement of both differential2 phase accumulation rates ∆ωS and ∆ωD for the
respective S1/2 and D5/2 sensor states allow for disambiguating the static magnetic-
field difference and the differential AC Zeeman shift. As the sensor states are affected
differently by the static DC Zeeman effect and the AC Zeeman shift, we can infer the
magnetic-field difference via (see Appendix E)

∆B = ~
µB

∆ωD − χ∆ωS
5gD − χgS

. (7.15)

Here, χ = ∆ω(ac)
D /∆ω(ac)

S denotes the ratio of the differential AC Zeeman shifts pertain-
ing to the D5/2 and S1/2 sensor states. The differential AC Zeeman shift between the
constituent ions of the S1/2 sensor state is given by

∆ω(ac)
S = ∆ωS − gS

µB
~

∆B. (7.16)

Under the approximation that the magnetic-field inhomogeneity is small compared to
the absolute magnetic field, i.e. the energy splittings νS(x) and νD(x) of the respective
electronic states are constant along the trap axis, χ is calculated via

χ ≈ 5
(
gD
gS

)2 νD
νS
· ν

2
S − Ω2

rf
ν2
D − Ω2

rf
. (7.17)

This approximation is well fulfilled in our experimental setup.
Experimentally, the phase accumulation rates ∆ωS and ∆ωD are measured by perform-

ing alternating experimental cycles on the S1/2 and D5/2 sensor states. The respective
interrogation times TS and TD are independently determined by the Bayesian algorithm.

2All quantities with a ’∆’ denote differences with respect to sensing positions x1 and x2, we consis-
tently omit these arguments.
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-50

-40

-30

-20

-10

0

1 5 10 15 LIZ 25 30 32

Trap segment

(H
z)

A
C

 Z
ee

m
an

 s
hi

ft

Figure 7.7.: Frequency shift of the S1/2 sensor state due to the AC Zeeman effect along the
trap axis. Error bars are about 2π · 0.2 Hz for each measurement point. For the parameters
in this experimental setup, the AC Zeeman shift is similar for both S1/2 and D5/2 sensor
states.

Additional measurements on a single ion at the laser interaction zone are employed to
determine the transition frequencies νS(xLIZ), νD(xLIZ), and the absolute AC Zeeman
shift ω(ac)

S (xLIZ) (see Appendix E). The transition frequencies νS(xLIZ) and νD(xLIZ) are
plugged into the AC Zeeman ratio χ (Eq. 7.17), which is used to infer ∆B (Eq. 7.15)
and ∆ω(ac)

S (Eq. 7.16).
Figure 7.7 depicts the absolute AC Zeeman shift along the trap axis. At the laser

interaction zone, an AC Zeeman shift of ω(ac)
S (xLIZ) = −2π · 0.93(12) Hz is revealed. For

remote segments, the magnitude of the frequency shift increases by up to 2π · 50 Hz.
This behavior is presumably caused by a displacement of the ions’ equilibrium positions
from to the nodal line of the RF field, which are minimized only at the laser interaction
zone to compensate excess micromotion. For all ion positions, standard errors of about
ω

(ac)
S,err = 2π · 0.2 Hz are reached. Compared to recent measurements of the AC Zeeman

shift arising from microwave fields [War13], this is an improvement by three orders of
magnitude. Thus, the presented measurement technique may be used to improve the
fidelity of microwave-driven quantum gates, where precise mapping of the AC Zeeman
shift is important.
For DC magnetic-field differences, precisions as good as ∆Berr = 310 fT are reached at

an ion distance of d = 800 µm. Here, ∆Berr has been determined by applying Gaussian
error propagation to Eq. 7.15. Sensitivities down to SB = ∆Berr

√
Ttot = 12 pT/

√
Hz

are attained at interrogation times of TS = 1.50 s and TD = 0.48 s.

7.7. Future applications
We have demonstrated a novel magnetometry scheme harnessing entangled ions, which
are freely positioned in a segmented Paul trap. The long coherence time of the entangled
states enable precise measurement of DC magnetic-field differences. Combined with the
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7. DC magnetometry with entangled ions

high spatial resolution offered by trapped ions, the accessed parameter regime is so far
unique among magnetic-field sensors.
The measurement scheme additionally characterizes the position-dependent AC Zee-

man effect due to the RF trap drive in Paul traps, which is a hard-to-characterize source
of errors for precision measurements in frequency standards. For recent optical clocks,
the AC Zeeman shift contributes to the fractional error in the 10−20-10−17 range [Her12,
Cho10, Ita07].
Precise knowledge of the magnetic field along the trap axis is essential for a shuttling-

based approach towards scalable quantum information experiments in Paul traps. In this
approach, quantum algorithms are carried out with multiple ions residing at different
trap segments, where different phases are accumulated. These phases have to be taken
into account within computational sequences [Kau17b].
The benefits of the presented measurement technique could be harnessed to charac-

terize the magnetic properties of samples that are small compared to the size of the ion
trap. In this case, the absolute magnetic field of the sample is accessible if the reference
ion is placed sufficiently far away. The presented gradiometer could be extended to a full-
fledged DC vector magnetometer: By changing the direction of the quantizing magnetic
field, the absolute magnetic field of the sample along all directions can be measured.
Suitable samples to be probed include additional trapped ions, neutral atoms trapped
by optical dipole forces [Sch12], or more complex samples such as single-molecule mag-
nets [Tho96]. In the case of single neutral atoms or cold quantum gases, the absence of
coulomb repulsion allows the probe ion to be placed in a nm distance to or within the
sample.
For sensing of sample surfaces, the achievable accuracy of our method is limited by

increased heating via fluctuating electric fields in the proximity to the surface, which can
deteriorate the readout fidelity. This effect however strongly depends on the character-
istics of the sample, such as temperature, surface structure, and contamination, where
the underlying mechanisms are not yet entirely understood [Bro15].
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8 Outlook

This work demonstrates how the fields of quantum sensing and quantum information can
massively profit from each other: Fundamental concepts of quantum information, such as
deterministic entanglement and quantum phase estimation, have been utilized to realize
a highly sensitive magnetic-field probe. Vice versa, quantum sensing is an important
tool for characterizing noise sources and systematic errors in quantum computers.
The Ramsey coherence time could be improved in future experiments by either actively

stabilizing the temperature of the aluminum rings bearing the magnets or by lowering
the temperature dependence of the magnetic field. The latter could be achieved by
using materials optimized towards a low temperature coefficient [Cam96, Tak09], or
by combining Sm2Co17 and NdFeB magnets. Since both materials feature different
temperature coefficients (about −0.03%/◦C for Sm2Co17 and −0.10%/◦C for NdFeB),
magnets of both types can be arranged in such a way that temperature drifts are canceled
at the trap location. Such a magnet configuration has already been successfully tested
by Nicodemus [Nic17].
The future goal for the presented experimental apparatus is the realization of scalable

experiments for quantum information, i.e. algorithms using an increasing number of
qubits. All basic operations for controlling few-qubit registers have already been realized:
Single and two-qubit gates, ion transport [Wal12b], ion-crystal separation and rotation
[Kau17b]. The 1/

√
e spin-echo coherence time of 2.12(7) s for a single ion enables a large

number (≈ 105) of gate operations [Gae16, Bal16].
The operation of more qubits will enhance the sensitivity of quantum-sensing applica-

tions, at the cost of a reduced spatial resolution. This is because the spatial resolution
would be limited by the inter-ion distance in an ion crystal instead of the size of the
ion’s wave function, i.e. about 4 µm instead of about 10 nm. The benefit in using
many-qubit states for quantum sensing therefore depends strongly on the application.
For measuring the magnetic-field inhomogeneity along the trap axis, Heisenberg-limited
scaling of the sensitivity S ∝ 1/N can be obtained by using the 2N -qubit entangled
state

(
|↓〉⊗N |↑〉⊗N + |↑〉⊗N |↓〉⊗N

)
/
√

2 [Alt17].
Adding more qubits to the system will lead to an increased number of shuttling opera-

tions during computational sequences. Currently, multi-segment transports are realized
by simply concatenating precalculated single-segment transports, with an acceleration
and deceleration phase for each segment. This behavior slows down the overall process,
and leads to enhanced motional excitation. When combining ion-crystal separation and
transport operations, voltage ramps have to be manually programmed to avoid discon-
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tinuities in the trajectories of each ion. Using this approach, the scalable creation of
a long-lived four-ion GHZ state (|0000〉+ |1111〉) /

√
2 has been demonstrated by Kauf-

mann et al. [Kau17c]. For future experiments, an automated optimization algorithm
is under development that will simplify the process of creating voltage ramps, and will
speed up multi-segment transports [Nic17]. This is a first step towards a quantum com-
piler [Mar16]. The purpose of a quantum compiler is to find an optimal decomposition of
a given quantum algorithm or unitary operation into available gates, taking into account
the capabilities of the experimental hardware.
An essential prerequisite for realizing fault-tolerant quantum computing is the im-

plementation of quantum error correction [Ter15], where logical qubits are encoded in
entangled states of multiple physical qubits. This way, certain experimental errors can
be detected and corrected without affecting the information stored in the logical qubit.
In ion traps, a 7-qubit topological color code, where a logical qubit is encoded in a 7-ion
crystal, has already been experimentally realized [Nig14]. Using this code, phase and/or
bit flip errors on any of the physical qubits can be detected and corrected. Since the
encoding, detection, and correction of existing errors rely on imperfect operations that
might introduce new errors, it is experimentally challenging to create a logical qubit that
actually outperforms an unprotected single physical qubit. Bermudez et al. [Ber17] give
a road-map on how to surpass this break-even point for a 7-qubit color code in segmented
ion traps. The experimental requirements may be realizable within the next few years.
For certain applications, quantum error correction can also enhance the performance of
quantum sensors [Her15, Kes14].
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A Ion-position calibration

Here, we describe how to calibrate ion positions along the trap axis with about 10 nm
accuracy close to the laser interaction zone. The precise measurement of ion positions
is an important step for calibrating the β-coefficients in Sec. 5.1, and for reaching high
spatial resolutions in the magnetometry scheme presented in chapter 7.
The ions are imaged to the sensor of an EMCCD camera with a magnification of about

15.6. The sensor of the camera features 128 × 128 pixels, with a size of 24µm × 24µm
each. In the first step, we determine the ion displacement (in µm) that corresponds to
the size of a single camera pixel. For this purpose, we take advantage of the fact that
the inter-ion distance of two 40Ca+ ions in an harmonic potential can be calculated from
the oscillation frequency of the axial COM mode: d = e2/3 (2π ε0mω2

x

)−1/3 [Jam98].
The squared oscillation frequency ω2

x is experimentally determined by the α-calibration
procedure presented in Sec. 5.1. It depends linearly on the DC voltage at the laser
interaction zone (Fig. A.1(a)), and is measured via resolved sideband spectroscopy.
Then, the ion distance of a two-ion crystal is varied by changing the DC electrode

voltage at the laser interaction zone, and the ion distance (in pixels) is measured on the
EMCCD camera. By performing Gaussian fits to the camera images, the ion positions
can be determined with sub-pixel resolution (Fig. A.1(b)). A linear fit yields the number
of camera pixels per unit length (Fig. A.1(c)), and can be used to infer the ion distance
(in µm) near the laser interaction zone for arbitrary camera images.
For measuring inhomogeneous magnetic field with high spatial resolution, the ion

positions have to be varied with high spatial resolution as well. Similar to the tilt
adjustment presented in Sec. 5.1, a differential DC voltage ∆US is applied between the
segments adjacent to the laser interaction zone, while a voltage of UC = −6 V is applied
to the laser interaction zone. Close to this zone, the ion position of a single trapped ion
depends linearly on the differential voltage (Fig. A.1(d)).
We combine these calibrations and determine the ion displacement in µm versus dif-

ferential voltage ∆US:
δx

δ(∆US) = 15.40(20) µm
V (A.1)

When calculating the ion position relative to the laser interaction zone at given ∆US,
the statistical error of the calibration procedure determines the accuracy of the ion
position. For example, at a displacement voltage of ∆US = 60 mV, the ion is displaced
by δx = 924(12) nm. The displacement is also dependent on the voltage UC at the laser
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Figure A.1.: Steps towards ion position calibration. The slopes m are inferred from linear
fits to the data. (a) Squared axial COM oscillation frequency versus DC voltage at the laser
interaction zone. (b) Example camera image used for distance measurement. White ellipses
indicate the σ regions of the Gaussian fit. (c) Ion distance measured on the camera versus ion
distance determined via the axial trap frequency for varying DC voltages. (d) Ion distance
on the camera versus differential voltage ∆US, with a voltage of −6V applied to the laser
interaction zone.

interaction zone: The trap potential is given by V (x) ≈ αCUCx
2 +γS∆USx, and a single

ion resides at the minimum position xmin = γS∆US
2αCUC

.
In addition to the spatial accuracy given by the calibration, the spatial resolution for

magnetic-field sensing is limited by the size of the ion’s wave packet. For a typical axial
trap frequency of 1.5 MHz, the σ-width of the ground state wave function is 13 nm.
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B Bayesian frequency estimation

A phase measurement with the sensor state |ψ(ϕ)〉 =
(
|↑↓〉+ eiϕ |↓↑〉

)
/
√

2 consists of
{N ,M} measurements of the respective operators σ̂x ⊗ σ̂x and σ̂x ⊗ σ̂y. The outcome
of the measurement is described by the parity of the projected state, i.e. the number of
events {n,m} in which the state has been projected to either |↑↑〉 or |↓↓〉.

In Bayesian statistics, the result of a phase measurement, combined with all previous
knowledge, is described by the posterior PDF

p̃ (∆ω,ϕ0|n,m;T ) = p (n,m;T |∆ω,ϕ0) p (∆ω,ϕ0)
p (n,m;T ) (B.1)

with the update function

p (n,m;T |∆ω,ϕ0) =
∫ 1

0
L (n,m;ϕ(∆ω,ϕ0,T ),C) dC. (B.2)

The marginal PDF

p (n,m;T ) =
∫ ∫

p (n,m;T |∆ω,ϕ0) p (∆ω,ϕ0) d∆ω dϕ0. (B.3)

ensures normalization of the posterior. Equation B.1 is known as Bayes’ rule. The
likelihood function describing the phase measurement is given by

L (n,m;ϕ,C) = p(E)n
xx (1− p(E)

xx )N−np(E)m
xy (1− p(E)

xy )M−m (B.4)

with the expectation values of the projective measurements

p(E)
xx = 1

2 (1 + C cos (ϕ)) (B.5)

p(E)
xy = 1

2 (1− C sin (ϕ)) . (B.6)

For each parameter set (∆ω,ϕ0), the accumulated phase after the interrogation time T
is given by

ϕ(∆ω,ϕ0,T ) = ∆ω · T + ϕ0 (B.7)

Because of the phase periodicity, the update function features a 2π/T periodicity in
∆ω. But if the width of the prior PDF is smaller than the periodicity of the update
function, the periodicity is not inherited by the posterior PDF. After at least two phase
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B. Bayesian frequency estimation

measurements at different interrogation times, the posterior PDF is well described by a
two-dimensional normal distribution. We obtain estimates for ∆ω and ϕ0 by calculating
expectation values from the marginalized PDF:

〈∆ω〉 =
∫ ∫

∆ω · p̃ (∆ω,ϕ0|n,m;T ) d∆ω dϕ0 (B.8)

〈ϕ0〉 =
∫ ∫

ϕ0 · p̃ (∆ω,ϕ0|n,m;T ) d∆ω dϕ0 (B.9)

Standard errors are obtained in a similar fashion by calculating the corresponding stan-
dard deviations.
In order to calculate the interrogation time T for the next measurement to be per-

formed, we employ Bayes’ rule (Eq. B.1) to calculate the posterior PDF for a hypothetical
measurement result {n,m} at interrogation time T with fixed contrast C = C0, i.e. with
the simplified update function p (n,m;T |∆ω,ϕ0) = L (n,m;ϕ(∆ω,ϕ0,T ),C0). Here, it
is sufficient to consider the case of N = M = 1 to save computational effort. Because
we are interested in minimizing the error in ∆ω, we marginalize

p̃ (∆ω) :=
∫
p̃ (∆ω,ϕ0|n,m;T ) dϕ0. (B.10)

Utility is defined as the expected gain in Shannon information of the posterior with
respect to the prior after a hypothetical measurement

U (n,m;T ) =
∫
p̃ (∆ω) log p̃ (∆ω) d∆ω − U0, (B.11)

with the Shannon information of the marginalized prior PDF

U0 =
∫
p (∆ω) log p (∆ω) d∆ω. (B.12)

Then, we average the utility function over all possible measurement results, weighted
with the respective marginal probability:

U(T ) =
N∑
n=0

M∑
m=0

w(T ) · U (n,m;T ) p(n,m;T ) (B.13)

Here, a penalty factor w(T ) = D(0)/D(T ) takes the increased measurement duration for
longer interrogation times into account, where D(T ) is the duration of a single experi-
mental run with a given T . The ideal interrogation time for an upcoming measurement
is T0 = maxT U(T ), i.e. T0 maximizes the expected gain in Shannon information. Via
the known results from the prior PDF 〈∆ω〉 and 〈ϕ0〉, we add a phase offset to the
second σ̂x or σ̂y analysis pulse, so that the measured phase is always close to π/4. Near
π/4, the error bar of a single phase measurement is minimized (at the expense of an
increased contrast uncertainty).
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C Standard quantum limit

In this chapter, we derive the theoretical sensitivity for frequency measurements that
can be achieved if quantum projection noise is the only experimental limitation. This
sensitivity is known as the standard quantum limit.

C.1. Single-operator scheme
We first consider the case of a single-ion Ramsey-type measurement, where only mea-
surements of the σ̂x-operator are performed. This single-operator scheme is suited for
frequency measurement if the phase contrast C is known and constant.
The probability p to detect an ion as ’bright’ depends on the accumulated phase ϕ via

p = C

2 cos(ϕ) + 1
2 (C.1)

with the contrast C (Fig. C.1(a)). This expression is similar to p(E)
xx for the entangled sen-

sor state, and therefore the following derivation is valid for Ramsey-type measurements
on a single ion and the entangled sensor state.

Best sensitivity is achieved at the maximum slope, i.e. in the case of p = 0.5. The
standard error for a population measurement at the maximum slope is given by binomial
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Figure C.1.: Optimal measurement phases for (a) the single-operator scheme, and (b) the
double-operator scheme.
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C. Standard quantum limit

statistics: ∆p = 1
2

1√
N
, withN the number of experimental cycles. The slope is calculated

by dp
dϕ |p=0.5 = C

2 . Gaussian error propagation yields the phase error

∆ϕ = 2
C

∆p = 1
C
√
N

. (C.2)

The phase is transformed to a frequency via ω = ϕ/T . The sensitivity of a frequency
measurement is given by

Sω = ∆ω
√
Ttot (C.3)

with ∆ω the error of the frequency determination and
√
Ttot the total measurement time

for attaining this frequency error. In an ideal measurement, the total measurement time
is fully consumed by the interrogation time T , i.e. Ttot = N · T . The sensitivity is
therefore written as

Sω = ∆ω
√
N · T = ∆ϕ

T

√
N · T = 1

C
√
T

. (C.4)

For C = 1, we obtain the standard quantum limit Sω = 1/
√
T .

C.2. Double-operator scheme
In this thesis, phase measurements are performed by probing both σ̂x and σ̂y operators.
Rotations to the σ̂y basis are performed by adding a phase offset of π/2 to the respective
analysis pulse (Fig. C.1(b)). This scheme is better suited if the phase contrast C is
unknown or drifts over time.
Best sensitivity is achieved at the respective populations of p1 = C

2 cos(π4 )+ 1
2 = C

2
√

2 + 1
2

and p2 = C
2 cos(π4 + π

2 ) + 1
2 = − C

2
√

2 + 1
2 . Binomial statistics yield a population error of

∆p =
√

(1
4 −

C2

8 )/N for both measurements. The phase is inferred via

ϕ = arctan
(
p1 − 1

2
p2 − 1

2

)
, (C.5)

with the standard error given by Gaussian error propagation:

∆ϕ =
√(

∂ϕ

∂p1
∆p
)2

+
(
∂ϕ

∂p2
∆p
)2

= 2
C

∆p = 2
C

√(1
4 −

C2

8

)
/N =

√( 1
C2 −

1
2

)
/N

(C.6)
Next, we calculate the sensitivity of a frequency measurement. Since measurements in
the σ̂x and σ̂y bases are performed, the measurement duration Ttot is doubled. We obtain

Sω = ∆ω
√

2N · T = ∆ϕ
T

√
2N · T =

√( 2
C2 − 1

)
/ T (C.7)

For C = 1, the standard quantum limit of Sω = 1√
T

is reached as well. However,
the sensitivity of the double-operator scheme suffers more from contrast loss than the
single-operator scheme.
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D Optimal interrogation time

The Bayesian algorithm presented in Sec. 7.5 does not take contrast decay during the
interrogation time T into account and therefore relies on a predefined maximum in-
terrogation time. Here, we calculate the optimal T for best sensitivity of a frequency
measurement in the case of a Gaussian contrast decay C(T ) = exp

(
− T 2

2τ2

)
. The re-

sult can then be plugged into the maximum interrogation time Tmax of the Bayesian
algorithm.
We first discuss the case of a single-operator measurement (see Appendix C). The

sensitivity is given by
Sω(T ) = 1

C(T )
√
T

. (D.1)

We insert a Gaussian contrast decay into this expression and obtain

Sω(T ) =
exp

(
T 2

2τ2

)
√
T

. (D.2)

The sensitivity is minimized for T = τ√
2 , equivalent to a contrast decay to C ≈ 0.78.

This result differs significantly from the case of exponential contrast decay, where the
contrast corresponding to the optimal interrogation time is Cexp ≈ 0.61.

For the double-operator measurement scheme, the sensitivity is

Sω(T ) =
√( 2

C(T )2 − 1
)
/ T . (D.3)

Inserting a Gaussian contrast decay yields

Sω(T ) =
√(

2 · exp
(
T 2

τ2

)
− 1

)
/ T . (D.4)

The optimal interrogation time T ≈ 0.57 τ pertains to a contrast loss of about 85%.
Since Gaussian contrast decay is observed in the experiment, the maximum interrogation
time for the frequency estimation scheme is chosen accordingly. For an ion distance of
d = 800 µm, the optimal interrogation time is about 3 s.
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E Separation of DC and AC magnetic
fields

E.1. Calculation from experimental quantities
In the experiment, both DC and AC Zeeman shifts depend on the ion positions. We
measure differences of atomic frequency splittings between two locations x1 and x2 along
the trap axis of a linear segmented ion trap. In order to distinguish the DC and AC
Zeeman frequency shifts, we measure the differential phase accumulation rates in the
S1/2 ground state with ∆m = 1 and in the D5/2 metastable state with ∆m = 5, given
by

∆ωS(x1,x2) = gSµB
~

∆B(x1,x2) + ∆ω(ac)
S (x1,x2) (E.1)

∆ωD(x1,x2) = 5gDµB
~

∆B(x1,x2) + ∆ω(ac)
D (x1,x2) (E.2)

with ∆B(x1,x2) = B(x1) − B(x2) and ∆ω(ac)
J (x1,x2) = ω

(ac)
J (x1) − ω(ac)

J (x2). Here, J
denotes the electronic state (J ≡ S for the S1/2 state, and J ≡ D for the D5/2 state). To
obtain the static magnetic-field difference, we write Eq. E.2 as

∆ωD(x1,x2) = 5gDµB
~

∆B(x1,x2) + χ∆ω(ac)
S (x1,x2) (E.3)

with the AC Zeeman difference ratio
χ ≡ ∆ω(ac)

D (x1,x2)/∆ω(ac)
S (x1,x2). (E.4)

We insert Eq. E.1 into Eq. E.3 and solve for the static magnetic-field difference

∆B(x1,x2) = ~
µB

∆ωD(x1,x2)− χ∆ωS(x1,x2)
5gD − χgS

. (E.5)

To extract ∆ω(ac)
J (x1,x2) from measurements, we insert Eq. E.5 into Eq. E.1 or E.2 and

obtain

∆ω(ac)
J (x1,x2) = ∆ωJ(x1,x2)−∆mgJ

∆ωD(x1,x2)− χ∆ωS(x1,x2)
5gD − χgS

. (E.6)

Using Eq. 2.27, the AC Zeeman difference ratio is given by

χ(x1,x2) = ∆ω(ac)
D (x1,x2)

∆ω(ac)
S (x1,x2)

= 5
(
gD
gS

)2 Brf,⊥(x1)2 νD(x1)
νD(x1)2−Ω2

rf
−Brf,⊥(x2)2 νD(x2)

νD(x2)2−Ω2
rf

Brf,⊥(x1)2 νS(x1)
νS(x1)2−Ω2

rf
−Brf,⊥(x2)2 νS(x2)

νS(x2)2−Ω2
rf

.

(E.7)
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Here, both the total absolute frequency splittings νJ(x) and oscillating magnetic fields
Brf,⊥(x)2 are position-dependent. As an approximation, we discard the dependence on
the position:

νJ(x) ≈ νJ(xLIZ), (E.8)
where νJ(xLIZ) denotes the absolute frequency splitting at the laser interaction zone
(LIZ). Now, Eq. E.7 simplifies to

χ ≈ 5
(
gD
gS

)2 νD(xLIZ)
νS(xLIZ) ·

νS(xLIZ)2 − Ω2
rf

νD(xLIZ)2 − Ω2
rf

. (E.9)

With values for νS,D(xLIZ) available, we can determine a value for χ, which can be
inserted into Eqs. E.5 and E.6 to obtain the desired quantities.

E.2. Error characterization
To compute a value for χ according to Eq. E.9, the required values for the total fre-
quency splittings at the laser interaction zone νS,D(xLIZ) are obtained from direct laser
spectroscopy on a single ion. For J = S, spectroscopy is carried out on the stimulated
Raman transition, while for J = D, the S1/2 ↔ D5/2 quadrupole transition is utilized. In
both cases, an interrogation time of 200 µs yields an accuracy of better than 2π · 1 kHz.
We therefore obtain νS(xLIZ) = 2π · 10.2136(10) MHz, νD(xLIZ) = 2π · 6.1231(6) MHz,
and hence χ = 1.00946(16). Since the absolute frequency splittings exceed their inho-
mogeneities along the trap axis by more than 3 orders of magnitude, it is justified to
discard the position dependence in Eq. E.8.
The relative accuracy of the magnetic-field difference is reduced with respect to the

bare measurements of differential phase accumulation rates, as ∆B according to Eq. E.5
is affected by statistical uncertainties of ∆ωS, ∆ωD and χ. Gaussian error propagation
yields relative uncertainties which are increased by a factor of about 2 as compared to
the differential frequency measurements.
In the following, we further analyze the validity of the approximation Eq. E.8. To

this end, we compare the AC Zeeman ratio from the approximation Eq. E.9 to a self-
consistent estimate from the exact expression Eq. E.7. For the latter, we obtain the local
frequency splittings νJ(x) via

νJ(x) = ∆ωJ(x,xLIZ)/∆mJ + νJ(xLIZ) (E.10)

In order to obtain estimates for Brf,⊥(x)2, we first compute the absolute AC Zeeman
splittings at the laser interaction zone ω(ac)

J (xLIZ) from the single-ion version of Eq. E.6:

ω
(ac)
J (xLIZ) = ωJ(xLIZ)−∆mgJ

ωD(xLIZ)− χωS(xLIZ)
5gD − χgS

. (E.11)

Here, we employ χ from expression Eq. E.9, which is exact for the single-ion case. Now,
using

ω
(ac)
J (x) = ∆ω(ac)

J (x,xLIZ) + ω
(ac)
J (xLIZ), (E.12)
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we obtain the inhomogeneous AC magnetic field according to Eq. 2.27:

Brf,⊥(x)2 = ω
(ac)
J (x)
∆m

( 2~
gµB

)2 νJ(x)2 − Ω2
rf

νJ(x) . (E.13)

Inserting the results from Eqs. E.10,E.13 into Eq. E.7, we obtain position dependent
values for χ(x1,x2). Comparing resulting values of ∆B(x1,x2) and ∆ω(ac)

J (x1,x2), we
find deviations of less than 1% of the statistical uncertainty across the entire region of
interest. We therefore conclude that Eq. E.9 is an excellent approximation.
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