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Abstract

Today online service providers collect a massive amount of data. How-
ever, not all of this data is necessary for a service to work, for example
our usage data. In this thesis, we explore an approach to obfuscate the
actual usage of a subscription-based online service while maintaining
the possibility of restricting access to paying customers.

We introduce a system called Mixnet that allows users to use a service
while obfuscating their actual usage. To do so, we use the concepts of
mix networks and K-Anonymity. Mixnet aims against an adversary
that inspects HTTP requests addressed to it to identify users. Before
requests reach the service, Mixnet generalizes them and mixes the
subscription-related session cookies used by different users. We explore
how generalization and mixing session cookies can be implemented
using Trusted Execution Environments (TEEs). By doing so, we prevent
session leakage or the disclosure of session-related personal data.

We present a full implementation of Mixnet using Intel SGX and demon-
strate its use in three real-world applications: NZZ and Tagesanzeiger,
two Swiss online newspapers, and the streaming service Zattoo.
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Chapter 1

Introduction

By using the Internet, we generate many a lot of data. Different actors collect
this data. These often include the service we use itself, for example, to
improve its service as well as third parties such as advertising companies. If a
service wants to collect data about us, it can very quickly do so by using web
tracking technologies [62, 48]. However, collecting usage data can negatively
affect users, depending on how a service uses the data, and raise privacy
concerns. For this reason, awareness is increasing for privacy-enhancing
technologies and a lot of work has been done in this area. Examples are
the Tor network, which is used for anonymous web browsing, privacy-
enhancing proxies like Privoxy [22], or applications like the browser extension
TrackMeNot [37, 31], which use the principle of obfuscation.

Despite considerable work in this area, there are some pitfalls. On the one
hand, these measures do not provide users with absolute protection and can
not obfuscate all of a user’s usage. If a user wants to use subscription-based
services, he must log in with his account. Consequently, all his requests are
bound to his account once logged in. This causes data collection for a service
that does not follow the principle of privacy-by-design. On the other hand, a
user must be able to trust the privacy-enhancing technology provider not to
work against him.

In this thesis, we show that by using Trusted Execution Environments (TEEs),
we can obfuscate the connection between the request itself and the user who
made the request. Our approach uses the concepts of mix networks and
k-anonymity and applies two steps for each user request:

• Mixing user identities

• Generalizing the request

By using TEEs, on the one hand, we can perform these steps in a secure
environment; on the other hand, a user can make sure that the expected code
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1. Introduction

is executed. This shifts trust from the privacy-enhancing technology provider
to the TEE manufacturer.

To demonstrate this, we design Mixnet, a system that allows users to use
third-party services while enhancing their privacy. The design of Mixnet

maintains the service’s ability to restrict access to paying customers. We
implemented Mixnet entirely within Intel SGX [44, 17] and applied it to
different real-world applications, such as newspapers or streaming services.
Mixnet ensures that neither sessions nor session-related personal data of a
user will be leaked. The principle of Mixnet does not require cooperation
with the service provider. At the same time, a service provider could use
Mixnet to improve its users’ privacy.

Outline. This thesis is structured as follows: In Chapter 2, we introduce the
problem, the adversary model, and the solution requirements. In Chapter
3, we provide the necessary background for this work. Chapter 4 gives an
overview of Mixnet and addresses the requirements, followed by imple-
mentation details in Chapter 5. In Chapter 6, we present our results from
applying Mixnet to real-world services and analyze its performance. In
Chapter 7, we discuss the limitations of the selected approach and point out
directions for future work. Finally, we finish with related work in Chapter 8
and conclude in Chapter 9.
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Chapter 2

Motivation and Problem Statement

The Internet has become our daily companion, and when using it, we are con-
tinuously generating data. The sheer amount of generated and collected data
is almost unimaginable and growing fast. Facebook generated 4 petabytes
(PB) of data daily in 2014 [8] with 1.39 billion users [7], which corresponds
to 2.87 megabytes (MB) daily per user. For 2020, IBM estimated that every
person on earth generates 1.7 MB of data per second [19]. This data has a
variety of origins: the use of web services and IoT devices, creation of social
media content, digital photos and videos, messages, location data, or copies
of this data on different servers.

However, not all user data is mandatory for the functionality of a service.
Different actors have different motivations, collecting data about users’ online
behavior and creating user profiles. These include:

• Facebook for targeted ads [65]

• Netflix for their recommendation algorithm [38]

• Generally web services in the context of web analytics

• Intelligence agencies for solving crimes [50]

For a service, it is relatively easy to collect data about its users by using web
tracking methods [62]. Common methods for web tracking include logging
user behavior, combining and analyzing web traffic, tracking cookies, or
other, more advanced, web tracking methods. There has been much research
done in this area; for an overview, see [48].

Depending on how a service uses the collected data, it can have positive and
negative effects [51] for the user. Below are some often critisized user privacy
issues of current internet services:

• A service that is completely tailored to us and only shows us con-
tent that we like creates a ”filter bubble”, as Pariser calls it [55]. In
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2. Motivation and Problem Statement

exaggerated terms, one could speak of a kind of ”censorship” when
platforms take away our decision on what content we should consume
and withhold other content from us.

• If a service is compromised and personal data falls into the hands of
unauthorized third parties.

• Potential sale or sharing of personal data. Many users are not even
aware of what data a service collects about them or what the service
does with it, as they often do not read the terms of use carefully.

• Much of what we do, write, or say ends up in permanent digital
files and can eventually come back to haunt us. It is not easy to
delete something from the web again, which lead to the saying ”The
Internet does not forget” [53]. This is an increasingly important issue,
which is underscored by the European Union’s General Data Protection
Regulation (GDPR) [9], especially paragraph 66, which deals with the
”right to be forgotten”.

These privacy constraints have led to a wide array of research into pri-
vacy enhancing technologies. A well-known example of privacy-enhancing
technology is Tor [30], used for anonymous web browsing. Tor conceals a
user’s location and usage from Internet service providers conducting traf-
fic analysis or network surveillance. Another technology is Privoxy [22], a
privacy-enhancing proxy that modifies web page data and HTTP headers
and filters out malicious requests. Several browser extensions exist which
enhance privacy. They block tracking cookies, filter requests, control and
disable javascript on web pages or obfuscate usage by generating noise, like
TrackMeNot [31, 37]. However, in the case of subscription-based services,
these technologies do not provide complete protection, as a user has to log in
with his account to use the service. Consequently, all his requests are bound
to his account once logged in.

In this thesis, we focus on subscription-based services with a paywall, such
as newspapers, streaming services, online software, or databases for images
or similar. For a newspaper, for example, it is legitimate to restrict access to
paying customers. However, for the functionality of the newspaper, it is not
essential to know exactly which user has read which article. This connection,
from users to articles, is what we aim to obfuscate in this thesis. Unlike
services that are free to use, we claim that in an ideal world, when we pay
for a service, the service:

• Should not make additional profit from user-related data.

• User-related data should be protected.
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2.1. Adversary Model

2.1 Adversary Model

In this thesis we focus on the following types of attacks. We assume an active
network attacker. This attacker can try to perform various attacks such as
man-in-the-middle (MITM) [49], DROWN [39], or Sweet32 [26, 42] attacks,
to eavesdrop on communications. However, it cannot break the current
confidentiality and integrity guarantees of modern transport layer security
(TLS) [64, 59].

The service itself is not actively malicious. However, the service can collect
logs of our requests and try to use them later on to collect user data. It can
identify the sender of a request in two ways:

• either referring to the user’s session cookie that was used to request
access to the service.

• or combining multiple requests and mapping them to one user. To do
so, it refers to the same headers, analyzes the clickstream, or combines
content-related requests

We limit the service ability to use these methods of identification. It cannot
use any other tracking methods, such as fingerprinting or tracking cookies.

We also consider malicious users who have the following intentions:

• try to leak personal information of other users

• try to obtain session-relevant information of another user to hijack his
session

• try to circumvent the paywall

Finally, we consider an SGX attacker that tries to modify the code within
an Intel SGX enclave or read out memory. He aims to capture sessions or
session-related personal data to use it for his purposes. However, the attacker
has no ability to break the security properties of a secure SGX enclave.

2.2 Requirements

In this thesis, we assume that a solution that enhances users’ privacy by
protecting users against such an adversary model must meet the following
requirements:

• Confidentiality and integrity: The current confidentiality and integrity
guarantees should remain the same.

• No leakage of personal data: Web services keep personal data about
users; this data must be protected.

• No session leakage: It should not be possible to hijack a user session.
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2. Motivation and Problem Statement

• Restricted access: In order to not violate the terms of use of a service
and offer paid content to unauthorized users, access to a service must
be restricted to paying users.

• Trust: Another system brings another level of trust. A user must be
able to trust this system not to collaborate with the adversary or a third
party, which would be even worse than the adversary’s original data
collection.
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Chapter 3

Background

3.1 Web Authentication

Web authentication [47] is the process of verifying a user’s identity before
granting access to a web resource. It is a critical security measure to protect
sensitive data and resources. Web users encounter many forms of authentica-
tion in everyday life, such as passwords, PINs, or biometric scans.

What happens after our identity has been verified successfully? All authenti-
cation mechanisms can be classified into either token-based or session-based
authentication.

In token-based authentication, the server generates a token containing all the
necessary user data and signs it with a secret key. The token is sent back to
the user and stored on the user-side, but not on the server-side. The user
typically sends the token in the ”Authorization” header of an HTTP request
to a server, which decrypts the token, verifies the signature, and grants access.
This method is also often used for server-to-server connections.

In session-based authentication, the server generates a session, or session file,
which contains all the necessary information about a user. This session is
stored on the server-side, unlike the token-based method. The session ID, a
randomized string to prevent third parties from extracting any information
about the user, is server-side encrypted and transmitted to the user as a
cookie [40]. These cookies should be encrypted to prevent any client-side
tampering. In this thesis, we call this cookie the session cookie. The user
submits this session cookie with each request to a server, which checks
whether the session ID is present in the session store and then grants access.
This method is used for user-to-server connections.

In this thesis we will almost exclusively deal with session-based authentica-
tion since the services we investigate rely on it. Anyone in possession of a
session cookie has almost unrestricted access to the account associated with
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3. Background

it. For this reason, also client-side protection mechanisms are defined for
cookies [40]. These include cookie-specific flags such as the secure attribute
[40], which forces cookies to be sent only over encrypted connections, and
the httpOnly [18, 40] attribute, which prevents cookies from being accessed
by scripts.

3.2 Trusted Execution Environments and Intel SGX

A Trusted Execution Environment (TEE) is a secure area of a computer’s
main processor where applications can be run in a protected environment,
isolated from the rest of the systems. TEEs are used in various applications,
including mobile devices, smart cards, automotive systems, and on servers
in data centers.

Intel Software Guard Extensions (SGX) [44, 17] is a modern TEE environment
providing various protection mechanisms such as isolated code execution
and attestation[2]. Intel introduced SGX as an instruction set architecture
extension, available in Intel’s processors starting with the sixth-generation
Core processors (Skylake) in 2015. SGX allows developers to create multiple
protected environments, called ”enclaves”. An enclave is a secure area of
memory that is isolated from the rest of the computer’s memory. Data and
code run in an enclave is protected from being accessed or tampered with by
other applications or the operating system.

Besides isolated code execution and attestation, Intel SGX offers many other
protections, such as sealing and memory encryption. In the following, we
give a rough overview of the relevant mechanisms for this work. For more
detailed coverage, see [44].

• Attestation: SGX can prove that an enclave can be trusted by checking
whether an enclave contains the expected code. This process is called
attestation. Intel distinguishes between local and remote attestation:

– Local Attestation: Two enclaves on the same platform can check
each other.

– Remote Attestation: Intel’s online attestation service [3] is used
to verify an enclave’s signature. A system service called Quoting
Enclave creates this signature. The verifier and the enclave to be
verified do not have to be on the same platform.

• Runtime Isolation: As indicated, SGX provides isolated code execution.
Through protections enforced in the processor, SGX prevents other
potentially malicious software, processes, or the operating system from
accessing code and data in the enclave.
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3.3. Integritee

• Sealing and Memory Encryption: SGX encrypts any runtime memory
in an enclave, preventing an untrusted operating system from accessing
it. In addition, SGX can protect confidential data used across mul-
tiple enclave executions. This process is called sealing and involves
encrypting and authenticating enclave data.

3.3 Integritee

Integritee [16, 14] is a framework that aims to improve privacy by integrating
TEEs into substrate-based blockchains [11]. Integritee provides users with
a way to build decentralized, scalable applications that rely on multiple,
mutually trusting TEEs. Intel SGX is used in Integritee, and the component
containing the enclave-code is called a worker. Workers connect to nodes in
the Integritee chain, which verify and store the attestation of the workers.

Integritee offers some key features that are relevant for this work:

• Remote Attestation: Integritee simplifies the process of remote attes-
tation for examiners by storing the TEE attestations of all workers in
an Integritee blockchain. Each worker transmits remote attestations
daily. As a result, a verifier no longer needs to verify the signature of
an enclave via a manufacturer’s online attestation services.

• Redundancy and Scalability: Integritee is designed to expand the
network with new workers without significant hurdles. A new worker
can join the existing network by requesting a current worker to perform
a mutual remote attestation. If successful, the new worker receives the
state and the corresponding keys and immediately starts to work in
parallel. An Integritee chain can attestate more than 1000 such workers.

For more in-depth coverage, see [34].

3.4 K-Anonymity

K-anonymity is a concept for anonymizing datasets, first introduced by
Latanya Sweeney [63, 61]. The concept was introduced to address a prob-
lem: anonymized data can be re-identified by linking it with other datasets.
Sweeney introduced the privacy model for use with databases containing
personally-identifying information.

The concept of k-anonymity is based on the idea that any subset of records
in a database will have at least k individuals who share the same identity
attributes. Then a single individual cannot be identified using only those
records, as we cannot distinguish which of the k individuals it is.
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3. Background

To achieve k-anonymity, each record in a dataset should be generalized and
then possibly suppressed, according to its degree of risk for identifying an
individual:

• Generalization: Generalize the values in this category. The following
would be examples: replace age with age groups, cities with countries,
or religion with a boolean value for ”believing”.

• Suppression: Remove or replace a value with an ”*”. This is mainly
done when a category has less than k values.

10



Chapter 4

Overview

Figure 4.1: Overview of Mixnet

Mixnet is a service, completely running in a Trusted Execution Environment
(TEE). It allows users to use third-party services while enhancing user privacy.
As shown in Figure 4.1, the main idea of Mixnet is to mix user sessions with
the goal that a service can no longer identify individual users. Accordingly,
Mixnet helps to prevent data collection.

Instead of using the service directly, users will access the service through
Mixnet, analogous to a proxy service. Mixnet keeps a pool of user identities
using its service to perform its primary task of forwarding user requests
with the identity of another user. In doing so, Mixnet applies the concept of
k-anonymity to HTTP traffic from different users by generalizing or removing
fields from HTTP requests.

This way, we enhance privacy, as the service can no longer assign the traffic
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4. Overview

to a specific user; it only knows that the request came from a user in the
group of Mixnet users. With this solution, we do not harm a service by
disturbing its traffic or falsifying any statistics about page views or the like.
This is important because we assume services that neither work with us nor
against us. Therefore, it would be counterproductive to harm such a service.

Mixnet fulfills the requirements from Chapter 2 as follows:

• Confidentiality and integrity: Mixnet represents a man-in-the-middle
[49], as it sits on the channel between a user and a service. To secure
this channel, the entire traffic between clients and Mixnet and between
Mixnet and services uses the Transport Layer Security (TLS) protocol
[64, 59]. As a man-in-the-middle, Mixnet can read the messages in
plaintext, but since it runs in an SGX enclave, this data cannot leak to
an adversary. Therefore, Mixnet does not degrade the security of any
message between the user and the service.

• No leakage of personal data: Mixnet ensures that users’ personal
data is not leaked to another user using two approaches. First, Mixnet

blocks requests to user-account-specific pages, as these mainly contain
sensitive data. Second, Mixnet detects and replaces personal data
embedded in other pages.

• No session leakage: Mixnet runs entirely within a Trusted Execution
Environment (TEE), so we rely on the security properties of the TEE to
protect active user sessions. Mixnet cleans up the service response and
removes session cookies or corresponding references. This ensures that
a user does not get any hint about the session used.

• Restricted access: Mixnet keeps track of which user submits which
session cookie. These cookies are regularly checked for validity, and
a user has access as long as his cookie is valid. This ensures that only
authorized users have access to a service.

• Trust: Remote attestation, which TEEs provide, allows a user to ensure
that the expected code is running. To simplify attestation, we rely on
Integritee, and the code of Mixnet is open source [10].

12



Chapter 5

System

In this chapter we present the design of Mixnet. The selected approach
supports multiple real-world services, which users can select by setting a
cookie.

The main purpose of Mixnet, mixing the user identities, is a simple task.
Recall that tokens or session cookies are used on the web to identify a user,
and having either of them grant unrestricted access to a service. There are
two ways to get such a cookie: Either the user gives it directly to Mixnet, or
he provides his credentials, and Mixnet performs the login to the service,
which then returns the cookie. The first way is chosen for Mixnet, as it is less
complicated since it does not have to deal with complex authentication mech-
anisms like multi-factor authentication. It has the advantage that Mixnet

does not have to worry about sensitive user credentials and only stores and
protects session cookies.

5.1 Architecture

Mixnet [10] builds on the code of an Integritee-worker [15] that uses the
Apache Teaclave SGX SDK [1], a software development kit for developing
Intel SGX applications in Rust. Mixnet consist of three modules, as shown
in Figure 5.1. All modules reside in a single Intel SGX enclave.

5.1.1 Server

The server module provides a multithreaded TLS server, handling multiple
TLS sessions concurrently. To do so, it uses Mio [29], a fast, low-level Input /
Output library, which notifies if there is either a new connection to accept or
new network traffic over an existing connection. To protect and encrypt the
traffic it uses the TLS library rustls [24]. Rustls performs a TLS Handshake
to establish a new connection. It handles encryption and decryption using
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5. System

Figure 5.1: System overview

the server’s certificate and private key. The server reads and decodes new
data and parses it to a valid HTTP request. If parsing is successful, the server
uses the request’s headers and body to obtain the information the router
module needs to process the request; otherwise, the server returns an error
message to the client. Necessary information includes the UUID to uniquely
identify the user, which service provider and resource he is targeting, and
his session cookie for the service provider if it is the user’s first request for
this specific service provider. Establishing a new connection is handled by
the main thread while handling events from an existing connection is passed
to a thread pool.

5.1.2 Router

The router essentially hosts the frontend of Mixnet. This frontend allows
new users to log in and select which service they want to access. The router
either returns the pages of the frontend directly without querying any third-

14



5.1. Architecture

party service, or prepares user-supplied data for the proxy to the third-party
service.

Frontend

For users which are not yet authenticated to Mixnet, we first have to check if
they request a valid path. To do so, we use a modified version of the library
route-recognizer [13], which recognizes patterns in the requested path. The
router returns the requested page of Mixnet for valid paths. Otherwise, the
router returns a default error page and an HTTP 404-response. To log in, a
user should request the main page of Mixnet, on which he can select the
desired service provider and transmit his corresponding session cookie. The
main page sets the selected service provider as a cookie for the user, which
we call the target cookie, and assigns a UUID if one does not already exist.
This UUID is later used to uniquely identify users on Mixnet.

For users already authenticated to Mixnet, the router checks if they are
authorized to access the requested service provider. It does so by checking
the following two conditions:

• Whether the cookie storage contains a valid session cookie for the
respective service provider of this user.

• Or if the request contains a session cookie for the respective service
provider. This session cookie is passed to and checked by the cookie
validator from the Proxy module, described in subsection 5.1.3. Valid
cookies are stored together with the UUID of the owning users in the
cookie storage.

If one of these two conditions applies, the user is authorized to access this
service provider.

Proxy-Preparation

To prevent personal data leakage, we must prevent users from requesting
a path that would lead to a page showing personal data associated with
the session cookie used for this forwarded request. The router module
checks if a user is authorized to access a specific path by having multiple
route-recognizers instances, one per service provider. The router builds the
route-recognizer for a service provider using a predefined white or black list
of which paths users may access and which not.

These route-recognizers, as well as the previously mentioned one of the
frontend, support the following formats, among others:

• exact path segments of the form /a/b.

• named parameters of the format /a/:b, whereas ”:b” captures the
filename at location ”:” in a parameter named ”b”.

15



5. System

• path wildcards of the format /a/*.

Thus, for a specific service, we can either directly exclude individual path
patterns that lead to content with personal data or, conversely, only allow
individual path patterns that are necessary to use the service and block the
rest. The first variant has the disadvantage that the requirement is no longer
fulfilled if a service provider changes paths on his side. In contrast, the
second, more restrictive variant continues to function. With both variants,
it can still happen that personal data is included as part of the content, for
example, in the navigation bar with a link to the user profile or as part of
a personalized greeting. The sanitizer part in the proxy module, which is
described in more detail in the chapter 5.1.3, handles these cases.

The router forwards authorized requests to the proxy module and returns a
403 error page in case of unauthorized requests.

5.1.3 Proxy

The proxy module itself consists of five parts, the cookie validator, the cookie
storage, the request generator, the response handler, and the sanitizer:

The cookie validator verifies the session cookies that users submit and is
thus a central element for access management. At the same time, the cookie
validator extracts personal user data associated with the session cookie, which
must not be disclosed when using this cookie. The sanitizer uses this data in
a later step.

A flow must be defined for each service provider. Such a flow can include
multiple HTTP requests with the cookie to be checked. The target of a request
is an area of the web service restricted to authorized users or a specific API
endpoint to query the subscriber status. The response body and its status
code provide information about a user’s access authorization. Based on
the response, we can check if a session cookie is invalid, as shown in the
following listing:

• Status code 302: Redirection to a login page means the session cookie
is invalid.

• Status code 403: Missing authorization for the requested page means
the session cookie is invalid.

• API request: JSON response contains a subscription field. If the value
is equal to ”false”, the session cookie is invalid.

Otherwise, it was a valid session cookie, and the validator can extract, either
from the same response, or using another request, the personal data for the
sanitizer. This personal data includes the name and the mail address and
further potential data like the residential address, an identity token, or a User
ID.
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5.1. Architecture

The validator stores the session cookie and personal data, as well as the
UUID of the user in the cookie storage. All these cookies in the storage are
checked for validity by the validator at regular intervals. Invalid cookies
and their associated data are deleted from the storage, and the user who
contributed the cookie is denied access. This periodic validation ensures the
following properties:

• The cookie storage contains only valid session cookies, which are
required to use a service.

• There is no violation of the Terms of Use because only paying customers
of a service provider have access.

The request generator is responsible for making the actual HTTP request to
the service provider. To do this, it takes the request that the user initially
made to Mixnet, extracts the path, and the target cookie, which defines to
which service provider the request should be sent, any extra headers, and
the body. The generator creates a valid target URL from the path and the
target cookie. We defined which headers the request generator should take
over from the original request and which are not used further. In addition
to this, there is a set of default headers that the request generator adds to
each request. The set of default headers include, for example, the ”User-
Agent”-Header, so that browser information is not unnecessarily disclosed
to the service provider, and the ”Content-Type” and ”Accept” headers as
some servers would otherwise reject the request. Additionally, a valid session
cookie is added to access the service provider, randomly selected from the
cookie store.

Once the generator has built the HTTP request, it checks if there is already an
open TLS stream to the host of the target URL. If so, the request is sent over
this stream. Otherwise, it opens a new secure connection to this host and
sends the request over it. If the request fails, e.g., because of a broken stream,
the request generator tries to open a new stream and resend the request. If
the request is successful, the generator passes the response to the response
handler.

The response handler decides what to do, depending on the class [12] of the
response status code:

• Informational responses (100-199): The response’s status and body are
passed directly to the user.

• Successful responses (200-299): The response body is passed to the
sanitizer part. The sanitizer will solve two problems: On the one
hand, the answer contains relative and absolute paths through which
one would land on the original website. Therefore, the sanitizer must
slightly edit the content so that the system continues to work. On the
other hand, this response may contain user data that should not be
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disclosed to other users, which the sanitizer will replace. Afterward,
the cleaned-up body is passed with the original status code to the user.

• Redirection messages (300-399): The ”Location” header of the response
is intercepted and adjusted so that the redirection routes the subsequent
traffic through Mixnet. Otherwise, a user would be redirected directly
to the service provider.

• Client error responses (400-499): The server’s corresponding error
message and response are returned to the user.

• Server error responses (500-599): A default response is returned to the
user.

The functionality of the response handler regarding headers is similar to the
request generator. The headers that the user receives consist of forwarded
headers, default headers, and headers computed directly by the response
handler. As a principle, the response headers returned by the server are not
used except for the most necessary ones. Therefore tracking cookies or similar
are not forwarded to the user. Exceptions include the following headers:
Cache-Control, Content-Type, Date, and server, which are forwarded not
to impair the functionality of the individual services. After completing its
task, the response handler calculates the ”Content-Length” and uses it to
create a valid HTTP response, which is returned to the TLS server. The TLS
server forwards this response to the user via the secure connection.

As mentioned before, the sanitizer solves two problems:

• Intercept absolute and relative paths of a website and, if necessary,
rewrite them to ensure that a user does not land on the service’s
website and that future accesses continue to go through Mixnet.

• Prevent the disclosure of a user’s sensitive data.

The sanitizer solves both problems using Regular Expressions, each with a
different approach. In the path problem, we have to distinguish between the
main and subdomains of a service:

• Relative paths of the main domain are easy to handle since the host
and the path are transmitted separately in HTTP requests. Together
with the target cookie transmitted, this corresponds to how our TLS
server processes requests.

• Absolute paths of the main domain are intercepted using Regular
Expressions. The domain in the absolute path is replaced with the
domain of our system. The TLS server can handle this case the same
way as the relative paths.

• Subdomains are even less demanding. Per service, subdomains can
be defined, which are stored as Regular Expressions. The Regular
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Expressions match URLs with these subdomains, replace them with
this system’s domain, and append the original URL as a query string.
The TLS server checks for each request whether such a query string
exists and sets the destination address accordingly.

In order to protect the sensitive data of the cookie owner, the sanitizer has to
search the content for it. Recall that the cookie validator stores the sensitive
data with the cookie in the cookie storage. Having the data already makes it
easy to search for it with Regular Expressions and replace it.

5.2 Workflow

Figure 5.2 summarizes the system described in the last chapter and shows an
overview of all the requests that happen, when a user uses the service:

(1) The user enters the domain of Mixnet in his browser. The browser and
the TLS server in Mixnet perform a TLS handshake.

(2) Mixnet returns an HTML page where the user can select the service
provider and enter his session cookie.

(3) The user selects the service provider he wants to use via Mixnet and
enters his session cookie.

(4) To check the cookie, the cookie validator creates a new request using the
request generator. If no secure connection to the service provider exists, the
request generator opens a new one and performs a TLS handshake.

(5) The cookie validator verifies the cookie by sending a request to the service
provider and inspecting the response.

(6) If the cookie from (5) was invalid, a 403 error page is returned to the user.
The user can then start again with step (3).

(7) If the cookie from (5) was valid, the service’s home page is requested via
the request generator, using a random cookie from the cookie storage.

(8) The response is processed by the response handler and the sanitizer and
returned to the user.

As of this step, the user has successfully established a session with the service
via Mixnet. The user now sees a slightly modified version of the original
service provider’s home page and can navigate it.

Steps 9-11 represent all other requests routed through Mixnet:

(9) A request for a resource is sent by the user.

(10) Mixnet verifies that the user is authorized to send this request. The
verification includes:
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Figure 5.2: Workflow

• Valid cookie in cookie storage; otherwise, a new session cookie must
be submitted, which in turn must be verified.

• The requested resource does not contradict the white/black list rules.

(11) same as step (8).

The user’s session is valid until the cookie validator invalidates his initially
submitted session cookie. A user can interrupt the session by deleting the
target cookie. Recall that the target cookie defines which service the user has
selected. The sanitizer adds a button in HTML responses to simplify deleting
the target cookie. The user is then redirected back to Mixnet’s selection page.
He can either select another service and submit a session cookie or resume
the existing session with the previous service without submitting a session
cookie again.
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Chapter 6

Evaluation

We have tested Mixnet on three real-world subscription-based services with
a paywall. These include two Swiss daily newspapers, NZZ [20] and Tage-
sanzeiger [27], and the online streaming service Zattoo [35]. All three services
use a different approach regarding web authentication and session manage-
ment. Tagesanzeiger uses OneLog [21], a cross-platform login solution used
by several Swiss media. NZZ currently uses its own solution but is expected
to join OneLog in 2022, and Zattoo uses Beaker [4], a Python library for
web sessions. The following challenges arose during the service-specific
implementation:

• Tagesanzeiger: When a user navigates through the webpage by clicking
links, Tagesanzeiger tries to revalidate a users’ session-cookie using
client-side Javascript. This revalidation will always fail, as Mixnet does
not forward the used cookie to users. Mixnet handles this by triggering
a full page reload when detecting such a failed revalidation.

• NZZ: NZZ has a Javascript-heavy page, dynamically creating the URL
of assets like images while rendering on the client-side. To ensure that
all the traffic is routed through Mixnet, we used Request Control [32],
a Firefox browser extension, to redirect requests. We note that the same
can be achieved either by

(i) appending a custom javascript to the page that performs the path
rewriting, or

(ii) by rewriting the existing javascript to generate only URLs that
point to Mixnet.

However, due to the implementation complexity of these approaches
we used the browser extension Request Control as a substitute.

• Zattoo: Due to the use of Beaker, a single session cookie is not enough
to get full access. For Zattoo to work, a user must supply the Zattoo-
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specific and Beaker-specific session cookies, which must always be
forwarded together by Mixnet.

6.1 Performance

We measured Mixnet’s throughput and the generated overhead using Mixnet

to access the implemented services. Mixnet was run on an Intel i7-6600U
machine with 16 GB RAM and connected over WLAN 802.11ac to the Internet
and the local network for all measurements.

To determine Mixnet’s throughput, we measured how many requests per
second Mixnet can process and how many TLS handshakes Mixnet can
perform per second. We consider TLS handshakes because they initially
impact throughput since each new secure connection must first be established.
We set up a second, much simplified TLS server on an Intel i7-11800H
machine with 32 GB of RAM and also connected it over WLAN 802.11ac
to the local network to perform our measurements. In the following, we
call the second TLS server the native TLS server. The native TLS server was
implemented on the same code base as the TLS server in Mixnet, but unlike
the one in Mixnet, it does not run on a TEE and does not parse requests but
always returns a minimal response. The overhead generated by the native
TLS server is negligible compared to the measured latencies while using
Mixnet, as can be seen from the measurements in A.1 in Appendix A.

Mixnet Native TLS Server
AVG 203 456
MIN 171 373
MAX 304 508

Table 6.1: Comparison of TLS handshakes per second

We used tls-perf [28] to measure the number of TLS handshakes per second.
Table 6.1 shows the results of a 4-minute measurement for Mixnet and, in
comparison, the results of the native TLS server. Mixnet can only handle
about half as many handshakes as the native TLS server, with an average
of 203 handshakes per second. This performance loss is mainly due to the
isolated code execution and the associated overhead of calls between the
operating system and the enclave.

To determine how many requests Mixnet can handle per second, we used
a modified version of plow [25], which allows us to define the number
of concurrent users and the number of requests per user. With plow we
measured different scenarios by sending requests to the native TLS server
over Mixnet. This way, we avoid possible network overhead and throttling
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6.1. Performance

Figure 6.1: Throughput for different scenarios where #R := requests per user

due to possible protection mechanisms of a service provider. To get scenarios
as realistic as possible, we set the number of requests per user according to
the services we implemented in Mixnet. For Tagesanzeiger and NZZ, we
took the number of requests that run through Mixnet when a user requests
the home page of the specific service. This resulted in 44 requests per user
for NZZ and 60 requests per user for Tagesanzeiger. For Zattoo, we have
set the number of requests per user to 2, which corresponds to the number
of average requests per second during actual streaming. Additionally, we
created a scenario where each user sends only a single request for reference.
We measured these scenarios with different numbers of concurrent users
five times each. Figure 6.1 shows the average measured throughput. For
scenarios that send many requests per user, the throughput settles between
500-600 requests per second. Scenarios that send few requests have lower
throughput because TLS handshakes dominate the overhead.

We measured the overhead of Mixnet for a single user based on the im-
plemented services. For Tagesanzeiger and NZZ, we measured when the
DOMContentLoaded event was fired and when the page was completely
loaded. Table 6.2 compares the mean times of 5 runs for accesses via Mixnet
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Service Access Initial HTML (± std) Full pageload (± std)

Tagesanzeiger
direct 254ms (± 41) 2.628s (± 0.239)

Mixnet 458ms (± 89) 2.054s (± 0.774)
Overhead + 204ms (80%) - 0.574s (21%)

NZZ
direct 289ms (± 35) 2.802s (± 0.261)

Mixnet 304ms (± 74) 1.49s (± 0.243)
Overhead + 15ms (5%) - 1.312s (46%)

Table 6.2: Mean times of DOMContentLoaded event (Initial HTML) and full pageload accessing
a service directly or via Mixnet

and direct accesses to the service. The results show that Mixnet takes a little
longer to load the initial HTML document but loads the entire page faster.
The former is the overhead of accessing via Mixnet; the faster page load
can be explained with the defined white-/blacklists in the router module:
Mixnet blocks some requests and returns an early response. These are
mostly requests to load advertisements or other content from third parties
and are not necessary for the service to work. For Zattoo, we streamed
the same TV-Channel directly and via Mixnet, and for video segments, we
compared the round-trip times (RTT) of each request. Figure 6.2 shows a
mapping of these requests, and Table 6.3 summarizes the results, showing
that streaming over Mixnet only incurs about 50ms of additional latency per
request. The three outliners seen in Figure 6.2 are due to network conditions
and reestablishing TLS sessions with Zattoo’s servers.
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Figure 6.2: Round-trip times (RTT) of video packages while streaming Zattoo via Mixnet and
directly.

Direct Mixnet Overhead
Mean RTT 53ms 99ms +46ms

Table 6.3: Mean round-trip times (RTT) of video packages while streaming Zattoo directly and
via Mixnet.
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Chapter 7

Discussion & Limitations

The principle of Mixnet works successfully for three real-world services,
but it runs into limitations at a few points. We address and discuss these
limitations in this chapter.

Adversary Model. We have limited the capabilities of our adversary to
identify users based on HTTP requests. If we extend the adversary with, for
example, the ability to use tracking cookies, then Mixnet partially reaches its
limits. Cookies generated on the server-side and returned with the response
can be handled by Mixnet alone since it does not forward response headers,
and thus the generated cookies, to the user. However, embedded javascript
could generate cookies on the client-side and send them directly to the
adversary. This would circumvent the security mechanism provided by
Mixnet. For such cases, additional mitigations are needed, such as the
browser extension Request Control we used for NZZ, which would route
the request through Mixnet. Mixnet would intercept the request and not
forward the cookie to the adversary. Further countermeasures are also
required if we extend the adversary with other capabilities, such as canvas
fingerprinting. Canvas fingerprinting requires access to the HTML5 Canvas
API as well as javascript. A simple way to prevent canvas fingerprinting
would be to disable javascript. There are also various browser extensions
to do so. For more tracking methods and mitigations, refer to [62, 48]. If
we extend our adversary model to an actively malicious service provider,
further measures are necessary. Such a service provider could actively
work against Mixnet, for example, by blocking Mixnet’s IP address. In
such a case, new IP addresses would have to be constantly used for traffic
originating from Mixnet, e.g., using different proxies or using Tor’s concept
of anonymous communication. In this case, the service provider would take
further measures against Mixnet, ending up in a cat and mouse game. The
use of further privacy-enhancing technologies would also be required in the
case of a malicious SGX provider on which Mixnet runs. Due to the use of
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TEEs, the malicious SGX provider cannot inspect the requests themselves or
access any data in the enclave. However, a malicious SGX provider would
learn the IP addresses of the user. Together with the service provider, he
could thus reveal the identity of a user. To prevent this, the IP address of the
original user would have to be obfuscated. Based on all these examples, we
strongly recommend using Mixnet side-by-side with other countermeasures
to protect privacy effectively.

Vulnerabilities. We rely heavily on Intel SGX’s security guarantees, although
there are known vulnerabilities in Intel SGX. For more in-depth coverage of
known vulnerabilities and mitigations, see here [58, 45].

Personal Data. Filtering out a user’s personal data requires a lot of manual
effort. When setting up Mixnet for a service, a developer must analyze the
service extensively to identify personal information on all whitelisted pages.
Using the simplistic approach that examines all responses for the data and
replaces them is problematic. For example, if Mixnet replaces a users’ real
name in a newspaper text, one can conclude that the session-cookie of a user
with the corresponding name was used, which would be a leak of personal
data. Therefore, it is necessary to define precisely which parts of a response
Mixnet should clean up for each service. A cleaner solution would be to find
a generic way that interprets, for example, an HTML response and cleans up
data based on the HTML structure. In addition to the previous problem, we
need to keep track of updates on the service side. When a service adds new
paths to its page, these must be propagated to the respective white-/blacklist.

Use Cases. As a field of application for Mixnet, we have limited ourselves
to read-only subscription-based services with a paywall. With personalized
services such as Facebook or LinkedIn, the social network and the user’s
profile are at the forefront of the experience, so it would not make sense
to mix sessions. Nevertheless, we could extend the application area to
services that require registration for full use of their service but do not have
a paywall. Examples of this would be read-only proxies of Instagram or
Twitter. However, to continue to achieve the primary goal of enhancing
privacy, interaction with the social network and generating content with the
user’s profile should be avoided entirely and Mixnet should be used only to
consume the content. The situation would be similar for services like Spotify
or Netflix. Suppose we applied the current concept of Mixnet to a read-only
version of Spotify, where interactions like creating a list or liking a song are
prevented. Central functions like personalized lists and suggestions would
be omitted, but the service would not learn anything about the users. If we
want to keep interactions like liking songs, one approach would be to store
them directly in the enclave. This information would not be forwarded to
Spotify but could be attached to a response before returning it to the user.
We leave the elaboration of such an approach for future work.

28



7.1. Future Work

At this point, we would like to emphasize that Mixnet could also be used by
a service provider itself, or in collaboration with it, to provide more privacy
for its users. This would also ease the problem of personal data, as the design
and implementation of a service would be exposed.

7.1 Future Work

We propose three possible directions for future work.

Scalability. The throughput of Mixnet implemented on a single enclave
is around 500 requests per second. To scale the system, one could use the
Integritee framework by running Mixnet on multiple Integritee workers. On
the one hand, this would require a load balancer to distribute the HTTP
requests to the different enclaves; on the other hand, the workers would
have to exchange their cookie storage with each other so that an accurate
session mixing can occur. In addition, future work could benefit from the
upcoming Intel SGX2 version, which allows more threads per enclave than
were available to us. In our setup with the current Intel SGX, the number
of threads was limited to 8 threads running simultaneously, as SGX maps
threads directly to logical processors.

Browser Extension. We propose implementing Mixnet as a browser exten-
sion instead of a web page. This would allow Mixnet to withstand a stronger
adversary model. An implementation as a browser extension would provide
access to numerous browser functionalities such as Firefox’s webRequest API
[33], which could be used to exceptionally route all requests originating from
a page to Mixnet. Mixnet can then process, generalize, block or forward
these requests. This would also include third-party requests, which may be
sent for tracking purposes. The problem of dynamic URL creation that we en-
countered with NZZ would also become obsolete. In addition, Mixnet could
do its part against fingerprinting since it has access to all requests originating
from a page and therefore knows the initiator of a request. Mixnet could
then block requests from certain initiators. We already mentioned that we
could append custom javascript or rewrite existing javascript to solve the path
rewriting problem, but Mixnet would have more capabilities as an extension.
For instance, Mixnet could also get access to the browser storage, which
allows accessing cookies where the HttpOnly flag is set. Accessing such
cookies by javascript is forbidden. Having access to all cookies would make
the initial transfer of the session cookie from the user to Mixnet unnecessary.
Further possibilities and an evaluation of such an approach are left for future
work.

Website Analysis. We have already suggested filtering out personal data
based on the HTML structure. Another approach would be to integrate
a tool for website analysis, such as needed for search engine optimization
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(SEO), or an authenticated web crawler. The main purpose of this tool would
be to analyze links and content on a website and find user-related links
and content. With an automated analysis by such a tool, the manual effort
for implementing services could be reduced and react to changes in the
site structure. Another approach would be to analyze websites in greater
depth and detect possible interactions, such as a ”like” for a song on Spotify.
Mixnet could then be extended to more personalized services such as Spotify
by preventing such interactions.
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Related Work

User privacy is becoming an increasingly important issue in our society. At
the same time, there is a growing need to know whom we are trusting with
our data and that it is safe to use this service. There are many approaches
to improve privacy by avoiding tracking on the web, be it through privacy-
enhancing tools [60] or anonymous communication through services like
Tor [30] or the use of mix networks [36, 56]. TEEs are increasingly used to
provide secure, trustworthy applications. Frameworks such as Integritee [16]
or Enarx [5] simplify running applications on TEEs. The range of applications
using TEEs includes, among others, biometric authentication [41], secure
payments [52] and blockchain wallets [6], or end-to-end encryption between
enclaves [23]. With Mixnet, we extend the possibilities to enhance privacy
using the concept of mix networks and TEEs.

The Nym Network [46] takes a similar approach to Mixnet. It also uses
the concept of mix networks and generalizes requests to a service provider,
thus preventing the service provider from concluding the user who sent the
request. In contrast to Mixnet, the Nym Network is based on a blockchain-
based solution. In the Nym blockchain, among other things, a record is
stored of which user is authorized for which service. However, the Nym
Network does not forward the requests with real user identities but uses
anonymous credentials [43]. This requires service providers to cooperate with
the Nym Network since the service providers must accept these anonymous
credentials. Mixnet, on the other hand, does not require cooperation of the
service provider. More than 100 papers use the concept of mix networks. An
analysis of different applications can be found in the article: ”Mix Networks:
Existing Scenarios and Future Directions on Security and Privacy” [36].

The two papers, DelegaTEE [54] and TEEvil [57], work with the concept of
”account sharing” using TEEs. DelegaTEE deals with delegating work, such
as making payments with another person’s account or processing mails for
them. TEEvil, on the other hand, takes the approach that one can lend his
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identity to another user in exchange for money. In both approaches, a policy
defines which actions are possible. The policy-based approach would be a
way to extend Mixnet to personalized services by allowing or prohibiting
specific actions.
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Conclusion

This thesis presents Mixnet, a system that enhances privacy for users of
subscription-based services. Mixnet obfuscates the connection between
server request and the user who made it. It does so while maintaining the
service’s ability to restrict access to paying customers. The main idea behind
Mixnet is mixing subscription-related cookies and generalizing requests.
Mixnet performs this tasks in an isolated runtime using TEEs.

Our implementation and experiments show that Mixnet can be applied to
different real-world applications, such as newspapers or streaming services,
and works without cooperation with the service provider. Before a request
is forwarded to a service, Mixnet removes identifying headers or replaces
them with generalized default headers. While doing so, Mixnet replaces
the subscription-related cookie with the cookie of an arbitrary Mixnet user.
To restrict access to paying customers, Mixnet keeps track of which user
submitted which cookie and regularly checks the validity. Mixnet prevents
displaying session-related personal data of one user to another user. It does
so by blocking access to user-specific pages based on a white-/blacklist logic
and detecting and replacing personal data embedded in pages. The selected
approach works without cooperation with the service provider.

The throughput of Mixnet settles between 500 and 600 requests per second,
and the overhead of using Mixnet remains within reasonable limits. Stream-
ing via Mixnet adds on average only about 50 ms overhead per request. The
chosen approach is thus even suitable for streaming. For newspapers the
times for a full-page load are even shorter since only functionally relevant
requests are forwarded. Mixnet also works with other privacy-enhancing
tools, and using them side-by-side is an effective way to protect user privacy.
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Appendix A

Performance Results

Figure A.1: Comparison of mean latencies (in nanoseconds) for requests send to Mixnet and
the native TLS server by a single user
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A. Performance Results

Figure A.2: Throughput comparison of multithreaded vs singlethreaded version of Mixnet
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Figure A.3: Time lapse of latency per request via Mixnet for 32 concurrent users sending 44
requests each.

Figure A.4: Round-trip times (RTT) of audio packages while streaming Zattoo via Mixnet and
directly.
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