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Abstract
The analysis of different types of diseases is an extremal vital task which would help in producing vaccines for that
particular type of disease. However, this is a very costly process as to test every disease it would mean to analyze every
gene related to that speci�c disease. This issue of genic analysis is further elevated when different variations of each
disease is considered. As such the use of different computational methods is taken into consideration to tackle the task of
genic variation identi�cation. This research makes use of Machine Learning algorithms to help in the identi�cation and
prediction of Single Nucleotide Polymorphism or more speci�cally Single Amino Acid Polymorphism. Taking into
consideration ten different types of diseases, this research makes use of Random Forest and Linear Regression algorithms
to identify and predict different genic variations of these diseases. From the extensive research, this article concludes that
Random Forest algorithm performs better in comparison to Linear regression in genic variation predictions.

Introduction
The investigation of generic variations is currently being done through different practices such as Gene Panel which
basically provides identi�cation of variants in more than one gene. Through this test it is possible to pinpoint a disease and
its different symptoms. However, this process can take a relatively long time. Because of this, recently, researchers have
shifted their focus towards the identi�cation of gene variants using computational methods or more speci�cally through
the use of Machine Learning (ML). Over several years, different ML algorithms have been developed that aim to speed up
the investigation of variants in genes. The main goal behind the use of ML is to speed up the identi�cation process as well
as lower the cost involved in the testing process. This sped up process of identi�cation would allow researchers to gather
information about the different variants of a gene and thus help in diagnosing and creating a medicine against the
investigated variant.

This research focuses on the identi�cation of single nucleotide polymorphism (SNP) or, more speci�cally, its sub-type of
nonsynonymous SNP (nsSNP), also known as single amino acid polymorphism (SAP). Using the concept of ML, this
research provides the identi�cation of different diseases that are caused by substitutions, insertions, or deletions in an
amino acid sequence of a particular protein. The identi�cation is done using a simple random forest ML algorithm and a
linear regression ML algorithm. Both identi�cation results are calculated and compared with each other.

This research is divided into several different sections which are as follows:

Section II provides background information about the concept of SNP and its different categories. 

Section III provides a comprehensive look into the research work conducted by different researchers regarding the
identi�cation of SNPs.

Section IV details the different materials and methods used to evaluate the performance of the ML algorithm used in
the identi�cation of different disease speci�c SAPs.

Section V discusses about the evaluated datasets and their results.

Finally, in Section VI, the conclusion and future work is presented.

Background
To better understand the concept of nsSNP, one needs to understand the basic structure of a protein. A protein is basically
composed of multiple peptide subunits, where peptides refer to a short chain of amino acids, which are also known as
polypeptides. If one was to differentiate between proteins and peptides, then the biggest distinguishing factor would be
that peptides are molecules consisting of 2–50 amino acids whereas proteins are made up of more than 50 amino acids.
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The sequence of amino acids in a protein determines the function of that protein in the human body. The Lawrence
Livermore National Laboratory and researchers from the Protein-Based Identi�cation Technologies, LLC, collaborated with
each other to develop a method for the biological identi�cation that basically extracts the information present in a protein.
The main focus of this research was to identify a person by just analysing the proteins found from a single human hair
(Girard 2021). This method or forensic technique identi�ed the different genetic mutations by analysing amino acids in the
protein of the hair.

However, there are situations where over time, a mutation occurs in the DNA sequence which results in a synthesized
protein witnessing a different amino acid sequence from the normal sequence. This mutation is known as single nucleotide
polymorphism (SNP). However, it should be noted that the mutation of a DNA sequence is known as single nucleotide
variation (SNV), while the mutation in the protein amino acid sequence is referred to as SNP.

A single nucleotide polymorphism is categorized into two distinct categories, as shown in Fig. 1, which is synonymous and
nonsynonymous. A synonymous SNP refers to the concept where the amino acid sequence of a protein is not mutated;
however, the function of a protein may be affected. Nonsynonymous SNP on the other hand refers to the mutation of
amino acid sequence in a protein. Nonsynonymous SNP or nsSNP also has two different sub-categories that being
missense and nonsense. In relation to nonsense mutation, it refers to the changes in the amino acid to a STOP codon,
while missense mutation refers to the polymorphism of one amino acid to another amino acid in the sequence of a protein
amino acid.

Identi�cation of SNP or more speci�cally nsSNP is very important as this would result in researchers in the identi�cation of
different diseases that are caused by mutations in the amino acids. However, the normal methods of using biological
weapons are too expensive and can take a long period of time. As such, researchers are now focusing their attention on in-
silico methods which basically incorporate computational methods, machine learning (ML), in the predication or
identi�cation of mutations in proteins. There are different ML algorithms that can be used for this type of prediction such
as Random Forest (RF), Support Vector Machines (SVM), Linear Regression (LR) or Decision Trees (DTs).

Related Work
Over the past few years, different types of research have been conducted in identi�cation of nsSNPs in proteins. Some of
these research works have been discussed below.

The authors in (Zhang et al. 2020) presented their study in which the authors predicted 57 of 88 high risk pathogenic
nsSNPs that were involved in the pathogenesis of congenital cataracts. The authors collected data for the Gap junction
protein alpha 3 (GJA3) which is an important pathogenic gene of congenital cataracts. The prediction of the mutation in
GJA3 were made using different in silico web tools which included SIFT, PROVEAN, PolyPhen and others. The authors also
investigated the secondary prediction of the amino acid structure produced from the GJA3 gene.

The authors (Choudhury et al. 2020) provided the analysis of different nsSNPs of the CTC1 gene, speci�cally the C-
Terminal OB-fold region. Through their research, the researchers identi�ed 75 out of 126 mutations present in the C-
Terminal OB-fold region that were destabilized and deleterious. Out of the identi�ed 75, the researcher concluded that 11 of
those mutations could be considered pathogenic. The prediction of the nsSNP of the CTC1 gene was made using different
prediction tools such as SIFT, PolyPhen, and Mutation assessor.

In (Akhtar et al. 2019), the authors presented their �ndings that SNP in the CCR6 gene have been the possible cause of
different diseases such as psoriasis, lupus nephritis, rheumatoid arthritis, and systemic sclerosis. Through their study the
authors also discussed that the gene-gene interaction of CCR6 with other genes such as CCL21 and CCL20, presented an
association with different diseases related to CCR6. The authors also discussed that though they used different in-silico
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methods to review the SNPs of CCR6, they pressed that a detailed investigation is required to be done to study the protein
structure and function.

The authors in (Emadi et al. 2020) review that the HLA-G (Human Leukocyte Antigen G) protein is an immune tolerogenic
molecule consisting of 7 isoforms. The mutations in the HLA-G have resulted in different diseases. As such, the authors
have presented a study which reviews and predicts the most pathogenic missense nsSNPs in HLA-G isoforms through
different in-silico methods. The authors also examined the functional and structural effects of predicted nsSNPs on HLA-G
isoforms. For their prediction of different nsSNPs, the authors made use of different web prediction software such as SIFT,
PROVEAN, PhD-SNP and SNAP2.

The research (Song et al. 2021) discusses that nsSNPs can result in different pathogenic mutations that can cause various
human diseases. Though there are different prediction tools present, there are still improvements that can be made in these
in-silco based prediction tools. As such, the authors have proposed a new sequence-based predictor known as DMBS which
provides accurate predictions of deleterious nsSNPs. The proposed DMBS makes predictions through the combined efforts
of two components, which are the predicted ligand-binding residues and sequence conservation. The authors test their
proposed DMBS against different benchmark datasets which result in an Area under the Curve (AUC) ranging between 0.95
and 0.98.

The authors (Lira and Ahammad 2021) reviewed the DRD2 gene, which is a neuronal cell surface protein that is involved in
brain function and development. There is a great clinical signi�cance in the variations in the DRD2 gene as DRD2 is a
pharmacotherapeutic target for the treatment of psychiatric disorders such as schizophrenia and ADHD. The authors have
presented a study in which they make use of different bioinformatic tools such as SIFT, PROVEAN, PhD-SNP, and SNPs &
GO to investigate the impact of nsSNP on the functionality and structure of the protein. From the 260 nsSNP collected from
the dbSNP database, the authors found that 9 were considered deleterious. Upon further investigation, the authors found
that the mutant variation F389V was considered as the most impactful variant.

The research (Khoruddin et al. 2021) review that the most common genetic variations are caused through SNPs for various
diseases, one of which is cancer. The authors present that genome-wide association studies (GWASs) are often conducted,
which are used to identify SNPs which can increase the risk of cancer and leukemia. However, the authors discuss that
most GWAS don’t include the population of Orang Asli and Malays. Considering this, the authors have developed a
comprehensive bioinformatic pipeline that would mine the entire genome sequence database of the Orang Asli and the
Malays to identify the presence of pathogenic SNPs that could ultimately increase the risk of cancer. For this the authors
made use of different in-silico prediction tools which include SIFT, PolyPhen, Condel and PANTHER to predict and identify
the functional impact of the SNP. Out of the 80 SNPs in the GWAS dataset, the authors found 52 SNPs that are prominent
in the Orang Asli and Malays.

In their research (Bhatnagar and Dang 2018), the authors review that an important regulator of collagen metabolism is
Prolidase. Although there are several studies present on the prolidase de�ciency, which is a rare autosomal recessive
disorder, there is still a lack of studies related to prolidase at the molecular level. The authors have also discussed that a
number of SNPs are still uncategorized for Prolidase. As such, the authors have presented a study, which is the �rst of its
kind to predict the structure and function of nsSNP on the structure and function. For their prediction the authors used
different prediction tools such as SIFT, PROVEAN, Mutation Assessor and nsSNP Analyzer.

The authors in (Arifuzzaman et al. 2020) discussed that due to mutations occurring in the SMPX gene, the regular activity
of the SMPX protein can be disrupted. This disruption can result in the occurrence of the hearing process. The authors
provide that recent studies have shown a connection between SNP and SMPX and hearing loss. As such, the authors have
provided a study from damaging nsSNPs of SMPX using 13 different bioinformatics tools. Using the prediction tools, the
impact of nsSNPs in the SMPX gene was evaluated, and the different deleterious convergent changes were recorded. The
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authors also reviewed the different pathogenic effects of mutations in SMPX-meditated protein-protein interactions that
were characterized through binding energy calculations and structural modelling.

The research (Lim et al. 2021) reviewed that MYB proteins are classi�ed as highly conserved DNA binding domains (DBD).
Mutations in MYB oncoproteins have been reported to cause augmented and aberrant cancer progression. Through the
identi�cation of MYP molecular biomarkers prediction of cancer progression can be made use to improve the management
of cancer. As such, the authors have made use of a biomarker discovery pipeline for the identi�cation of deleterious
nsSNPs. For their investigation, the family of MYB protein was extracted from the NCBI database. For the prediction of the
nsSNP, different in-silico tools were used. From their investigation, the authors found a total of 45 nsSNPs that were
damaging and high-risk.

In their research the authors (Desai and Chauhan 2019) present that the encoding of methionine synthase by the MTR gene
is one of the key enzymes involved in the S-Adenosyl Methionine (SAM) cycle that catalyzes the conversion of
homocysteine to methionine. The authors in their study predicted the functional consequences of nsSNP in the human
MTR gene using different in silico prediction tools such as Poly-Phen2, SNAP2, PROVEAN and PMut. The authors also
predicted the PTM sites within a protein as well as generating the 3D protein structure. The authors presented that in the
human MTR gene, D621G, G682D, V744L, V766E, and R1027W were found to be structurally and functionally signi�cant
nsSNPs.

Some other research works that have incorporated the use of in-silico methods to predict or identify diseases caused by
nsSNPs include like that of (Havranel and Islam 2020) where the authors have made use of different available in-silico
methods to investigate the pathogenic effect of 14 nsSNPs that may have a relationship with Neuro�bromatosis type 2
(NF2), a deadly disease which is caused by nsSNPs in the NF2 gene. Similarly, another research work that uses in-silico
based methods to identify a severe disease caused by nsSNP is (Quan et al. 2019) where the authors make use of
CONSURF web server to identify the most pathogenic variations of the STXBP1 gene, which is a gene that is associated
with early infantile epileptic Encephalopathy (also known as Ohtahara Syndrome). Another research work is conducted by
(Saxena et al. 2021) where the authors make use of in-silico methods to identify the disease associated SNPs of human
GOT1 (Glutamic-Oxaloacetic Transaminase 1). The human GOT1 is a gene that can be associated with several
neurodegenerative diseases and also different types of cancer. Another research work done is where the authors in (Al
Mehdi et al. 2019) proposed a computational algorithm DAMpred that could be used to identify nsSNPs that cause
different type of diseases. This is done through the coupling of protein structure predictions and protein-protein interactions
with evolutionary pro�les. This entire process is then trained through a novel Bayes guided arti�cial neural network
algorithm.

Materials and Methods
For the collection from data of different nsSNPs, different databases were used, including UniProtKB (also known as Swiss-
Prot) (Uniprot 2021), dbSNP of NCBI (Sherry et al. 1999) and VariBench (Nasir and Vihinen 2013). As this research is
focused on the non-synonymous of SNPs which results in the connection between polymorphism of amino acid
sequencing which would ultimately lead to some rare or pathogenic diseases, the datasets collected were related to
different diseases. The diseases considered are shown in Table 1.
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Table 1
Disease categorization

Sr# Disease Names

1 Hemophilia (Hemo)

2 Epileptic Encephalopathy (Epil)

3 Mucopolysaccharidosis (Muco)

4 Cardiomyopathy (Card)

5 Charcot-Marie-Tooth Disease (Char)

6 Retinitis Pigmentosa (Reti)

7 Marfan Syndrome

8 Glycogen Storage Disease (Glyc)

9 Niemann-Pick Disease (Niem)

10 Osteogenesis Imperfecta (Oste)

From these databases, positive datasets which included pathogenic proteins and negative datasets which included neutral
datasets were collected belonging to the organism of Humans [homo sapiens]. After the collection of both positive and
negative datasets, feature extraction was performed using the web server of Feature Extraction App (Hussain 2020).

The dataset was then trained and tested with an 80 − 20 split with both the RF and LR algorithms.

Random Forest:
Random forest classi�cation, one of the �nest learning algorithms in machine learning (Breiman 2001), uses unpruned
classi�cation trees produced by bootstrap sampling and random features (Svetnik et al. 2003). This algorithm assigns a
class or label to each input data set. Many �elds, from proteomics (Izmirlian 2004) to ecological studies (Mursalin et al.
2017; Jian et al. 2018), use the random forest classi�er. Moreover, character recognition (Mursalin et al. 2017), sentiment
analysis (Shaheen et al. 2019), malware detection (Joshi et al. 2018), tra�c accident detection (Dogru and Subasi 2018),
and medical imaging and diagnosis have all employed it.

Linear Regression:
A variable's value can be predicted using linear regression (Su et al. 2012) analysis based on the value of another variable.
The dependent variable is the one you want to be able to forecast. The independent variable is the one you're using to make
a prediction about the value of the other variable (Montgomery et al. 2021). With the help of one or more independent
variables that can most accurately predict the value of the dependent variable, this type of analysis calculates the
coe�cients of the linear equation. The differences between expected and actual output values are minimized by linear
regression by �tting a straight line or surface. The best-�t line for a set of paired data can be found using straightforward
linear regression calculators that employ the "least squares" technique.

After training and testing, different effective performance which include Accuracy, Precision, Sensitivity, Speci�city, F-score
and MCC, were calculated using the formulas presented below:

Accuracy (Acc) =
TP + TN

N
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Here TP, TN, FP and FN represent True Positive, True Negative, False Positive and False Negative, respectively. Beside these
performance metrics the use of Receiver Operating Characteristics (ROC) was used to verify the performance of the used
ML algorithms. Basically, the ROC is a curved based graph which represents the Area Under the Curve (AUC) which is the
representation of TP rate and FP rate. The larger the AUC, the better the performance of the ML algorithm being used.

Results and Discussion
Through training and testing of the obtained datasets, the performance evaluations of both RF and LR were conducted
which in general demonstrates that RF algorithm provides a better prediction of pathogenic nsSNP compared to LR
algorithm. The results of the performance evaluation metrics of accuracy, sensitivity, speci�city, precision, F score, and
MCC are shown in Table 2.

Table 2
Performance Evaluation Metric Results

Algorithm Accuracy Sensitivity Speci�city Precision F1 MCC Self-Consistency

RF 100 100 100 100 100 1 100

LR 100 100 100 100 100 1 83.5

After the performance evaluation of the collected datasets, using independent testing of both RF and LR, the test accuracy
of both these algorithms are done, which showed than RF performed better that LR with a score of 86.6 while the LR
presented a test accuracy score of 60.0.

After the independent test, the ROC was generated which again shows that FR performs better that LR as RF had an AUC of
0.777 while LR had an AUC of 0.643. The plotting of ROC of both these ML algorithms are shown in Fig. 2.

Another test that was conducted was that of MCC where the score for Splitting testing was done for both RF and LR which
showed that RF had an MCC score of 73.214 while LR had an MCC score of 20.01.

After this, the cross validation of both RF and LR were done using 10-fold validation was done which represents the
accuracy of both these algorithms. The accuracy results of the 10-Fold validation are shown in Table 3.

Sensitivity =
TP

TP + FN

Specificity =
TN

FP + TN

Precision =
TP

TP + FP

F − Score = F1 =
Precision × Sensitivity

Precision + Sensitivity

MatthewsCorrelationCoefficient (MCC) =
(TP × TN) − (FP × FN)

√(TP + FP) × (TP + FN) × (TN + FP) × (TN + FN)
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Table 3
10-Fold Validation Results

Sr# Accuracy Folds Algorithm

0 93.969397 1 RF

1 93.699370 2 RF

2 93.609361 3 RF

3 93.249325 4 RF

4 92.619262 5 RF

5 93.429343 6 RF

6 92.979298 7 RF

7 92.619262 8 RF

8 93.243243 9 RF

9 93.963964 10 RF

10 93.185000 Mean RF

0 93.699370 1 LogReg

1 93.609361 2 LogReg

2 93.519352 3 LogReg

3 93.249325 4 LogReg

4 92.799280 5 LogReg

5 93.339334 6 LogReg

6 92.529253 7 LogReg

7 92.709271 8 LogReg

8 92.882883 9 LogReg

9 93.513514 10 LogReg

10 93.230139 Mean LogReg

The accuracy of the 10-fold validation is further represented in the form of a plotted violin graph as shown in Fig. 3.

Conclusion and Future Work
From the above research, it can be concluded that on the diseases that contain nsSNP variants, the detection of such
variants can be re�ned and processed faster using computational methods. Using random forest and linear regression ML
algorithms, this research veri�es that the algorithm of Random Forest performs better in comparison to Linear Regression
when used for the detection of disease speci�c nsSNP or SAPs. This is veri�ed and validated through different
performance metrics, as well as ROC graphs, and 10-fold validation.

In future, this research aims to include more disease to check the performance of Random Forest as well as the
comparison of other algorithms which can be both supervised and unsupervised learning algorithms.
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Figure 1

Categories of single nucleotide polymorphism (SNP)
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Figure 2

ROC of RF and LR

Figure 3

10-Fold Validation Violin Plot Graph


