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Music gi es a soul to the uni erse, ings to the ind,  

flight to the i agination and life to e erything.   

Plato 
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ABSTRACT 

Intensive music training positively impacts auditory perception, as well as cognitive 

functions such as auditory attention, working and verbal memory, executive functions, and 

general intelligence. Music training-related advantages also transfer to several levels of language 

processing. However, whether music training influences the semantic level of speech processing 

has never been investigated.  

The aim of the present work was twofold: first, we evaluated whether music training 

facilitated the learning of novel words. Considering that, in our interconnected world, novel 

words need to be acquired at all ages, we aimed at understanding how potential transfer effects 

from music training to word learning changed throughout the lifespan. Having shown a positive 

impact of musicianship on word learning, the second goal was to better understand the origin 

of this effect and to determine whether musicians showed better long-term memory for newly 

learned words than non-musicians. 

Related to our first goal, participants (school-aged children, younger and older adults, 

with and without music training) performed a series of experiments: they categorized novel 

words with native or non-native initial phonemes, learned the meaning of these words through 

picture-word associations, and were tested for successful word learning (matching task) and 

meaning integration into semantic networks (semantic task). Young professional musicians 

discriminated native from non-native phonemes better than non-musicians with larger 

differences in brain activity, suggesting that fine auditory perception is an important first step 

for better word learning. Moreover, both musically-trained children and young adult musicians 

outperformed controls without music training, with faster developing N400 components during 

the learning phase and larger N400s to unexpected than to expected words (N400 effects) 

during the test phase. By contrast, the influence of music training in older adults was not as 

clear-cut, possibly showing a limited impact of music training in counteracting the deleterious 

effects of aging. Finally, for young adults, we also analyzed functional connectivity in the ventral 

and dorsal streams during word learning. Musicians showed increased left-hemispheric theta 

connectivity in both streams, suggesting that music training modified the functional architecture 

of the networks involved in semantic processing and in sensorimotor integration. 

Related to our second goal, we modified our original design to neutralize the 

contribution of auditory attention and perception. Under these conditions, non-musicians 
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performed as well as musicians (young adults) when tested immediately after learning. When 

retested one month later, however, musicians showed better long-term memory for novel 

words and larger N400 effects than controls. These results reveal that, along with better auditory 

perception and attention, enhanced long-term memory in musicians is possibly one of the 

dri i g factors co tri uti g to the usicia ’s ad a tage i  ord lear i g. Theoretically, 

demonstrating transfer effects from music training to semantic processing and long-term 

memory further reveal the importance of domain-general cognitive functions, and challenge 

modular views of the anatomo-functional organization of brain functions.  

Taken together, these results open new perspectives for education in showing that 

early music training can facilitate foreign language learning. They also offer new possibilities for 

the rehabilitation of people with language impairments through a musical route. 

 

 

Keywords:  

musical expertise, brain plasticity, novel word learning, semantic processing,  

long-term memory, EEG, N400, transfer effects 
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RÉSUMÉ 

L’e trai e ent musical intensif améliore la perception auditive, ainsi que l'attention 

auditive, la mémoire de travail et la mémoire verbale, les fonctions exécutives et l'intelligence 

générale. Les avantages liés à la formation musicale transfèrent également à différents niveaux 

du traitement li guisti ue. Cepe da t, l’i pact de la for atio  usicale au i eau sé a ti ue 

’a ja ais été étudié. 

Le but de ce travail est double : premièrement, déterminer si la formation musicale 

facilite l'apprentissage de nouveaux mots. Considérant que, dans notre monde interconnecté, 

de nouveaux mots doivent être acquis à tous les âges, nous avons cherché à comprendre 

comment les effets potentiels du transfert de la formation musicale à l'apprentissage des mots 

changent au long de la vie. Ayant démontré un impact positif, le deuxième but était de mieux 

co pre dre l’origi e de cet effet et de déter i er si les usicie s o t u e eilleure é oire 

à long terme pour les mots nouveaux que les non-musiciens. 

E  lie  a ec otre pre ier ut, les participa ts e fa ts d’âge scolaire, adultes jeunes 

et plus âgés, a ec ou sa s for atio  usicale) o t effectué u e série d’expérie ces : ils 

catégorisaient des nouveaux mots avec des phonèmes initiaux natifs ou non, ils apprenaient le 

sens des nouveaux mots grâce à des associations images-mots, et ils étaient testés pour 

l’appre tissage des ots et leur i tégratio  da s les réseaux sé a ti ues. Les jeu es usicie s 

professionnels distinguent mieux les phonèmes non-natifs que les non-musiciens, avec des 

différences plus importantes da s l'acti ité céré rale, suggéra t u’u e perceptio  auditi e fi e 

est une première étape importante pour un meilleur apprentissage des mots. De plus, comparés 

aux enfants « musiciens » et les jeunes adultes musiciens montrent un développement plus 

rapide de la composante N400 pendant la phase d'apprentissage, un meilleur niveau de 

performance et des N400s plus amples pour les mots inattendus que pour les mots attendus 

(effets N400) pendant la phase de test.  En revanche, les résultats chez les adultes âgés ’étaie t 

pas aussi clairs, suggérant que la formation musicale a un impact limité pour contrecarrer les 

effets délétères du vieillissement cognitif. Enfin, les jeunes musiciens montrent une 

augmentation de connectivité fonctionnelle dans les voies ventrales et dorsales au cours de 

l'apprentissage des mots, ce qui suggère que la formation musicale modifie l'architecture 

fonctionnelle des réseaux impliqués dans le traitement sémantique et l'intégration 

sensorimotrice. 
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En lien avec notre deuxième but, nous avons modifié notre protocole expérimental afin 

de neutraliser la contribution de l'attention et de la perception auditives. Dans ces conditions, 

les non-musiciens sont aussi performants que les musiciens (jeunes adultes) lorsqu'ils sont testés 

immédiatement après avoir appris. Mais un mois plus tard, les musiciens ont une meilleure 

mémoire à long terme des mots nouveaux et des effets N400 plus amples que les participants 

de co trôle. Ces résultats ré le t, u’ajoutée à u e eilleure perceptio  et atte tion auditives, 

l’a élioratio  de la é oire à lo g ter e chez les usicie s serait l’u  des facteurs 

déterminant l’a a tage du usicie  da s l’appre tissage des ou eaux ots. Théori ue e t, 

montrer des effets de transfert de la formation musicale vers le niveau sémantique et la 

mémoire à long-terme révèle l'importance des fonctions cognitives générales et remet en 

question les vues modulaires de l'organisation anatomo-fonctionnelle des fonctions cérébrales. 

Pris dans leur ensemble, ces résultats ouvrent de ou elles perspecti es d’éducatio  

e  o tra t u’u e for atio  usicale précoce peut faciliter l’appre tissage des la gues 

étrangères. Ils offrent également de nouvelles possibilités de rééducation, par un parcours 

musical, aux personnes ayant des troubles du langage. 

 

 

Mots clés : 

Expertise musicale, plasticité cérébrale, apprentissage de nouveaux mots,  

traitement sémantique, mémoire à long terme, EEG, N400, effets de transfert  
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1. 1. The musician brain as a model of brain plasticity  

1.1.1. Music in the brain: an introduction 

The boom of investigating the effects of music on the brain possibly started 25 years ago 

with the so-called Mozart-effect1. This effect was described as a temporary improvement of 

visuo-spatial abilities after listening to sonatas from Mozart (Rauscher, Shaw, & Ky, 1993). While 

these results were not very convincing, scientifically speaking, since they were based on an 

experimental design not fully controlled for other influences, the reaction of the media was 

enormous and encouraged the public belief that usic akes i tellige t . “i ce the , hu dreds 

of studies have tried to evidence the positive effect of music listening and music training on 

cognitive abilities, as well as on the anatomical and functional brain organization. However, what 

is it that makes cognitive neuroscientists, psychologists, music scientists as well as musicians 

themselves so interested in studying music? 

 

Musicality is an essential part of human life and society, and humans all over the world 

comprehend, make and share music. And by no way, music is only a perceptive and cognitive 

capacity, but it is rather viewed as a collection of forms of human actions (i.e., a physical 

process): usicia s’ odies i teract ith i stru e ts to create i ratio s that tra el through 

the air (Bishop & Goebl, 2017). Before going into detail of how studying music may contribute 

to better understand the brain, two main points should be made: first, there is no single region 

for music in the brain (as there is no single musical experience). Rather, there are distributed 

areas of the brain forming networks to give rise to the different aspects of music. And second, 

music offers an appropriate test case for hypotheses related to how brain areas and networks 

enable human behavior. In fact, by studying music (but not only), cognitive neuroscience shifted 

i  rece t years fro  odularity  (Fodor, 1983), a focus on identifying individual brain areas 

that subserve specific cognitive functions, to a more network-based approach.   

 

Coming back to music: when music reaches the ear, variable and largely-distributed brain 

areas are activated. Initially, the sound reaches the auditory brainstem at the cochlear nucleus 

and travels up the subcortical pathway to the thalamus. Then, the signal reaches the superior 

                                                      
1 This is not to say that philosophers or scientists were not interested in studying musical sounds beforehand. In fact, the 

first studies date back to Pythagoras around 570-500 before Christ. However, scientific studies relating musical experience to 
the brain and body using modern empirical methods have rapidly increased during these past 25 years. 
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te poral lo e ith the pri ary auditory cortex Heschl’s gyrus) a d the secondary auditory 

cortex (superior temporal plane). Finally, the sounds travel beyond auditory cortices, and several 

brain areas seem to be involved during music processing: the premotor cortex for action 

selection such as identification of rhythmic sequences (Janata & Grafton, 2003), the occipital 

lobe during musical imagery (Herholz, Halpern, & Zatorre, 2012), superior parietal regions and 

the supramarginal gyrus in the parietal lobe for musical learning and memory (Gaab, Gaser, 

Zaehle, Jancke, & Schlaug, 2003), and the prefrontal cortex for tracking tonal structures (Janata 

et al., 2002) or jazz improvisation (Limb & Braun, 2008). In sum, music requires multiple 

functions and engages distributed brain networks (Loui & Przysinda, 2017, Figure 1), thereby 

supplying neuroscientists with rich possibilities of how to test hypotheses regarding regional 

and/or network views of the human brain. 

 

 

 
 

Figure 1. Some of the brain regions involved in music perception and cognition. Regions shaded in grey represent 
mesial structures that are rather seen in cross-section views than in this present surface view of the brain. Regions 
shaded in orange represent white matter pathways. Colors of text represent general areas of the brain: Blue = 
temporal lobe; red = frontal lobe; brown = occipital lobe; green = parietal lobe; pink and violet = subcortical 
structures. (Adapted from Loui & Przysinda, 2017 and Levitin, 2006) 
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1.1.2. Musical expertise: learning, practice and neuroplasticity 

Although music perception and the positive effects of music listening on the brain are more 

than fascinating to me, this thesis focuses on the influence of regular music training on the brain 

rather tha  o  usic  itself. Thus, each time I speak about musicians I refer to instrumentalists 

who acquired their musical skills through years of classical music training, excluding jazz 

musicians as well as vocalists.  

 

This is where neuroplasticity comes into play: research in the last century has provided us 

with important evidence about the malleability of our brain as a function of our environment. In 

fact, the structure, function and connectivity of our nervous system can be reorganized in order 

to make proper responses to intrinsic and extrinsic stimuli (Bayona, Bitensky, & Teasell, 2005; 

Cramer et al., 2011). In other words, the ability to learn a new skill is thought to be determined 

by the capacity to create new functional connections allowing the brain to integrate new 

materials and activities (Bayona et al., 2005). This capacity is called neuroplasticity (or brain 

plasticity). Potentially any training or experience can induce neural changes, and neuroplasticity 

has been demonstrated in several domains and brain regions, both at the structural and 

functional neural levels (Erickson et al., 2007). Consequently, also behavioral alterations, that 

require modifications in the underlying neural circuits, are possible (Kolb & Muhammad, 2014).  

 

Recently, Zatorre and colleagues (Zatorre, Fields, & Johansen-Berg, 2012) summarized 

several different plastic mechanisms linking the molecular/cellular alterations with their 

translation into grey and white matter changes observed by using Magnetic Resonance Imaging 

(MRI) methods2. Such grey matter changes can be caused by several events: first, axon sprouting. 

Second, neurogenesis or creation of new neurons. Third, gliogenesis, a process that has been 

reported to be increased in response to learning and experience. Forth, changes in dendritic 

organization, as well as creation of new dendritic spines and synapses. Fifth, vascular changes, 

in form of angiogenesis or accompanying neurogenesis. Finally, also some signaling molecules 

such as BDNF Brai -Derived Neurotrophic Factor ) ca  pro ote plastic cellular cha ges, 

affecting neurons, glial cells or blood vessels (Kolb & Muhammad, 2014; Zatorre et al., 2012). 

White matter microstructure alterations, as measured by diffusion imaging technologies, include 

                                                      
2 For more details on the MRI methodology I refer the reader to Chapter 2.  
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axon branching and myelination of unmyelinated axons, changes in axonal diameter and fiber 

organization, changes in astrocyte morphology or number, and angiogenesis (see Figure 2). 

 

 

Figure 2. Cellular and molecular mechanisms of gray and white matter plasticity. 

(Adapted from Zatorre et al., 2012) 

 

Interestingly, although manifestations of neuroplasticity have been described to be 

present over the course of the lifetime, mechanisms for this adaptive capacity tend to decrease 

in older adults (Freitas, Farzan, & Pascual-Leone, 2013), thereby raising the question of whether 

there could be sensitive periods across the lifespan. In other words, do experiences we have in 

life have different effects depending on the developmental state of our brain? In fact, for several 

brain functions and skills, the existence of a critical period during normal development in which 

the effect of experience on the brain is particularly strong (Hensch, 2005; Huttenlocher, 2003) 

and can contribute to long-lasting changes in brain structure and function as well as in behavior 

(Penhune, 2011) have been proposed. This question is still a debated issue, but in the last 

decades the concepts of neural plasticity, neurogenesis and brain repair have been redefined 

and have resulted in a more dynamic view of the adult brain (DeFelipe, 2006), shedding doubts 

on the existence of a sensitive time window, at least for some perceptive functions and cognitive 

abilities such as language and music learning in adults (Rodríguez-Fornells, Cunillera, Mestres-

Missé, & de Diego-Balaguer, 2009).  
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Figure 3. Multimodality of piano playing. (Adapted from http://www.leadingnotestudios.com) 

 

 

Turning to music training, it is clear that playing an instrument at a professional level is 

arguably among the most complex human activities. For example, a pianist has to produce (and 

coordinate the production) of up to 1800 notes per minute (Münte, Altenmüller, & Jäncke, 

2002), and the multimodality of such a production requires fine motor skills, limb and bimanual 

coordination, auditory and somatosensory perception, audio-motor integration, and several 

cognitive functions such as attention, executive functions and memory, thereby engaging 

http://www.leadingnotestudios.com/
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distributed brain networks (Figure 3). Moreover, music training includes a great amount of 

emotional content that transforms musical practice in an enjoyable and motivational experience 

(Koelsch, 2010; Pantev & Herholz, 2011; Schmithorst & Wilke, 2002; Zatorre, Chen, & Penhune, 

2007). Thus, it may not come as a surprise that regular training with music is linked to widespread 

anatomical and functional changes in the brain based on neuroplasticity, not only during 

childhood but throughout the lifespan.  

  

1.1.3. Training-related brain plasticity 

Numerous studies have tried to investigate whether professional music training has an 

influence on the perceptive, cognitive and motor functions recruited when playing an 

instrument. When exploring the link between musical expertise and the brain, cross-sectional 

and longitudinal approaches can be used. In cross-sectional studies, levels of performance 

and/or brain correlates of professional musicians and non-musicians in a variety of tasks are 

compared to investigate potential associations between music training and the brain. However, 

only longitudinal studies can provide evidence regarding the causality of effects from music 

training onto the brain: in this case, non-musicians are assigned randomly to a music education 

program or to a non-musical control activity (e.g., painting) for several weeks or years. Pre- and 

post-training data are then compared between groups. Importantly, since longitudinal studies 

are costly in terms of time and financial means, it is essential to first demonstrate between-

group differences with cross-sectional designs before running longitudinal studies to 

demonstrate causality. Reporting all cross-sectional and longitudinal studies aiming at 

understanding music-related influences on the brain is clearly impossible: here I report only few 

studies highlighting the importance of studying professional musicians to investigate plastic 

changes in the human brain. I refer interested readers to more complete reviews (Herholz & 

Zatorre, 2012; Jäncke, 2009; Wan & Schlaug, 2010) or to several chapters within the recently 

pu lished ook The Routledge Co pa io  to Music Cog itio  (Edited by Ashley & Timmers, 

Routledge, 2017). 

 

One of the first pioneering study in the field of the neuroscience of music was conducted 

by Schlaug and colleagues (Schlaug, Jäncke, Huang, & Steinmetz, 1995) who demonstrated that 

professional musicians had a larger anterior half of the corpus callosum (see Figure 4) compared 

to non-musician controls. Interestingly, these differences were driven by musicians who had 
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begun their training before the age of 7 years. This is an interesting issue: professional musicians 

are typically characterized by the fact that they start music training at an early age and that this 

training continues throughout their entire life, with several hours per day of playing their 

instrument. In fact, the early onset of training continues to be an important parameter when 

studying music-related brain changes: for example, in a study with pianists using Diffusion Tensor 

Imaging (DTI)3, Bengtsson and colleagues (Bengtsson et al., 2005) found that several white 

matter tracts correlated with the estimated amount of musical practice during childhood, 

although the estimated number of practicing hours was lower in this period than in adolescence 

and adulthood. Similarly, in a more recent DTI study, Steele and colleagues (Steele, Bailey, 

Zatorre, & Penhune, 2013) found that early-trained musicians (age of start before 7 years) 

outperformed late-trained musicians (age of start after 7 years) in a visuo-motor synchronization 

task, although early- and late-trained groups did not differ in their years of musical experience, 

years of formal training or hours of current practice. The authors also observed a negative 

correlation between the age of onset of music training and fractional anisotropy4 in the posterior 

mid-body of the corpus callosum (Figure 4), so that the earlier the onset of musical practice, the 

better the white-matter microstructure in that region. The authors interpreted these findings as 

evidence for a sensitive period and hypothesized that training during this period may induce 

changes in white matter connectivity that serve as a scaffold on which later training can build 

(Steele et al., 2013).  

 

Not only age of onset, but also the enormous intensity of music training in professional 

musicians has been taken into consideration in several studies: for example, Ericsson and 

colleagues (Ericsson, Krampe, & Tesch-romer, 1993) demonstrated that excellent music playing 

is positively correlated with the number of training hours. Specifically, they computed the 

accumulated number of training years until the 18th birthday of their violin players, and obtained 

7400 training hours for the best violinists (nominated by music professors of the Music Academy 

of West Berlin to have the potential for careers as international soloists), compared to 5300 

training hours for the very good ones. Since all musicians had graduated from a prestigious music 

                                                      
3 DTI is a magnetic resonance imaging method that measures the diffusion patterns of molecules in biological tissue thereby 

providing information on the microscopic structure of that tissue. It is commonly used to image neuronal fiber tracts. 
 

4 Fractional anisotropy describes the degree of anisotropy of a diffusion process: it can have a value between zero and one, 
where zero means that diffusion is unrestricted (or equally restricted) in all directions, and one means that diffusion occurs only 
along one axis and is fully restricted along all other directions. In DTI it is thought to reflect fiber density, axonal diameter, and 
myelination in white matter.  
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school and therefore obtained a similar quality of musical education, the authors concluded that 

the amount of practice was one of the most important factors influencing musical expertise.   

 

Regarding plasticity of the auditory cortex (Figure 4), one of the first cross-sectional studies 

was provided by Pantev and colleagues (Pantev et al., 1998). In this study, the authors computed 

equivalent current dipoles5 from evoked magnetic fields6 in response to piano tones and to pure 

tones of equal fundamental frequency and loudness. In musicians, responses to piano tones 

were about 25 percent larger than in non-musicians, thereby evidencing increased receptive 

functions in response to isolated tones in musicians. Moreover, Schneider and colleagues 

(Schneider et al., 2002) showed structural and functional plasticity of the primary auditory cortex 

in professional musicians compared to non-musicians: musicians showed twice as large activity 

in response to pure tones 20-30 ms after stimulus onset (corresponding to the earliest evoked 

activity in the primary auditory cortex) compared to controls, as well as on average 130 percent 

e ha ce e t i  grey atter olu e i  the ilateral Heschl’s gyrus Figure 4). I teresti gly, oth 

measures were also highly correlated with musical aptitude, which led the authors to conclude 

that oth the europhysiology as ell as the orphology of the Heschl’s gyrus played a  

essential role in the processing of music. Similarly, Gaser and Schlaug (Gaser & Schlaug, 2003) 

showed increased grey matter density in professional musicians in brain regions such as the 

i ferior te poral gyrus, prece tral gyrus, i ferior fro tal gyrus, as ell as i  the left Heschl’s 

gyrus and cerebellum (Figure 4). 

 

Regarding plasticity of the motor cortex, for example, Elbert and colleagues (Elbert, Pantev, 

Wienbruch, Rockstroh, & Taub, 1995) revealed that the cortical representation of the digits of 

the left hand of string players (who typically practice with the left hand controlling the 

manipulation of the strings and thereby experiencing enhanced sensory motor stimulation) was 

larger than in controls. No such differences were observed for the representations of the right 

hand that manipulates the bow, involving less distal dexterity. Moreover, the cortical 

reorganization in the representation of the fingering digits was correlated with the age of onset 

of music training, leading the authors to suggest that the representation of different parts of the 

                                                      
5 Calculating a set of equivalent current dipoles is a source-modeling technique for magnetoencephalography, allowing to 

gain information about the location of relevant brain activity based on the registered data. 
 

6 Evoked magnetic fields are part of the magnetoencephalogram. They are brain signals that can be recorded after multiple 
repetition of a similar sensory stimulation. For more details on the methodology of magnetoencephalography, I refer the reader 
to Chapter 2.  
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body in the primary somatosensory cortex (Figure 4) of humans depends on changes made to 

conform to the current needs of each individual.  

 

 

Figure 4. Lateral view of the cerebral cortex showing the principal gyri and sulci (above) and midsagittal view of 
the brain (below). Brain areas underlying music training-related brain plasticity, as evidenced by exemplary 
studies, are marked. (Adapted from http://what-when-how.com/neuroscience/overview-of-the-central-nervous-
system-gross-anatomy-of-the-brain-part-1/) 

 

Similarly, Bangert and Schlaug (Bangert & Schlaug, 2006) also reported specific changes in 

the anatomical features in musicians as a function of the instrument played: while pianists (who 

typically practice with both hands) were characterized by larger hand motor areas in both 
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hemispheres, violinists (practicing with the left hand) showed such an effect mainly over the 

right hemisphere, controlling the left hand. Furthermore, by using a voxel-based morphometry 

approach7, Gaser and Schlaug (2003) evidenced increased grey matter volume in musicians in 

the motor network, including the bilateral primary sensorimotor regions, the left basal ganglia, 

the bilateral cerebellum, as well as the left posterior perisylvian region (Figure 4). Interestingly, 

the authors also found a strong association between these structural differences and musical 

status as well as practice intensity, thereby supporting the view that practice has an impact on 

brain anatomy.  

 

Finally, Sluming and colleagues (Sluming et al., 2002) also reported anatomical differences 

i  Broca’s area8 (Figure 4) between musicians and non-musicians. Specifically, musicians showed 

increased grey matter volume in the left inferior frontal gyrus compared to non-musicians. 

Interestingly, these between-group differe ces i creased ith age: the usicia s’ grey matter 

density in the frontal cortex remained stable with age, while non-musician controls showed 

significant volume reductions. 

 

Having reviewed some of the numerous studies reporting functional and/or structural 

differences between musicians and non-musicians, a general finding of these studies is that 

nearly all of the brain areas involved in the control of musical expertise (motor cortex, auditory 

cortex, frontal and parietal regions, cerebellum and other areas) show specific anatomical and 

functional plasticity in professional musicians, thereby supporting the idea of increased brain 

plasticity possibly driven by musical training. These plasticity effects on brain structure and on 

functional patterns of activation are translated into benefits for music- and non-music-related 

activities at the behavioral level (Besson, Chobert, & Marie, 2011; Kraus & Chandrasekaran, 

2010; Moreno & Bidelman, 2014; Patel, 2014): for example, long-term musical training has been 

reported to enhance (i) auditory analysis, encoding of complex sounds and auditory 

discrimination (Bidelman, Gandour, & Krishnan, 2011; Bidelman & Krishnan, 2010; Chartrand & 

Belin, 2006; Parbery-Clark, Skoe, Lam, & Kraus, 2009; Zendel & Alain, 2009); (ii) speech 

perception and verbal intelligence (described in more detail in the following part of this chapter); 

                                                      
7 A statistical method for revealing differences in brain anatomy between groups, without the need to focus on target 

structures. 
 

8 Broca's area is typically defined in terms of the pars opercularis and pars triangularis of the inferior frontal gyrus. It was 
named after Pierre Paul Broca and originally linked to language processing, based on two patients who lost the ability to speak 
after injury to this brain region. Nowadays, the anatomical and functional specificity of Broca is a broadly discussed issue (see 
Chapter 1.2.3 of this thesis or e.g., Tremblay & Dick, 2016). 
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(iii) attentional processing, general intelligence, memory and executive functions (Besson et al., 

2011; Kraus & Chandrasekaran, 2010; Moreno et al., 2011; Pallesen et al., 2010; Schellenberg, 

2004; for more details see Chapter 1.2.2. of this thesis, and for a recent review see Benz, Sellaro, 

Hommel, & Colzato, 2016), as well as (v) motor function and synchronization ability (Baer et al., 

2015; Bailey & Penhune, 2010). However, there are also studies that fail to evidence far transfer 

effects from music training to other cognitive or academic abilities. Interested readers are 

referred to a recent meta-analysis by Sala and Gobet (Sala & Gobet, 2017) that failed to support 

the hypothesis that music skill transfers to cognitive or academic skills in the general population 

of children and young adolescents. 

 
1. 2. Music and speech  

 

Speech processing is another fascinating research area. Below, I consider some general 

components and information about speech. However, for a more complete introduction on the 

cortical networks involved in speech processing, as well as for the perceptual and cognitive 

demands underlying speech learning, I refer the reader to our recent book chapter that can be 

found in the appendix of this thesis (Elmer, Dittinger, & Besson, in press). 

 

1.2.1. Commonalities between music and speech processing 

Speech processing involves similar functions as described above for music processing: 

perceptive and cognitive functions, fine motor control and organization of movements, as well 

as auditory-motor integration that allows information transfer between interconnected brain 

regions (Tillmann, 2012; Zatorre et al., 2007). Moreover, music and speech are both structured 

and organized along several dimensions: the basic elements are notes for music and phonemes 

for language and they can be bound together using well-established harmonic or syntactic rules 

(Besson & Schön, 2003). Both music and language are based on similar acoustic parameters (i.e., 

frequency, duration, intensity and timbre), that define the structural organization and that can 

lead to similarities and differences in music and speech (Patel, 2008). They are described in detail 

below.    
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a. Acoustic parameters 

Results of recent studies opened the possibility that a potential driver of the link between 

music training and language skills is the enhanced sensitivity of musicians to prosodic cues of 

speech. Prosody is a feature supplying both linguistic (intention, focus, discourse meaning) and 

non-linguistic (emotional) information (D'Imperio, 2011; Gandour & Krishnan, 2016), and it 

comprises many different aspects: accent, stress pattern, prosodic boundaries, intonation and 

rhythm (Magne, Schön, & Besson, 2003). Like music, prosody is expressed through a 

combination of variations in frequency, duration, intensity and timbre (i.e., spectral 

characteristics; D’I perio, Ditti ger, & Besso , 0 6). These variations correspond to the four 

acoustic parameters described in detail in the following.9  

 

Frequency: is defined as the number of periodic variations per second of the sound wave, 

measured in Hertz (Hz). Its perceptive correlate is pitch. For pure tones this terminology does 

not pose any problem, but for complex sounds frequency generally describes the lowest 

frequency of resonance or fundamental frequency (F0). Multiple frequencies of F0 are called 

harmonics. For speech, the F0 is related to the vibration velocity of the vocal cords and for music 

it depends on the instrument played: the faster the vibration, the higher the sound.  

 

Duration: is defined as the length of time during which the sound vibrations persist, 

measured in milliseconds (ms). The two main duration-related parameters are rhythm and 

meter: rhythm corresponds to the pattern of regular or irregular pulses, and meter refers to 

regularly recurring patterns and accents such as measures and beats.  

 

Intensity: is defined as the amplitude of the acoustic pressure, measured in decibel (dB). It 

allows to distinguish a loud from a soft sound. The perceived intensity is called loudness. 

 

Timbre: is also called the color of sou d  a d allo s to disti guish t o sou ds ith the 

same frequency, duration and intensity. It is a multidimensional parameter that results from the 

interaction of spectral and temporal variations related to the harmonics of the fundamental 

frequency, and of the temporal characteristics of the onset and offset of the sound. Based on 

these interactions, the quality of a given sound of a certain instrument or voice emerges. 

 

                                                      
9 For a more detailed introduction on prosodic processing and on the overlap between speech and music, I suggest readers 

with knowledge of French our recently published chapter included in the appendix of this thesis D’I perio, Ditti ger, & Besso , 
2016). 
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b. Musical and linguistic structures 

For music, three levels of organization have been described: rhythm, melody and harmony. 

Rhythm corresponds to the subdivision of sounds in time and it organizes the temporality of 

sounds. Variations of rhythm can be created by the variation of note durations and musical 

accents. The level of melody corresponds to the sequence of notes that shape a musical phrase: 

it is structured by the frequency of the notes, and corresponds to the horizontal component of 

music. The vertical aspect of music is given by the level of harmony that describes the 

simultaneous emission of several sounds and their relation. Harmony is structured by intervals 

a d chords. Fi ally, a fourth le el of orga izatio  should be mentioned that is debated in the 

literature and that corresponds to musical interpretation: musical signification explores 

expressive motivations behind musical structures and the ways in which listeners and 

performers interpret musical works and practices. It includes a wide variety of repertoire (e.g., 

early, recent, popular, and world music), of approaches (e.g., historical, philosophical, cultural, 

critical, semiotic, and cognitive), and of themes (e.g., gesture/movement, drama/narrativity, 

gender/sexuality, intertextuality). 

 

For language, four levels of organization can be considered: first, the level of phonology 

with the phoneme constituting the smallest sound unit of speech and allowing to modify the 

meaning of a word. This level includes segmental (phonemes and syllables) as well as supra-

segmental cues (prosodic structures). Second, the level referring to the combination of 

phonemes to create words. Third, the lexico-semantic level allowing to access the meaning of a 

word. Words are combined following syntactic rules that define the structural relations between 

words to create sentences. Thus, the meaning of a sentence results from the semantic relations 

between the words as well as from the syntactic organization of the words. Fourth, the 

organization of sentences at the discourse level and is referred to as the pragmatic level.  

 

 

 

 

Figure 5.  

Activated brain regions during 

the processing of syntax in 

language (left, green dots) and 

in music (right, red). (Adapted 

from Koelsch, Fritz, Schulze, 

Alsop, & Schlaug, 2005 and 

Vigneau et al., 2006) 
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Based on the possibility to similarly structure music and language (starting from single units 

that are combined into larger units, see Figure 5), several studies have used neuroimaging 

methods to compare the processing of music and speech at different levels of organization. 

 

1.2.2. Transfer effects from music training to speech processing 

Transfer effects (also called transfers of training effects) are defined as the influence of 

knowledge or ability acquired in one domain (in our case music) on the knowledge or acquisition 

of knowledge in another domain (in our case speech)10. The relation between music training and 

speech has been well-documented and results of many experiments have demonstrated the 

positive influence of music training on speech perception (Besson et al., 2011; Kraus & 

Chandrasekaran, 2010). For instance, there is clear evidence that music training influences the 

segmental processing of speech sounds (consonants, vowels and syllables; Bidelman & Krishnan, 

2010; Chobert, Francois, Velay, & Besson, 2014; Elmer, Meyer, & Jancke, 2012; Musacchia, Sams, 

Skoe, & Kraus, 2007; Wong, Skoe, Russo, Dees, & Kraus, 2007), as well as the supra-segmental 

level (couple of syllables, words, and sentences; Besson et al., 2011; Lima & Castro, 2011; Schön, 

Magne, & Besson, 2004). Bidelman and collaborators demonstrated that younger (Bidelman, 

Weiss, Moreno, & Alain, 2014) and older musicians (Bidelman & Alain, 2015) were faster and 

showed steeper boundaries between phonetic categories in a vowel categorization task than 

non-musicians. Moreover, Bidelman and colleagues (Bidelman et al., 2014) also showed an 

influence of music training on categorical perception of speech sounds (on a /u/ to /a/ 

continuum) at the cortical level: the P200 component of Event-Related Potentials (ERPs)11 

showed increased amplitudes in musicians, and these neural enhancements were also 

correlated with their years of formal music training. The authors concluded, that increased 

auditory sensitivity, as reflected by increased P200 amplitudes, may thus be one of the driving 

forces behind enhanced categorical perception and enhanced speech processing in musicians.  

 

Importantly, transfer from music to speech is by no means limited to low-level speech 

processing, but extends to higher-level speech processing. For example, based on the idea that 

both music and language are structured sequences of events that unfold in time, several studies 

                                                      
10 Here I focus on transfer effects from music to speech processing. For reversed transfer effects (from speech to music 

processing) the interested reader may consult the review by Asaridou & Mc Queen (2013).  
 

11 See Chapter 2 for an introduction on the ERPs methodology and ERP components.   
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have investigated the influence of music training on syntactic processing (Fitzroy & Sanders, 

2012; Jentschke & Koelsch, 2009). Jentschke & Koelsch (2009) evaluated ERPs to violations of 

linguistic and musical syntax in musically-trained and untrained children (ten- to eleven-year-

olds). Results showed that both types of violations elicited larger ERP modulations in the 

musically-trained group than in the control group, thereby reflecting more strongly developed 

and sustained syntax processing as a function of music training. 

 

The literature evidencing transfer effects from music training to speech perception is large, 

and the studies mentioned above are only few examples. Interested readers will find a more 

complete review of this topic in a chapter that we wrote recently and that is added as an 

appendix to this thesis (Besson, Barbaroux, & Dittinger, 2017). The main question addressed 

here is how to explain transfer effects from music to speech processing. In this context, I would 

like to introduce two main interpretations that have been proposed in the literature and to 

which I will come back several times within this thesis: the so-called cascade and multi-

dimensional interpretations. Following the cascade interpretation, transfer effects arise 

because, as described above, speech and music are auditory signals relying on the same acoustic 

parameters. Consequently, if music training facilitates the perception of acoustic structures of 

sounds not only in music but also in speech, perceptive advantages in musicians should facilitate 

higher levels of speech processing.  

 

The multi-dimensional interpretation refers to the multi-dimensionality of music training, 

including auditory and visual perception (the notes on the score), visuo-auditory-motor 

integration (transforming visual notes into sounds through movements), motor control 

(adapting posture and fine distal movements), as well as attentional functions (focusing 

attention on one own instrument and dividing attention between the different instruments of 

the orchestra and the conductor), mnemonic functions (playing music by heart), and executive 

control (switching between visual and auditory codes; inhibiting a movement to play at the right 

moment and updating information).  

 

Several studies point to advantages of professional musicians when these functions are 

called into play: for example, Strait and colleagues “trait, “later, O’Co ell, & Kraus, 0 ) 

provided evidence for enhanced selective auditory attention in young musicians compared to 

non-musicians, reflected by less variable cortical auditory-evoked responses to attended than to 

ignored speech streams. Moreover, the authors compared preschoolers, school-aged children 
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and young adults, and suggested that music training could support the maturation of auditory 

attention during developmental years, based on reduced auditory-evoked response variability 

during selective auditory attention in school-aged children with music training and adult 

musicians, but not in preschoolers.  

 
 

Regarding memory functions, George and Coch (George & Coch, 2011) demonstrated that 

professional music training was related to improvements in auditory and visual working memory: 

behaviorally, musicians outperformed controls on standardized subtests of visual, phonological, 

and executive memory. Moreover, this behavioral advantage was accompanied by shorter 

latencies and larger amplitudes of P300 components of ERPs in both auditory and visual oddball 

tasks in musicians compared to non-musicians, thereby suggesting faster and less effortful 

updating of working memory. Similarly, Zuk and colleagues (Zuk, Benjamin, Kenyon, & Gaab, 

2014) tested adult musicians and musically-trained children on several measures of executive 

functions, including working memory, cognitive flexibility, and verbal fluency. They showed 

enhanced performance as well as increased brain activation in musically-trained participants, 

and concluded that musical training was linked to enhanced cognitive skills. These few examples 

(see Besson et al., 2017 for a more detailed review) may point to the interest of considering a 

more multi-dimensional interpretation and to the possibility that musicians process speech 

more easily not only based on better auditory perception but also based on better processing of 

the multiple cognitive components important for speech perception.  

 

1.2.3. Neural networks of music and speech:  

                  domain-general versus domain-specific brain regions  

Although there is accumulating evidence suggesting that music and speech processing 

overlap in terms of brain regions (Jantzen, Large, & Magne, 2016; Koelsch et al., 2002; Tillmann, 

Janata, & Bharucha, 2003; see Figure 6), such a spatial overlap of functional activation does not 

necessarily imply that music and language are processed by the same underlying neuronal 

networks.  

 

In fact, the question of whether music and speech rely on shared or separated brain 

regions and/or neurons, is a controversial and hotly debated issue. To better understand this 

issue, I ould like to e tio  the exa ple of sy tactic processi g a d Broca’s area. For o er a 
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ce tury, Broca’s area as co sidered as specifically i ol ed i  the processing of linguistic 

syntactic structures (Friederici, Bahlmann, Heim, Schubotz, & Anwander, 2006). However, in the 

years 000, results of se eral studies de o strated that Broca’s area as also acti ated when 

processing musical structures (Koelsch et al., 2002; Maess, Koelsch, Gunter, & Friederici, 2001), 

thereby providing evidence of shared neural substrates for music and language. These results 

were further supported by those of recent studies by Abrams and colleagues (Abrams et al., 

2011) and Rogalsky and colleagues (Rogalsky, Rong, Saberi, & Hickok, 2011) showing that similar 

activations of frontal and temporal regions in both hemispheres are associated with temporal 

violations in linguistic sentences and melodies. However, when using multivariate pattern 

analysis12, the same authors showed that the two types of stimuli elicited spatially distinct 

activity. Thus, the authors concluded that temporal structure is encoded differently within the 

two domains and that distinct cortical networks are activated.  

 

Figure 6. (A) Brain areas responding to intact story (yellow), intact music (red) or both (orange). (B) Significant 
differences between intact music and intact story conditions. (Figure adapted from Farbood, Heeger, Marcus, 
Hasson, & Lerner, 2015) 

 

This example shows that one of the challenges for answering the question of shared versus 

distinct networks involved in music and language is related to the method chosen for analysis. 

However, characteristics of the stimuli and the task at hand, or even outdated terminology, may 

ork agai st the esta lishi g of a co joi t ie  across studies: related to the exa ple of Broca’s 

area it is worth mentioning a recent review by Tremblay and Dick (Tremblay & Dick, 2016) with 

the pro ocati e title Broca a d Wer icke are dead . I  this re ie , the authors take the curre t 

                                                      
12 Multivariate pattern analysis (MVPA) is considered to be a more fine-grained approach, in which data from individual 

voxels within a region are jointly analyzed as distributed patterns of activity. Thus, it investigates the varying brain states that a 
cortical field or system can produce, and increases the amount of information that can be decoded from brain activity in contrast 
to simpler univariate measures that indicate the extent to which a cortical field or system is globally engaged. MVPA is frequently 
applied in clinical research, with two main goals: first, to understand underlying mechanisms and patterns in the brain that 
characterize a disease. Second, to develop sensitive and specific image-based biomarkers for disease diagnosis, the prediction 
of disease progression, or prediction of treatment response (Haxby, 2012; Norman, Polyn, Detre, & Haxby, 2006) 
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ter i ology of Broca’s a d Wer icke’s area as a  exa ple to illustrate pro le s that arise he  

using historical terminology based o  the classical Wer icke-Lichtheim-Gesch i d  odel, i  

spite of fast advancement of research in the field of cognitive neuroscience and 

neuropsychology. In fact, the authors demonstrated that there is no consistent anatomical 

defi itio  of Broca’s a d Wer icke’s areas he  co pari g differe t studies see Figure 7). The 

authors point to the (necessarily) resulting difficulty in finding a consensus on shared versus 

distinct neuronal networks for music and speech processing. For more details on this 

controversial issue, interested readers may consult our chapter on music and language 

processing, and/or our review on domain-general versus domain-specific brain regions in the 

appendix of this thesis (Besson et al., 2017 and Besson, Dittinger, & Barbaroux, in press, 

respectively). 

 

Figure 7. A ato ical defi itio s of Wer icke’s left) a d Broca’s area (right), and the percentages of respondents 

to the survey endorsing each definition. (Figure adapted from Tremblay & Dick, 2016) 
 

 

1. 3. Language acquisition and novel word learning  
 

Acquiring vocabulary is one of the main cornerstones of human language learning, and we 

are continuously encountering novel words during our lifespan. In fact, studies suggest that 

between the age of 2 and 20 years humans learn between 6 and 25 words per day (Nagy & 

Anderson, 1984), and that the vocabulary size of high school graduates lies between 40.000 and 

100.000 words (Nagy, Anderson, & Herman, 1987). Importantly, it has been pointed out that 

efficient and accurate verbal comprehension skills depend on knowing many words in a language 
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(Anderson & Freebody, 1981; Sternberg & Powell, 1983), and that the underlying meaning of 

these words can be easily and reliably accessed (Perfetti, 1985).  

 

In the mother tongue, language acquisition has traditionally been considered an implicit 

process, and infants become proficient in a very short period of time (Rodríguez-Fornells et al., 

2009). In this vein, children can learn novel words and their meanings based on few exposures, 

and usually without explicit feedback from their parents (Brown & Hanlon, 1970; Marcus, 1993). 

To better understand the enormous rate at which children gain vocabulary, Carey and Bartlett 

(Carey & Bartlett, 1978) tested three-year-olds on a novel word learning task. Specifically, 

children were presented with two trays, a red and an olive one, and were asked to bring the 

chro iu  tray, ot the red o e. By co trasti g "chro iu " ith "red" all childre  ere a le 

to i fer that chro iu  as a color and to identify its intended referent. Moreover, when 

tested after a one-week retention delay, more than half of the children displayed some type of 

comprehension about the word chromium. Carey and Bartlett called the process, allowing 

children to learn a ne  co cept ased o  a si gle exposure to a gi e  u it of i for atio , fast 

appi g , a d this ter  has eco e ce tral to de elop e tal psychology’s studies a out ho  

words are learned. However, it is important to point out that for the authors, the demonstration 

of fast mapping was noteworthy not because children appropriately determined that 

chro iu  as a color ord hich could ha e ee  i ferred ithout a y lear i g). Rather, 

the authors focused o  hat they called exte ded appi g , a process ased on the fact that 

after very few exposures children were able to create a new lexical entry and to change their 

interpretation of how the color space is lexicalized (i.e., to bring into alignment the lexical entry 

chro iu  a d its positio  i  a color space that had not contained that region as a separate 

category before).  

 

Independent of the open question if one exposure is sufficient to learn a novel word (I will 

come back to this issue below when considering ERP studies), the capacity of children to learn 

very fast is quite striking, since novel word learning is a complex problem to solve: when children 

acquire new vocabulary, they are usually presented with multiple novel words and multiple 

meanings. Therefore, one could ask how human beings assign correct meaning to an unknown 

word. Studies have evidenced that the speech signal first is segmented into differentiated units 

to identify the novel word from fluent speech, and that then meaning is attached (i.e., word-to-

world mapping; Rodríguez-Fornells et al., 2009). Speech segmentation describes the ability to 
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identify the boundaries between words, syllables, or phonemes in continuous speech, and has 

been suggested to rely (at least in part) on a domain-general learning mechanism, that is 

statistical learning. Generally speaking, statistical learning refers to the fact that learners are able 

to detect the different transitional probabilities within a language after being sufficiently 

exposed to it: for example, in speech, the probability of syllable B happening given syllable A will 

be higher for syllables that follow one another within a word than for those at word boundaries 

e.g., i  pretty usic , the pro a ility of ty  gi e  pre  is higher tha  that of u  gi e  ty ). 

Saffran and colleagues (Saffran, Aslin, & Newport, 1996) showed that eight-month-old infants 

were already able to extract word units from fluent speech, and more recent research has shown 

that this ability is also present in neonates (Teinonen, Fellman, Näätänen, Alku, & Huotilainen, 

2009), as well as in human adults (Cunillera et al., 2009; López-Barroso et al., 2015; McNealy, 

Mazziotta, & Dapretto, 2006; Schön & François, 2011). Then, once the novel word has been 

extracted, the proper meaning can be assigned to it.  

 

However, we constantly learn novel words first, not only in our mother tongue but also in 

second or third languages, and second, not only during infancy but also during adulthood, 

potentially extending to advanced ages. In this respect it needs to be made clear that processes 

involved in foreign word learning may differ from processes involved in novel word learning in 

the mother tongue: while in the mother tongue novel words need to be mapped onto novel 

meanings (word-to-world mapping), novel words of foreign languages are most often mapped 

onto already known referents. In fact, previous research has shown that in early learning stages, 

associations are created between novel words of foreign languages and their corresponding 

translations in the mother tongue (word-to-word mapping). By contrast, only as learners 

become more proficient, direct associations are formed between these novel words and their 

corresponding meanings (word-to-world mappings; Doughty & Long, 2003). Furthermore, 

second language learning is usually considered to be less successful than the acquisition of the 

mother tongue, and to be a challenging and effortful process for many learners (Rodríguez-

Fornells et al., 2009). However, it is difficult to explain why both lead to different proficiency 

levels. For instance, children can generate full sentences at the age of three years, while adults 

are able to learn sentences in a new language within some minutes. Such comparisons might be 

relevant and odd at the same time as the higher learning ability of adults may be the result of 

higher cog iti e a ility, ut surprisi gly this has o ly li ited positi e effects o  the adults’ a ility 

to learn foreign languages: while infants are virtually open to new sound combinations of all 
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languages, adult learners will not acquire novel languages as successfully as infants do (Kuhl, 

2004). Such controversies have led to important assumptions in the field of language acquisition 

research, as for example the suggestion that language acquisition processes do not exclusively 

rely on higher cognitive abilities such as intelligence, but also on other factors such as, for 

example, on critical periods during which specific abilities are easily taken up, or individual 

differences.  

 

1.3.1. Neural correlates of novel word learning: ERP studies 

Over the years, a great amount of scientific research has been devoted to study how 

children and adults are able to quickly learn novel words and to better understand the neural 

underpinnings of novel word learning: along with behavioral measures, that can reveal whether 

word meaning has been learned, several studies have indicated the benefits of using ERPs in 

word learning experiments to examine additional information on the temporal dynamics of 

learning (Key, Molfese, & Ratajczak, 2006; McCandliss, Posner, & Givón, 1997; Perfetti, Wlotko, 

& Hart, 2005), on word recognition (Curran, 1999; Finnigan, Humphreys, Dennis, & Geffen, 2002; 

Wilding & Rugg, 1997) as well as on meaning processing (Bentin, Mouchetant-Rostaing, Giard, 

Echallier, & Pernier, 1999; Kutas & Hillyard, 1980). In fact, fast plastic brain changes underlying 

word encoding and retrieval are reflected by changes in the amplitude and/or latency of several 

ERP components: first, one ERP component of interest reflecting meaning retrieval and 

integration processes is the N400 component. Second, a group of ERP components (frontal 

N400, FN400, and P600) that are thought to index so-called old/new effects13 and that have 

been implicated in recognition processes should be mentioned related to novel word learning. 

Please consider that a more general view on these ERP components can be found in Chapter 2.  

 

a. Meaning processing: N400 component 

The N400 component has been implicated in many tasks requiring semantic processing, 

and its amplitude reflects meaning congruence between a word and its previous context, 

                                                      
13 The classical old/new effect refers to the finding of several studies in recognition memory, in which the presentation of 

old/repeated items elicits more positive-going ERPs than the presentation of new/unrepeated items. While some basic 
information on the components reflecting the old/new effect is reported below, readers seeking more information on this effect 
may refer to the review by Michael Rugg (Rugg, 1995).  

. 
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thereby evoking a so-called N400 effect with larger amplitudes for incongruent compared to 

congruent trials (see Figure 8A). It has been implicated in both sentence context presentations 

(Kutas & Hillyard, 1980) and single word semantic priming presentations (Bentin, McCarthy, & 

Wood, 1985). Regarding novel word learning, several studies have taken advantage of the N400 

component to examine if novel words have been learned and integrated into pre-existing 

semantic networks. For example, Perfetti and colleagues (Perfetti et al., 2005) reported N400 

effects related to meaning acquisition: in this study, adult participants learned 60 novel rare 

ords through defi itio s e.g., clo der  as the ord for a collectio  or group of cats ), a d 

following word training, participants were presented with the trained words followed by 

meaning probes that were related (e.g., clowder – cats) or unrelated (clowder - evening) to the 

ords’ ea i gs. They o ser ed a ro ust N400 effect ith larger a plitudes for u related 

meaning probes than for related meaning probes, thereby indicating that participants had 

learned the meaning of words. Similarly, Mestres-Missé and colleagues (Mestres-Missé, 

Rodriguez-Fornells, & Münte, 2007) reported N400 effects for words that were learned in high 

co strai t se te ces e.g., Mario al ays forgets here he lea es the la key ), a d that ere 

tested by meaning probes related (e.g., lankey – car) or unrelated (e.g., lankey – house) in 

meaning to the learned words.  

 

Finally, N400 effects not only depict markers of novel word learning in adults, but also in 

infants: for example, Friedrich and colleagues (Friedrich, Wilhelm, Born, & Friederici, 2015) 

tested nine- to sixteen-month-old i fa ts o  the lear i g of o el ords e.g., Beker ) through 

picture-word associations. Initially, the authors showed N400 effects only to the specific word 

meanings trained, but after a consolidation break (i.e., one and a half hours of sleep) also to 

novel category exemplars. In sum, by summarizing only few results of the numerous experiments 

that have been conducted in infants and adults, the N400 seems to reliably index that meaning 

has been attached to the novel words.  

 

Importantly, the N400 is not only elicited once novel words have been learned, but it is 

also one of the most eligible components to follow the learning dynamics during meaning 

acquisition: in fact, when meaningless items acquire meaning, the amplitude of the N400 

increases. Considering the same study as already mentioned above (Perfetti et al., 2005), the 

authors were able to show N400 enhancements after only 45 minutes of learning the meaning 

of the novel words. Importantly, this increase was larger for skilled compared to less skilled 
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comprehenders, thereby pointing to a relationship between N400 amplitude and higher word 

learning abilities. Similarly, McLaughlin and colleagues (McLaughlin, Osterhout, & Kim, 2004) 

evidenced increased N400 in native English speakers after 14 hours of learning the meaning of 

novel French words. Interestingly (and possibly contrary to what one would imagine), recent 

studies have also evidenced, that the learning of novel words can be very fast: for example, 

Friedrich and Friederici (Friedrich & Friederici, 2008) explored the brain activity related to novel 

word learning through picture-word mappings in fourteen-month-old infants, and revealed 

N400 increases after only four presentations, thereby suggesting the very fast formation of 

associative memory structures.  

 

 
 

Figure 8. (A) The N400 component is larger to incongruent compared to congruent trials. (Adapted from 

Kutas & Federmeier, 2011) (B) The N400 effect shows a right parietal scalp distribution in the real-word 

condition, and a fronto-central maximum in the novel-word condition. (Adapted from Mestres-Missé et al., 

2007) 

 

Similar results were obtained with adult participants: in a study by Mestres-Missé and 

colleagues (Mestres-Missé et al., 2007) adult participants learned the meaning of novel words 

after only 3 presentations. Moreover, it has also been suggested that if a novel word is presented 

in a strongly constrained and meaningful context, even a single exposure can be sufficient to 

build up initial word representations (Batterink & Neville, 2011; Borovsky, Elman, & Kutas, 2012; 

Borovsky, Kutas, & Elman, 2010). Importantly, although these studies evidence that novel words 

have been acquired from context after only a single exposure, the question of whether 

participants have learned the meaning of these novel words remains debated: for example, in 

Borovsky et al. 0 0) adult participa ts lear ed the ord arf  y readi g the se te ce He 

tried to put the pieces of the roke  plate ack together ith MARF . “u se ue tly, participa ts 

ere tested o  plausi le e.g., he eeded the MARF ) or i plausi le se te ces e.g., she dro e 

the MARF ), a d ere asked hether the o el ord as used appropriately i  the se te ce or 
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not. As illustrated by this example, participants may have responded correctly to these sentences 

without necessarily knowing but simply guessing the meaning of the novel word (in this case 

glue  as the ea i g for arf ). Thus, concluding whether novel words can be learned 

through fast mapping, and whether the N400 increase observed in the Borovsky et al. (2010) 

study is related to meaning acquisition or not, is a difficult issue that still needs to be solved. In 

fact, although the initial building up of word representations may be very fast, several studies 

have pointed to the importance of an incubation-like period and/or further exposures for 

consolidation and integration of novel words into existing lexical networks (Bakker, Takashima, 

van Hell, Janzen, & McQueen, 2015; Dumay & Gaskell, 2007; Tamminen, Lambon Ralph, & Lewis, 

2013).  

 

In sum, the N400 can be taken as a reliable index of word learning in infants and in adults, 

reflecting the formation of semantic representations (at least in combination with behavioral 

responses). Importantly, it needs to be noted that, compared to the typical N400 component 

that is elicited by known words and that is typically larger over centro-parietal scalp sites with a 

slightly right-hemispheric predominance (Kutas, Van Petten, & Besson, 1988; Figure 8B "real 

words"), this fast increase in N400 amplitude reflecting meaning acquisition is typically largest 

over fronto-central brain regions (Borovsky et al., 2010; Mestres-Missé et al., 2007; Figure 8B 

"novel words"). In fact, this frontal N400 distribution is also interesting for the following two 

reasons: first, previous results have evidenced that prefrontal and temporal brain regions are 

associated with the maintenance of novel information in working or short-term memory and the 

formation of new associations (Hagoort, 2014) and/or with the initial building-up of word 

representations in episodic memory (Rodríguez-Fornells et al., 2009; Wagner et al., 1998). 

Second, it may relate to the FN400 of the old/new effect, which I will detail in the following. 

 

b. Familiarity and recollection: FN400 and P600 components 

The old/new effect includes two topographically distinct ERP components that have been 

implicated as markers of familiarity and recognition (Rugg & Curran, 2007): the FN400 and the 

P600. Generally speaking both components show more positive amplitudes to trained (i.e., old) 

words than to untrained (i.e., new) words. The FN400 has been hypothesized to index familiarity, 

not only at an orthographic level, but also at a semantic level, as reflected by old/new effects 

elicited for new items that share semantic features with the old studied items. Moreover, 
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Finnigan and colleagues (Finnigan et al., 2002) observed that the FN400 old/new effect is also 

modulated by repetition and memory strength. In this study, words were presented once (weak 

condition) or three times (strong condition) during the study phase. ERPs evoked by words in 

the strong condition elicited a greater reduction in FN400 amplitude (i.e., greater positivity) than 

words in the weak condition. Thus, in novel word learning experiments, the FN400 may index 

the dissociation between unfamiliar (new) items and familiar (old) items, and the dissociation in 

memory strength as a consequence of repetitio . I porta tly, although I do ’t k o  a y study 

simultaneously investigating the frontally-distributed N400 elicited during word meaning 

acquisition mentioned above, and the FN400 related to old/new effects, I may speculate on their 

relationship: in fact, it is conceivable that the frontal N400 first increases (i.e., gains negativity) 

when a novel word acquires meaning, and that then the same component decreases again (i.e., 

gains positivity, typically called FN400) once the word has been learned, based on repetition 

effects and memory strength. In the following (i.e., in the result and discussion sections), I will 

refer to this co po e t as fro tal N400 , ithout ai i g at resol i g the uestio  hether 

these two N400s refer to independent components or not. Finally, in this vein it is also interesting 

to mention a recent study by François and colleagues (François, Cunillera, Garcia, Laine, & 

Rodriguez-Fornells, 2017): in this study, adult participants were asked to perform a speech 

segmentation and a word-to-picture association task. Results showed the appearance of an early 

FN400 (around 200 ms) as well as a more delayed FN400 (around 400 ms). The authors 

concluded that the frontally-distributed N400 not only reflects the building-up of novel word 

meaning, but also processes involved in speech segmentation, leading them to suggest that 

speech segmentation and meaning acquisition may take place in parallel and act in synergy to 

enhance novel word learning. Thus, although it is an open issue if the frontal N400 and/or FN400 

should e co sidered as a specific  arker of o el ord ac uisitio , there is o dou t that this 

frontally-distributed negativity depicts a component that can reveal interesting information 

related to speech processing.  

 

The second component related to old/new effects, the P600, also shows greater positive 

amplitudes for old items than for new items (Curran, 1999; Rugg & Curran, 2007), and has been 

suggested to be modulated by recollection processes: for example, Rugg and Curran (Rugg & 

Curran, 2007) reported that P600 amplitudes index the recognition of recollected words that 

have been recently learned, rather than a familiarity-driven recognition process that may be also 

modulated by the presence of semantic knowledge. Furthermore, the P600 old/new effect has 
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also been directly observed in word learning studies. Perfetti et al. (2005) exposed learners to 

the form and meaning of rare unknown words, and reported a P600 after word presentation 

that separated learned words from untrained and familiar words. Similarly, Balass and colleagues 

(Balass, Nelson, & Perfetti, 2010) exposed learners to unknown words and replicated the P600 

old/new effects by showing a difference between trained (old) words and untrained (new) 

words. Moreover, the authors also found that the depth of learning affected the subsequent 

recog itio  of the trai ed ords as reflected y P600 a plitude: i  fact, the deeper  trai i g 

condition in which participants learned the spelling of the word as well as its meaning elicited 

significantly larger P600 components compared to the conditions in which they only heard the 

word and saw its spelling or in which they heard the word and learned its meaning. In sum, P600 

effects during word learning have been related to the activation of meaning-related information 

during learning, and the P600 may depict a potential component of interest for investigating 

neural correlates of novel word learning. However, the P600 has also been suggested to be 

especially relevant for examining the effects of high versus low constraint contexts (i.e., the 

quantity of meaning that can be attributed to a novel word; Mestres-Missé et al., 2007; Nessler, 

Mecklinger, & Penney, 2001). Since my experimental designs rely on novel word learning 

through picture-word associations rather than from context, and since the P600 has been also 

related to a number of other processes not directly related to novel word learning (see Chapter 

2), I may point out already here that analyses of P600 modulations were not of main interest for 

this thesis.    

 

1.3.2. The dual stream model of language processing  

      & brain areas of novel word learning 

Our understanding of the functional anatomy of language has advanced enormously since 

the first studies of Broca and Wernicke almost 150 years ago (Broca, 1863; Wernicke, 1881). In 

recent years, the dual-stream model of language processing is the predominant view regarding 

the cortical organization of language. From a functional point of view, this model describes a 

left-lateralized dorsal stream, responsible of mapping acoustic speech signals to their 

articulatory-based representations (i.e., sound-to-articulation mapping or auditory-motor 

integration), and a bilateral ventral stream controlling the mapping of sounds to its 

corresponding meaning (sound-to-meaning mapping). Anatomically, the dorsal stream involves 
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the parieto-temporal boundary and posterior frontal regions, including the inferior frontal gyrus 

IFG), Broca’s area a d pre otor regio s. The e tral strea  e co passes the iddle a d 

superior portions of the temporal lobe, as well as the inferior temporal cortex and the anterior 

temporal pole (see Figure 9).  

 

Several authors have proposed detailed information and interpretations of this dual-

stream model (Hickok & Poeppel, 2000, 2004, 2007; Rauschecker & Scott, 2009; Rodríguez-

Fornells et al., 2009; Saur et al., 2008), and describing them here is beyond the scope of this 

thesis. However, a short overview of these models is included in our recent written book chapter 

and interested readers may refer to it for a broader view on the dual-stream model (Elmer et al., 

in press).  
 

 

 

 

Figure 9. Dual stream model of speech processing. (Adapted from Friederici, 2011) 

 

What should be mentioned here is that, although the dual-stream model has been very 

successful and there is clear evidence to support its existence, it may not tell the whole story 

about the neural correlates of language processing. Language involves an incredible amount of 

mechanisms, each of them sub-serving very different processes (e.g., semantics, syntax, 

phonology, etc.) and these processes ay tap areas outside this classical la guage et ork  

(Fitch, 2010; Kraus & White-Schwoch, 2015; Lieberman, 2016). In fact, a recent review on studies 

of speech perception, spoken language and reading (Price, 2012) showed that there is a variety 
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of cortical regions that respond to language. Moreover, a recent study by Huth and colleagues 

(Huth, de Heer, Griffiths, Theunissen, & Gallant, 2016) is revealing in this regard: in this study 

the authors collected fMRI data while participants listened to narrative stories, and, by using 

voxel-wise modeling14, were able to create a semantic brain atlas15 (Figure 10). Interestingly, this 

map evidences extensive cortical areas within temporal, parietal and prefrontal cortices in both 

hemispheres, making it hard to believe that semantic processing relies on brain areas that are 

language-specific and that are exclusively located along the two processing streams.  

 

 
 

Figure 10. 3D semantic atlas using voxel-based mapping and RGB coloring, a method to encode tri-variate 

imaging data, where each parameter map is assigned to one of the basic display colors red, green, blue. 

(Adapted from Huth et al., 2016) 

 

Independently of whether the dual-stream model is realistic or not, both processing 

streams are involved in novel word learning. Besides supporting auditory-motor integration, 

recent results suggest a role for the arcuate fasciculus (one of the white fiber bundles of the 

dorsal stream) in verbal recall (Catani et al., 2007), the acquisition of literacy (Thiebaut de 

Schotten, Cohen, Amemiya, Braga, & Dehaene, 2014), and also novel word learning in adults 

(López-Barroso et al., 2013) as well as in infants (François et al., 2016). Moreover, the anterior 

part of the IFG has been associated with semantic control (Bokde, Tagamets, Friedman, & 

                                                      
14 Voxel-wise modeling refers to the approach of fitting linearized models, embodying different feature spaces, to every 

cortical voxel within a scanning window. It is typically estimated and validated independently for each subject, and has been 
shown to represent a highly effective approach for modelling responses to complex natural stimuli, while at the same time, 
minimizing both Type I and Type II errors (Huth, Nishimoto, Vu, & Gallant, 2012; Naselaris, Prenger, Kay, Oliver, & Gallant, 2009) 

 

15 The semantic brain atlas describes the distribution of semantically selective functional areas in the human cerebral cortex. 
It is based on the Bayesian algorithm PrAGMATiC. This algorithm represents patterns of functional tuning (recovered by voxel-
wise modelling) as a dense map of functionally homogeneous brain areas, while respecting individual differences in anatomical 
and functional anatomy (Huth, de Heer, Griffiths, Theunissen, & Gallant, 2016). 
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Horwitz, 2001; Mestres-Missé, Càmara, Rodriguez-Fornells, Rotte, & Münte, 2008; Wagner, 

Paré-Blagoev, Clark, & Poldrack, 2001), and activity in the inferior parietal lobe has been 

observed during the learning (Breitenstein et al., 2005) or during the retrieval of previously 

learned novel words (Cornelissen et al., 2004; Hultén, Laaksonen, Vihla, Laine, & Salmelin, 2010).  

 

Regarding brain areas along the ventral stream, it has been suggested that they have an 

important role in the emergence of novel conceptual structures (Rodríguez-Fornells et al., 2009; 

Saur et al., 2008). Furthermore, the middle temporal gyrus has been related to the storage of 

long-term conceptual knowledge (Martin & Chao, 2001), to lexical-semantic processes 

(Baumgaertner, Weiller, & Büchel, 2002; Ferstl & von Cramon, 2001; Indefrey & Levelt, 2004) 

and word recognition (Binder et al., 1997; Friederici, 2012; Hickok & Poeppel, 2007; Saur et al., 

2008), as well as the activation of visual forms and word meanings (Hagoort et al., 1999; Howard 

et al., 1992). Finally, also the anterior temporal lobes seem to be associated with semantic 

representations (DeWitt & Rauschecker, 2012; Friederici, 2012; for a review, see Patterson, 

Nestor, & Rogers, 2007). White matter connections along the ventral stream and their 

relationship to language processing are still a matter of debate, but accumulating evidence has 

related them to different aspects of lexical and semantic processing (Agosta et al., 2010; Catani 

& Mesulam, 2008; Friederici, 2015; Harvey, Wei, Ellmore, Hamilton, & Schnur, 2013).  

 

Recent theories have also suggested that the hippocampus and the subcortical medial 

temporal lobe (MTL) possibly play a critical role in the process of word learning (Davis & Gaskell, 

2009; Mestres-Missé et al., 2008; Rodríguez-Fornells et al., 2009; Takashima, Bakker, van Hell, 

Janzen, & McQueen, 2017; Ullman, 2001): for example, the parahippocampal gyrus has been 

linked to comprehension and production of meaningful speech (Awad, Warren, Scott, 

Turkheimer, & Wise, 2007) and to listening to and reading of meaningful text (Lindenberg & 

Scheef, 2007). Moreover, Ullman (2001) suggested that novel word learning is subserved by the 

hippocampus and the MTL, with anterior inferior frontal regions mediating the retrieval of 

declarative memories (i.e., words and meanings). Davis and Gaskell (2009) suggested that word 

learning occurs in two differentiated stages: first, isolated representations of novel words trigger 

a rapid initial acquisition process which is sustained by MTL structures. Second, stable cortical 

representations are achieved by offline consolidation processes (Davis & Gaskell, 2009).  
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In this vein, a recent study by Takashima and colleagues (Takashima et al., 2017), testing 

whether the neural representations of novel words change as a function of consolidation, is 

revealing: by observing brain activation patterns directly after learning and after a one-week-

delay, the authors were able to show that both episodic (hippocampus-dependent) and 

semantic (dependent on distributed neocortical areas) memory systems were recruited during 

recognition of the novel words. Specifically, while the hippocampal episodic memory network 

was more strongly involved on the first day, neocortical activation increased (especially in the 

left IFG) with lexical integration after the one-week-delay. Interestingly, the authors also 

compared words that were learned with meanings (meaningful words) and without meanings 

(form-only words), and evidenced that the extent to which the two systems were involved not 

only changed as a function of time but also as a function of the amount of associated 

information: in fact, meaningful words elicited larger hippocampal activation, neocortical 

activation as well as inter-cortical functional connectivity compared to form-only words after the 

one-week-delay. These results suggest, that meaningful words are possibly remembered better 

than form-only words maybe because their retrieval can benefit more from these two 

complementary memory systems.  

 

Finally, Rodriguez-Fornells et al. (2009) suggested the existence of three learning interfaces 

that work together during novel word learning: first, an audio-premotor interface (part of the 

dorsal pathway) fundamental for initial learning of new phonological word forms. Second, a 

meaning integration interface (part of the ventral pathway) involved in inferring meaning using 

both internal and external cues. Third, an episodic-lexical interface responsible for fast-mapping 

new words onto specific MTL dependent contexts and for controlling the long-term 

consolidation of the newly learned words (Rodríguez-Fornells et al., 2009). Importantly, the 

authors also suggested that the interaction of these three systems can be modulated by other 

areas (e.g., prefrontal cortex, basal ganglia) that govern other high level cognitive functions. 

Considering the above-reported studies and the numerous brain areas that seem to be involved 

in speech processing and novel word learning, brings support to the view that language is not 

processed independently from other cognitive functions. Future studies will (hopefully) shed 

more light on this issue that seems to be not only a hot but also a complex topic.  
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1. 4. Novel word learning and music training: aims and hypotheses  
 

Based on the background that word acquisition is influenced by higher (and possibly 

domain-general) cognitive abilities and individual differences, it is time for music training to 

come into play. As suggested above, musicians constitute a wonderful model to study language 

processing based on the multidimensional nature of music training that boosts perceptive, 

cognitive and motor functions. Moreover, above I also described evidence that training-related 

advantages are not limited to the domain of music but also transfer to the domain of speech. 

However, whether such transfer effects extend to the semantic processing of speech, and to 

novel word learning, has not been investigated before. This idea rests upon the fact, that novel 

word learning (as music training) is a multidimensional task with strong parallels between novel 

word learning and music training regarding the recruitment of perceptive and higher-order 

cognitive abilities. Let us imagine, how a learner typically proceeds when it comes to learn novel 

words: the learner has to focus attention on the acoustic stream to discriminate spectral and 

temporal phonetic contrasts, to build new phonological representations, to associate these 

representations with their corresponding lexical meaning and to store these novel associations 

by recruiting working, short-term, episodic, and semantic memory processes. Thus, if music 

training translates into improved auditory perception and attention together with enhanced 

working and verbal memory, it should be easier for musically-trained children as well as for adult 

musicians to learn novel words. This general hypothesis is at the heart of my thesis and details 

are described below.  

 

Before going into more details, it is important to point out that the word learning designs 

used in this thesis should be considered related to foreign language learning, rather than in 

relation with research on the acquisition of novel words in the mother tongue for the following 

three reasons: first, transfer effects from music training to speech are at the heart of my thesis, 

but it was not possible to test infants (i.e., the probably most adequate population when trying 

to understand first language acquisition but who cannot be trained with music). Here, I focused 

on novel word learning across the lifespan starting at the age of 8 years, thereby allowing a 

minimum of 3-4 years of regular music training for the youngest children, and until 65 years.  

 

Second, the novel words used in my experimental designs are natural words from Thai and 

Finnish, including non-native phonology for French speakers. Thus, these designs are ecologically 

valid considering foreign language learning.  
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Third, in the experimental designs, participants learned novel words through picture-word 

associations. While such a procedure has been frequently used in children (Friedrich & Friederici, 

2008; Friedrich et al., 2015; Torkildsen et al., 2009) and adults (Breitenstein et al., 2005; Dobel 

et al., 2010; Dobel, Lagemann, & Zwitserlood, 2009), infants learn most vocabulary implicitly 

from context, without any explanation (see for example Batterink & Neville, 2011; Borovsky et 

al., 2012, 2010 for the use of similar procedures in adults). Note, that word learning from context 

differs notably from associative learning: it strongly depends on how constraining a given 

sentence or definition is, resulting in more incidental vocabulary learning. Moreover, when 

learned from context, the acquisition of word meaning may be more incremental and may need 

several exposures to capture the correct meaning. Previous studies conducted with children and 

with adults have demonstrated that the knowledge gained about a previously unknown word 

after a few contextual exposures is rarely complete (i.e., decontextualized), but rather partial 

(Daneman & Green, 1986; Nagy, Herman, & Anderson, 1985; Schwanenflugel, Stahl, & McFalls, 

1997; Swanborn & de Glopper, 2002). By contrast, novel words presented with a picture 

depicting its meaning can be explicitly encoded right from the first exposure, and such direct 

memorizing of vocabulary is frequently applied in foreign language learning classes. In this 

context, it should be underlined that most people are faced with the challenge of learning at 

least one foreign language. Understanding the mechanisms of foreign novel word learning at the 

brain level, not only during childhood but also during adulthood, is without any doubt of great 

importance for improving foreign language teaching and learning. 

 

With this purpose in mind, children with and without music training, as well as professional 

musicians and non- usicia  you g adults ere tested o  a first series of tasks APP“EN“ ) 

including a phonological categorization task, a word learning phase as well as a test phase. 

Behavioral measures and ERPs during phonological categorization, novel word learning and 

novel word retrieval, as well as functional connectivity during word learning and retrieval were 

i estigated. “u se ue tly a seco d series of tasks MUMEMO ) as desig ed to etter 

understand results from the first series of experiments. Again, behavioral and 

electrophysiological data were analyzed. In the following I will give a quick overview of what is 

described in detail in Chapters 3 to 6: 
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First, music training and non-native phoneme perception (Chapter 3): 

I asked the question whether professional musicians would process non-native phonemes more 

efficiently than non-musician adults. This is an important issue: phoneme perception and the 

development of phoneme categories is one of the building blocks for higher level speech 

processing such as novel word learning. Non-native phonemes and contrasts (i.e., the difference 

between two phonemes) may be very challenging to learn. Therefore, showing that music 

training facilitates their perception has strong implications for foreign language learning.  

 

Second, music training and novel word learning across the lifespan (Chapter 4): 

Children, as well as younger and older adults, continually confront a changing world and need to 

adapt by acquiring new skills and information, as for example novel words. While understanding 

the neural underpinnings of word learning in infants and young adults is a hot topic, not much is 

known about these learning mechanisms in school-aged children and how they change with age 

in older adults. By using a very similar experimental design in all three populations, not only could 

I investigate differences between musically trained and control participants for each age group, 

but I was also able to compare processes involved in novel word learning from childhood to late 

adulthood. Such an approach is also interesting in regard to transfer effects from music to 

semantic processing that have not yet been investigated in these populations. 

 

Third, functional connectivity during novel word learning (Chapter 5): 

In this chapter the focus shifts from ERPs to functional connectivity in the dorsal and ventral 

streams during novel word learning in young adults, and how connectivity patterns differ 

between professional musicians and non-musicians.  

 

Fourth, music training, novel word learning and memory (Chapter 6): 

The second novel word learning design is introduced with the aim of better understanding the 

origin of the usicia s’ ad a tage duri g o el ord lear i g by reducing the weight of 

perceptive functions during semantic integration. In addition, we asked whether musicians 

would remember the newly learned words better than non-musicians. While we typically 

describe the acquisition of novel words as a learning process, it is clear that it is also a memory 

process (i.e., remembering words is as important as learning them; Wojcik, 2013). In this vein, 

several studies have evidenced that a brain structure central to memory processes, the 

hippocampus, plays a crucial role in learning new words during adulthood (Davis & Gaskell, 2009; 

Mestres-Missé et al., 2008; Rodríguez-Fornells et al., 2009; Takashima et al., 2017). Based on the 
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extending literature evidencing increased working- and short-term memory functions in 

professional musicians (George & Coch, 2011; Ho, Cheung, & Chan, 2003), and based on the fact 

that typical word learning studies do not investigate memory (compare Wojcik, 2013), I tried to 

close this gap by taking advantage of professional musicians to better understand how cognitive 

functions such as memory relate to novel word learning, and how they contribute to the 

musicia s’ ad a tage to lear  and remember novel words demonstrated in previous studies 

presented in Chapter 4.   

 

Finally, the findings are summarized and discussed in Chapter 7, and future directions are 

suggested for investigating transfer effects from music training to semantic processing.  

 

To conclude: in this thesis I chose to study novel word learning from the perspective of 

transfer effects from music training. I would like to make clear that at no point in this document 

will I claim that music training is the only or most efficient way to improve foreign language 

learning. I will instead provide, hopefully, compelling evidence suggesting that musicians are a 

wonderful model to better understand the fascinating puzzle of mechanisms underlying 

language learning in a wide sense, and that the hours of music training at school in early years 

may be worth to be extended rather than to be reduced.  
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Chapter 2 

METHODOLOGICAL BACKGROUND 

  



54 
 

  



55 
 

2. 1. Electroencephalogram 

2.1.1. History 

The electroencephalogram (EEG) is one of the oldest methods of brain imaging. The first 

work using this method go back to 1790, when Luigi Galvani studied the relationship between 

electricity and the nervous system in the frog. By conducting an experiment allowing to observe 

uscular co tractio s of the frog’s leg after the electrical sti ulatio  of the uscle’s er e, he 

e ide ced a phe o e o  that he called a i al electricity . This as the first de o stratio  of 

neural conduction. In 1875, Caton reported the first observations of brain electrical activity from 

electrodes placed on the exposed brain in rabbits and monkeys. Half a century later, in 1928, 

Berger, a German neurologist, considered as the pioneer of human electrophysiology, placed 

electrodes on the scalp of a trepanned patient and observed rhythmic fluctuations of electrical 

activity in the human brain: Berger noted that the alpha rhythm (between 8 and 12 Hz) 

disappeared when the participant opened his eyes and payed attention to the context. Finally, 

in 1951 Dawson developed a method for summing up and averaging the EEG signal, based on 

stimulation onset, thereby allowing to isolate variations of electrical potential directly related to 

stimulus presentation: the Event-Related Potentials (ERPs).  

  

2.1.2. Physical principals 

The adult brain is composed of around 100 milliards of neurons, and single neurons are 

connected through their dendrites (information transport to the cell body) and axons 

(information transport from the cell body). These connections build up a huge network: for 

succeeding in different tasks, thousands of neurons need to be wired together and function at 

the same time. Along the axons, electrical activity allows communication between different 

neurons, and this activity can be measured with the EEG method. To do so, electrodes are placed 

on the surface of the scalp of participants that allow measuring small electrical fluctuations that 

mainly originate from the activity of pyramidal cells of the cortex. Pyramidal cells are multipolar 

neurons and show dendrites that are organized in parallel macro-columns perpendicular to the 

cortical surface. If a pyramidal neuron receives an afferent stimulation, the ionic channels on the 

surface of the cellular membrane open and allow the moving of electrically charged particles at 

the intracellular level (primary current) and at the extracellular level (volume current). However, 
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only the synchronization and the sum of the activity of several thousands or millions of pyramidal 

neurons can generate a global volume current that can be captured at the surface of the scalp.   

 

2.1.3. Material and Registering  

Data presented in this thesis were registered with Biosemi amplifiers. Biosemi is a 

recording system that uses electrodes with pre-amplificators allowing the direct amplification of 

the electrical signal directly at the place of recording, thereby improving the signal-to-noise ratio 

(SNR).  

 
 

 
 

Figure 11. Electrode positions according to the international standard system 10/20 (Jasper, 1958). 

Electrodes in red circles correspond to the 32 electrode positions on the electrocap used for the studies 

of this thesis. 

 

In all the experiments, EEG was registered continuously from 32 electrodes that were 

placed according to the international standard system 10/20 (Jasper, 1958). This system defines 

the specific spatial position of each electrode based on two anatomic reference points of the 

scalp: the nasion that is located between the two eyes, and the inion that corresponds to the 

most prominent projecting point of the occipital bone at the base of the skull. Based on these 

t o a ato ic refere ces, the electrodes’ positio s alo g the edia  a d tra s erse pla es are 

calculated respecting 10 % or 20 % intervals between the electrodes (see Figure 11). The 

electrodes’ a es are defined by the cerebral regions [frontal (F), central (C), temporal (T), 

parietal (P) or occipital (O)] and their laterality (odd numbers for the left hemisphere and even 

numbers for the right hemisphere).  

 

Differences of potentials are measured between two electrodes, an active electrode and a 

reference electrode. In the Biosemi electrocap, the by-default refere ce electrode is Co o  
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Mode “e se  CM“) that is placed ext to Cz. Ho e er, due to its ce tral positio , this electrode 

cannot be used as the reference for analyzing the data. The reference needs to be placed at a 

position that is not too sensitive to the sources that generate the brain activity. Several positions 

have been discussed in the literature, and the position of the reference is an important choice 

related to the components of interest. Three solutions are typically used in research today: first, 

the average activity across all the electrodes, second, an electrode on the tip of the nose, and 

third, two electrodes on the left and right mastoids (behind the ears). This last solution is the 

one that I used for my experiments and all data were re-referenced offline to the average activity 

of the left and right mastoids in order to avoid lateralization biases towards the left or right 

hemisphere.        

 

2.1.4. Data pre-processing: Filtering and Artefact rejection 

Although the registered EEG signal is amplified, its amplitude is very small [of the order of 

microvolts (µV)], and the SNR is weak. For improving this ratio, three main solutions are possible: 

first, working in an environment that is not influenced by electrical activity from the ambient, 

like for example a Faraday cage. Second, recording EEG with pre-amplified electrodes. And the 

third one is related to signal processing methods, in particular filtering and artefact rejection 

that (to a certain degree) eliminate noise from the data.  

 

Filtering is used for frequency bands in which the noise is highest, that is high frequencies 

related to muscular movements and frequencies overlapping with ambient currents (50 or 60 

Hz). Low frequency filtering is also applied, but this needs to be done with caution since it can 

change the characteristics of certain ERP components. For the experiments that I conducted 

during my thesis, I used a filter between 0.1 and 30 Hz.  

 

Artefacts are non-permanent disturbances in the EEG signal, with larger amplitudes than 

the average noise. They can be of electrical or physiological origin (eye movements, cardiac and 

muscular activity) and eliminating these artefacts is very important. Considering eye blinks and 

horizontal eye movements: the eye-ball acts as a dipole and whenever the eye is moving, electric 

field fluctuations are generated that interfere with the EEG recording. Although participants are 

typically asked to control their eye movements by, for example, fixing a point on the screen, 

blinks and eye movements are nevertheless often present in the recordings. Therefore, 
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recording periods (trials) that include artefacts need to be eliminated before further data 

processing, typically by defining an amplitude threshold (in µV): if the value of the signal exceeds 

the threshold (e.g., +/- 75 µV), the trial is rejected. In case the number of artefacts is too high 

(more than 15 % of all trials), one may consider not to include this dataset into further analyses. 

Eye movements can also be corrected by applying mathematical algorithms, or by the 

substraction of an estimated value of the disturbing phenomenon adjusted to the signal by linear 

regression (Gratton, Coles, & Donchin, 1983). A other ethod, called I depe de t Co po e t 

A alyses  ICA; Hyvärinen & Oja, 2000), can be applied that decomposes the EEG signal into 

independent components (elementary vectors) ordered as a function of their frequency of 

appearance in the recorded signal. Therefore, by identifying the components that show the 

typical shape of an eye blink and that are distributed correspondingly on the topographic 

distribution maps (i.e., frontally), the components related to eye movements can be eliminated 

and the signal is recomputed based on the remaining sources. This type of correction for eye 

movements is very satisfying for keeping a maximum number of trials per condition (without 

rejection of trials) or for experiments in which controlling eye movements is problematic (e.g., 

with children or patients). However, since components that correspond to eye movements, and 

that are eliminated, possibly also include physiological data, the ICA algorithm introduces certain 

changes in the signal that may need to be considered.   

 

2.1.5. Event-Related Potentials (ERPs) 
 

a. How are ERPs generated?  

After the pre-processing steps described above, trials are summed up and averaged to 

obtain the ERP and to reduce the SNR. As mentioned above, this method has been established 

by Dawson based on mathematical and physical concepts of signal modeling and noise, that is 

of stable or of stochastic phenomena. For stable phenomena, the brain electrical activity 

generated by perceptive and cognitive processes in response to a stimulus is supposed to be 

relatively similar each time the same stimulus is repeated. Thus, the signal is stable throughout 

time if the EEG is synchronized to stimulus onset. By contrast, stochastic phenomena activity is 

typically not synchronized to stimulus onset. Therefore, stable variations of the electrical activity 

related to stimulus presentation will emerge from the EEG, compared to random variations 

related to noise that will be eliminated (see Figure 12). Importantly, the number of trials required 
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to produce a relatively noise-free ERP is highly variable and depends on the size of the ERP 

component of interest (i.e., SNR): while for large ERP components (e.g., N400, P300) in general 

a minimum of about 20-30 trials is necessary to obtain a good SNR, this number can increase to 

several hundreds or thousands of trials for smaller components (e.g., brainstem responses, P50). 

 

 

 

 

 

 

 

 

 

 

Figure 12.  

Event-Related Potential (ERP; 

red trace) in response to the 

presentation of an auditory 

stimulus. Several trials need to 

be averaged to obtain a 

sufficient signal-to-noise ratio 

allowing to see the ERP.  

  

 

b. ERP components  

ERPs allow to track the brain electrical activity with a temporal precision that depends upon 

the sampling rate [generally of the order of milliseconds (ms)]. Several ERP components are 

characterized by their polarity, latency, topographic distribution and functional significance. 

Since it is of main interest for my work, I will focus on previous literature related to ERP 

components in the auditory modality.    

 

b.1. Short-latency responses 

The earliest responses, within the first 10 ms after stimulus presentation, arise from 

brainstem structures and are called Auditory Brainstem Responses [ABRs; also called Brainstem 

Auditory Evoked Responses (BAERs) or Brainstem Auditory Evoked Potentials (BAEPs)]. ABRs are 

characterized by very small amplitudes (of approximately one µV), due to which 500 or more 
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repetitions of the auditory stimulus are required in order to average out the random background 

electrical activity. In humans, Jewett and colleagues (Jewett, Romano, & Williston, 1970) were 

the first to describe ABRs with latencies as short as 1 - 4 ms, evoked by sounds and detected at 

the vertex. One year later, by using a linearized analogue averager and a slow repetition rate, 

Jewett and Williston (Jewett & Williston, 1971) were able to demonstrate that ABRs first, can be 

recorded from the vertex in response to auditory clicks  as a series of 7 positi e a es la elled 

I through VII) and second, are very consistent from run to run in the same as well as across 

participants. Importantly, since this study showed the possibility to investigate the functional 

integrity of subcortical streams of the auditory system in a non-invasive (i.e., electrodes at the 

surface of the scalp) and objective way (i.e., without the active involvement of the participants), 

this method gained a critical role for diagnosis and in clinical research.  

 

Following the initial works of Jewett and colleagues (Jewett et al., 1970; Jewett & Williston, 

1971) there has been a large number of studies on ABRs, also focusing on more complex sounds 

than clicks: tone-bursts (hybrids between a click and a pure sound), pure sounds, verbal sounds 

(such as consonants, vowels, syllables or words), musical sounds (notes or short melodies), and 

even environmental sounds (Krishnan, 2002; Musacchia et al., 2007; Strait, Kraus, Skoe, & 

Ashley, 2009). Responses to these more complex sounds arise from the inferior colliculus and 

are called complex ABRs (cABRs). Interestingly, cABRs resemble the complex stimulus structure 

that evokes it in showing a precise timing relation of its peaks to the evoking stimulus. Numerous 

studies on cABRs have enriched our knowledge of temporal and spectral encoding of sounds at 

the level of the brainstem, but since reviewing this literature is beyond the scope of my thesis, I 

would refer interested readers to, for example, Kraus (2011).   

 

b.2. Mid-latency responses 

A second group of responses, from 10 - 50 ms post-stimulus onset, are known as the 

middle-latency responses [MLRs; also called middle latency auditory evoked potential (MLAEP)], 

and are thought to arise from the medial geniculate nucleus of the thalamus and from the 

primary auditory cortex. The MLR has been described for the first time by Goldstein and Rodman 

(Goldstein & Rodman, 1967) and is made up of a set of positive ("P") and negative ("N") waves: 

the first negative wave is called Na, followed by the positive wave Pa and by the Nb, Pb and, 

sometimes, Nc and Pc waves. However, analyses typically focus on Na–Pa peak-to-peak 
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amplitude since it is the most robust one. MLRs are influenced by maturity-related factors, by 

gender (with higher latencies for males and higher amplitudes for females), as well as by sleep 

(Hall, 1992). Thus, although MLRs are a promising methodology for the identification of 

alterations in the central auditory nervous system and its morphology is clinically important, the 

large variability in latency and amplitude values among subjects makes it difficult to establish 

values of normality. 

 

b.3. Long-latency responses 

The longer-latency components (>50 ms post-stimulus) are also called cortical evoked 

potentials or Event-Related Potentials (ERPs) that represent cortical processing stages, and 

consist of a series of positive and negative voltage deflections. Their polarity is referred to by a 

letter (N for negative-going and P for positive-going components), followed by a number that 

i dicates either the co po e t’s late cy i  s) or ordi al position in the waveform (Figure 13). 

 

 

 

 

 

 

 

 

Figure 13.  

Long-latency responses of Event-Related Potentials 

 

b.3.1. P50-N100-P200 

The P50 component is a positive-going waveform peaking approximately 50 ms after 

stimulus presentation. Typically, the P50 is used to measure sensory gating or the reduced 

europhysiological respo se to repeated sti uli, as tested i  the paired click  paradig  

(Freedman, Adler, Waldo, Pachtman, & Franks, 1983): one auditory click is presented, followed 

by a second click approximately 500 ms after the first one. Since the second click is redundant, 

it will result in decreased P50 amplitude (typically for around 80 %) compared to the first one. 

 

The N100 component is a negative-going waveform with maximum amplitudes around 100 

ms after stimulus onset over fronto-central brain regions (Näätänen & Picton, 1987). N100 

amplitude is sensitive to different acoustic parameters, as well as stimulus rise time, intensity 
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and frequency: typically, the N100 is larger to sounds with short onset times (such as piano 

sounds or consonants with short onset times such as p  or k ) compared to sounds with long 

onset times (such as violin sounds or vowels; Loveless & Brunia, 1990). Similarly, the higher the 

intensity of a sound, the larger the N100 (Picton, Goodman, & Bryce, 1970). Importantly, N100 

amplitude is also sensitive to attention: the N100 is larger when participants pay attention to 

sounds compared to when they listen passively. This effect was described for the first time by 

Hillyard a d colleagues i  973, i  a dichotic liste i g task: the participa ts’ atte tio  as 

directed to one ear at a time and the main result showed that the N100 component of the 

attended ear was enhanced compared to that of the unattended ear (Hillyard, Hink, Schwent, & 

Picton, 1973). 

 

The P200 component is a positive-going waveform, following the N100, with maximum 

amplitude typically observed 200 ms after stimulus presentation over fronto-central as well as 

parieto-occipital regions. Similar to the N100, the P200 component is also sensitive to the 

acoustic parameters of the stimuli with larger amplitude to sounds with short onset times 

(Shahin, Roberts, Pantev, Trainor, & Ross, 2005) and when participants pay attention to the 

sounds (Hillyard, Woldorff, Mangun, & Hansen, 1987; Snyder, Alain, & Picton, 2006).  

 

b.3.2. N200 

The N200 is a negative-going wave typically developing between 200 and 350 ms after 

stimulus onset with largest amplitude over central scalp sites. Since the N200 is typically evoked 

before the motor response, it has been linked to processes of stimulus identification and 

discrimination (Hoffman, 1990). Interestingly, N200 latency allows to measure the time that is 

needed for the detection and discrimination of a stimulus (Ritter, Simson, Vaughan, & Friedman, 

1979), as well as the difficulty of discrimination (Ford, Roth, & Kopell, 1976). Three distinct N200 

components have been identified: first, the N2a that is elicited in a task-independent manner 

(i.e., regardless of attention) in auditory oddball paradigms16 and that reflects the automatic 

processing of the difference between the deviating stimulus and the sensory-memory 

representation of the standard stimulus. This auditory N2a is probably better known as the 

Mismatch Negativity (MMN). Näätänen and colleagues (Näätänen, Gaillard, & Mäntysalo, 1978) 

                                                      
16 The oddball paradigm describes an experimental design in which a sequence of repetitive stimuli is infrequently 

i terrupted y a de ia t i.e., odd all  sti ulus) a d i  hich the participa t’s reactio  to the de ia t is recorded. 
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demonstrated the temporal dissociation between the N2a and the N100 component: they 

showed larger N200 components to infrequent unattended changes compared to standard 

stimuli during a listening task. The delayed latency of this effect (i.e., 200-300 ms after stimulus 

presentation) compared to the attention-dependent N100 effect described by Hillyard and 

colleagues (Hillyard et al., 1973) was considered to be related to the rate of stimulus 

presentation: while Hillyard et al used very short inter-stimulus-intervals (ISIs) to avoid 

u ecessary processi g  p. 3 , Näätänen et al., 1978) and to speed up stimulus processing, 

Näätänen and colleagues used constant ISIs of 800 ms allowing slower processing.  

 

Second, the N2b that corresponds to voluntary processing and that is elicited by controlled 

processes when participants selectively attend to deviations in oddball paradigms. Moreover, in 

contrast to the N2a, the N2b is not only elicited in auditory tasks and has also been found to 

reflect alterations in orthography, phonology, and semantics (Patel & Azzam, 2005). For 

example, Connolly and colleagues (Connolly, Phillips, Stewart, & Brake, 1992) revealed larger 

N200s to terminal words of spoken low than high constraint sentences with no influence of 

auditory masking on N200 latency. The authors interpreted this result as showing that the N200 

was related to a phonological process that assessed whether the initial sounds of a word fit the 

sentential context. Specifically, on the basis of the preceding context a semantic expectation of 

a particular word is formed, and if the initial phonemes of the perceived word do not match the 

initial phonemes of the expected word (as in low constraint sentences), an N200 is elicited, 

whose amplitude is larger than if the initial phonemes of the perceived word matches the initial 

phonemes of the expected word (i.e., high constraint sentence). Moreover, the authors 

interpreted that the N200 reflecting phonological processing was a functionally distinct 

component compared to the N400 (a component that typically reflects conceptual processing, 

details are described below).  

 

Two years later, Connolly and Phillips (Connolly & Phillips, 1994) evidenced that the N200 

ight reflect so e ki d of pre-processi g phase  related to co textual influences. In this study, 

participants were presented with medium to high constraining context sentences that ended 

with a semantically correct word or an anomalous word beginning with a similar or different 

phoneme compared to the expected word. An early negativity (between 270 and 300 ms) was 

elicited only by anomalous words with onset phonemes that did not match the expected word. 

This response to the discrepancy between initial phonemes of the expected and the actually 
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perceived word was called the pho ological is atch egati ity  PMN) a d as take  to 

reflect the formation of specific phonological expectations during sentence processing. Several 

years later, van den Brink and colleagues (van den Brink, Brown, & Hagoort, 2001) investigated 

the time course of contextual effects on spoken-word recognition to provide more insight into 

early (i.e., N200) versus late (i.e., N400) context effects. The authors used a design very similar 

to Connolly and Phillips (1994), and revealed congruency effects on two negative deflections, 

one peaking at 200 ms and the other at 400 ms, supporting the idea that the N200 and N400 

reflect two distinct effects involved in spoken-word recognition. Importantly, their results 

showed that sentence contexts have an early influence on the N200 component.  

 

Third, early studies also identified an N2c: unlike the N2a and N2b, its latency covaries with 

reaction times and its scalp distribution is modality-specific, with posterior distributions for visual 

stimuli and fronto-central distributions in the auditory modality. This N2c is interpreted as 

reflecting stimulus classification during physical and semantic discriminations (Ritter, Simson, & 

Vaughan, 1983). 

 

Nowadays, the subdivision of the N200 into distinct components is still a matter of debate 

and generally N200s are divided based on their scalp distribution with anterior N200 

components involved in cognitive control, novelty, and sequential matching and with posterior 

N200s belonging to the family of attention-related components obtained in oddball paradigms 

(for review see Folstein & Van Petten, 2008).  

 

b.3.3. N400 

For already more than 35 years researchers have tried to understand how cognitive 

processes, such as processing the meaning of words, are reflected in the ERPs. Kutas and Hillyard 

were the first to show that a negative-going waveform typically elicited between 300 and 600 

ms post-stimulus presentation, the N400 component, was larger to words that were incongruent 

compared to congruent relative to the sentence context in which they were presented (Kutas & 

Hillyard, 1980). The authors suggested two possible interpretations: first, the N400 could 

possibly depict a continuation of the sustained negative potential (Contingent Negative 

Variation, CNV) that developed across the course of the sentence that had to be read. 

Specifically, the participant could anticipate a further word following the incongruent word to 

resolve the ambiguity, and this expectation could prolong the CNV. Second, the so-called N400 
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effect (i.e., the difference between N400 amplitude to incongruent minus congruent words) 

could reflect the greater difficulty to integrate the meaning of an incongruent word related to 

the se te ce co text a d the re-processi g  he  tryi g to extract ea i g fro  se seless 

sentences.  

 

Three years later, in 1983, Kutas and Hillyard showed that the N400 was also elicited by 

incongruent words in intermediate sentence positions, thereby ruling out the possibility that the 

N400 reflects a continuation of the CNV. They also found that the N400 component was 

independent from syntactic processing17, and largest over centro-parietal scalp sites18 (Kutas & 

Hillyard, 1983). Moreo er, y usi g a cloze procedure  a d i cludi g high or lo  pro a le 

words in high or low constrained contexts, the authors evidenced, in 1984, that N400 amplitude 

reflects the extent to which a word is semantically primed: its amplitude increases progressively 

to words of decreasing cloze probability (Kutas & Hillyard, 1984).  

 

 

 

 

 

 

 

 
 

 

Figure 14.  

Examples of stimulus types in different conditions 

that elicit N400s, with different amplitudes as a 

fu ctio  of the sti ulus’ related ess. (Adapted 

from Kutas & Federmeier, 2011) 

 

Following these original investigations, the N400 effect was reproduced many times in 

both the visual and auditory modalities. Interestingly, although the N400 was long considered as 

                                                      
17 Note that recently studies showed that this is not necessarily the case, since syntactic constructions may have 

meaning (Kuperberg, Kreher, Sitnikova, Caplan, & Holcomb, 2007; Kuperberg, Sitnikova, Caplan, & Holcomb, 2003; Magne, 
Besson, & Robert, 2014). Whether semantic and syntactic processing are two independent processes or not is still an open issue 
and hotly debated. 

 

18 As already mentioned in Chapter 1, an N400 may also be observed over frontal scalp sites, related to word meaning 
acquisition (François, Cunillera, Garcia, Laine, & Rodriguez-Fornells, 2017; Mestres-Missé, Rodriguez-Fornells, & Münte, 2007), 
and/or familiarity-based recognition (the FN400; Rugg & Curran, 2007). Whether the FN400 is functionally distinct from the 
N400 indexing semantic processing described here, remains an open issue, with studies against (Voss & Federmeier, 2011) and 
studies in favor (Bridger, Bader, Kriukova, Unger, & Mecklinger, 2012) of such functional distinction.  
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a la guage  easure, u erous studies e ide ced the i pressi e ra ge of sti ulus types that 

can elicit the N400s, such as words, pseudowords, drawings, photos, faces, objects as well as 

mathematical symbols (see Figure 14, and for a review see Kutas & Federmeier, 2011). This 

current interpretation of the N400, that it is also sensitive to non-linguistic manipulations (and 

therefore domain-general), and that it is effective for probing semantic memory and 

determining how the neurocognitive system dynamically uses bottom-up and top-down 

information to make sense of the world, needs to be underlined: in fact (and related to this 

thesis), it gives us a unique possibility to study similarities and differences between meaning 

processing of speech and music, and transfer effects from one domain to the other.  

 

Related to the understanding of similarities versus differences between music and speech 

processing, it is interesting to ask if N400s can be elicited when processing the meaning of 

musical concepts. A first study by Besson and Macar (Besson & Macar, 1987) did not evidence 

such N400 effects during music processing: participants were tested on linguistic sentences as 

well as on musical phrases from well-known melodies. In both conditions, incongruent stimuli 

were used in the final position to test for the occurrence of N400 components that were elicited 

only by the presentation of incongruent words. Incongruent notes (i.e., wrong notes) elicited 

late positive components, thereby evidencing that different processes are involved when 

processing violations in language and music. The authors interpreted the lack of N400 effect in 

music as showing that participants possibly relied upon melody recognition from memory: since 

melodies were very simple, from the children repertoire, participants possibly recognized them 

as soon as the first notes were presented, without engaging in more elaborate processing based 

on specific musical knowledge (comparable to sentence processing). Insofar as wrong notes 

were surprising, they elicited P300-like positivities rather than N400 components.  

 

By contrast, Koelsch and colleagues (Koelsch et al., 2004), used a typical priming protocol 

with either linguistic or musical phrases as primes and words as targets. The target word was 

processed differently as a function of its conceptual relation with the prime. The authors 

interpreted this result as showing that an N400 was not specific to the processing of linguistic 

stimuli, and that processing of meaning in music shared, at least in part, cognitive processing 

with processing of meaning in speech. However, these results only indirectly argued for 

conceptual processing during music processing because words were used as targets and musical 

excerpts were not tested as targets. In a follow-up study using musical excerpts as targets (with 
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words as primes), Daltrozzo and Schön (Daltrozzo & Schön, 2009) showed a conceptual 

relatedness effect during music processing, very similar in latency and topography to word 

targets. These results point to overlapping processes in music and language and confirm the 

presence of an N400 component to musical stimuli.  

 

In sum, the view of the N400 as a marker of semantic processing shifted towards a view of 

the N400 as reflecting more broadly concept processing across different interacting cognitive 

domains: i  fact, the N400, rather tha  reflecti g the acti atio  of a ord’s ea i g, ay e 

more accurately described as reflecting the activity in a multimodal long-term memory system 

that is dynamically created and context dependent (Kutas & Federmeier, 2011). 

 

b.3.4. P300, P600, Late Positive Component 

The N200 and N400 components described above are frequently followed by positivities 

of large amplitude with frontal or centro-parietal distributions. Their latency is thought to index 

classification speed (Kutas, McCarthy, & Donchin, 1977) with maximum amplitude around 300 

ms (e.g., for simple sounds) and 600 ms (e.g., for words) after stimulus presentation, resulting in 

different names (and distinct components with eventually different functional significances): 

P300, P600, or ore ge erally Late Positi e Co po e t  LPC). The P300 co po e t as 

described for the first time by Sutton and colleagues (Sutton, Braren, Zubin, & John, 1965) in 

response to the presentation of deviant stimuli in a typical oddball paradigm. Subsequently, 

Squires and colleagues (Squires, Squires, & Hillyard, 1975) showed that the P300 possibly 

comprises two components: the P3a and P3b. The P3a shows a fronto-central distribution and 

reflects the automatic orientation of attention to a surprising event (Courchesne, Hillyard, & 

Galambos, 1975), processes involved in stimulus evaluation (Donchin, 1981), as well as the 

processing of novelty (Polich, 2003). By contrast, when the event is expected in an active manner 

or is relevant for the task at hand, a P3b component is elicited (Polich, 1989). The P3b is centro-

parietally distributed and interpreted to reflect stimulus categorization processes, decision 

making and degree of confidence in decision making, as well as cognitive workload (Donchin, 

1981; for a more recent review see Polich, 2007). Moreover, the P3b has also been related to 

subsequent memory storage: in the field of explicit recognition memory, this ERP component 

was rather called LPC (for a review see Friedman & Johnson, 2000), and is thought to be linked 

to consolidation processes and context updating (Donchin & Coles, 1988). In addition, LPC 

amplitude is sensitive to levels of processing manipulation and is larger for more deeply encoded 
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items (Paller, Kutas, & McIsaac, 1995), suggesting that LPC amplitude is also closely related to 

recollection, and strategic and effortful information retrieval (Rugg & Curran, 2007; Swaab, 

Brown, & Hagoort, 1998; Van Petten, Kutas, Kluender, Mitchiner, & McIsaac, 1991). 

 

Finally, as mentioned above, late positivities in the domain of language processing have 

also been referred to as P600 components, typically elicited by sentences with syntactic 

violations (Hagoort, Brown, & Groothusen, 1993) or in sentences with complex or non-preferred 

syntactic structure (Osterhout & Holcomb, 1992). The question of whether the P600 is specific 

to syntactic processing has long been debated. Nowadays, researches consider the P600 either 

as a specific component reflecting interpretative and integrative brain processes (Brouwer, Fitz, 

& Hoeks, 2012) or as belonging to the P300 family of components (Sassenhagen, Schlesewsky, 

& Bornkessel-Schlesewsky, 2014). 

 

2.1.6.  Functional Connectivity   
 

a. Neuronal oscillations  

Neurons do not function in isolation, but they are embedded in networks that are 

rhythmically activated and inhibited (Buzsáki, 2006). This rhythmicity is reflected in oscillations19 

of the extracellular field potential that can be registered with EEG. The frequency of such neural 

oscillations depend on various time constants and network properties and may range from slow 

activity with oscillation periods of several seconds, to fast activity with one cycle lasting a few 

milliseconds. The following oscillations can be captured with EEG: delta (0-3 Hz), theta (3-7 Hz), 

alpha (8-12 Hz), beta (12-28 Hz) and gamma (>28 Hz). Oscillations of different frequencies can 

occur at the same time in the same brain regions (Buzsáki & Draguhn, 2004). As a function of 

the anatomic origin (and often also of the experimental context), each frequency band 

corresponds to different types of activity or cognitive states (Engel, Fries, & Singer, 2001): delta 

oscillations can be observed during profound sleep, and theta oscillations may be observed 

during states of drowsiness (daytime sleepiness, meditation ...) and memorization. Alpha waves 

correspond to a diffuse awake state (i.e., at rest with eyes closed and relaxed), and seem to play 

                                                      
19 An oscillation is a variation of a mechanical, electrical magnitude, characterized by a periodic change of direction around 

a position of stable equilibrium, successively passing through a maximum and a minimum value. The oscillations can be regular 
(periodic) or decreasing (damped). The cycle of an oscillation is the time elapsed between two successive passages by the 
equilibrium position. The frequency of an oscillation is the number of cycles per second and is expressed in Hertz (Hz). 
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an important role in inhibition processes. Beta oscillations can be observed during active or 

intense concentration periods as well as during emotional states. Finally, gamma oscillations can 

reflect several brain functions, especially related to attention and perceptual binding. 

 

b. Phase synchronization 

As mentioned earlier, groups of neurons communicate across brain networks. This may be 

possible through, for example, a process called phase synchronization. Phase synchronization is 

a fundamental neural mechanism that supports neural communication, neural plasticity, as well 

as cognitive processes (Engel et al., 2001). Two brain regions are characterized by phase 

synchronization when the oscillatory phases in both regions are correlated (see Figure 15A).  

 

 
 

Figure 15. (A) Neural oscillations may show stable phase relationships (above), or variable phase 

relationships (below). (Adapted from Fell & Axmacher, 2011) (B) Neuronal communication. 

Spikes that arrive at excitability peaks of the receiving neuronal group have pointed arrowheads, 

spikes that miss excitability peaks have blunt arrowheads. Red and blue neuronal groups undergo 

coherent excitability fluctuations. Thus, their communication is effective. By contrast, the black 

neuronal group undergoes excitability fluctuations that are not coherent with the blue neuronal 

group. Communication between these two neuronal groups is therefore prohibited. (Adapted 

from Fries, 2005)  

 

In networks of synchronized neurons, the oscillatory phase is defined as the angle that 

corresponds to the momentary deflection of an oscillation and is taken to reflect the degree of 

excitability of the neurons. Thus, the role of neural oscillations during communication can be 

thought of as follows: oscillations reflect fluctuations in neural excitability, and these fluctuations 

not only affect neural output but also neural input (Volgushev, Chistiakova, & Singer, 1998). If 

action potentials generated during the depolarized phase of an oscillation are transferred from 
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one brain area to another one and reach the target area during the depolarized phase of an 

oscillation in that area, they are likely to also trigger action potentials in that area. By contrast, 

if there is no phase synchronization (or phase synchronization with inappropriate phase lag), the 

action potential will arrive at a phase in which sensitivity to neural input is non-optimal and 

communication is likely to be blocked. In sum, only phase-locked neuronal groups can 

communicate effectively, because their communication windows for input and for output are 

open at the same time (Fries, 2005; see Figure 15B).  

 

Interestingly, neural oscillations are not only phase synchronized across different brain 

regions, but low-frequency oscillations may also synchronize with high-frequency oscillations, an 

effect k o  as :  phase sy chro izatio  a d related to e ory processes (Fell & 

Axmacher, 2011). In such a case, not the entire cycle but individual phases of the single cycle of 

an oscillation with lower frequency (e.g., theta oscillation of 5 Hz) is synchronized with a specific 

phase of an oscillation with a higher frequency (e.g. gamma oscillation of 40 Hz in a 1:8 phase 

synchronization).  

 

c. Functional connectivity  

Functional connectivity is defined as the correlations between spatially remote 

neurophysiological events (compared to effective connectivity that describes the influence of 

one neuronal system on another, based on computational modelling; Gerstein & Perkel, 1969; 

Park & Friston, 2013). Thus, functional connectivity provides a characterization of functional 

interactions, through the observed correlations. Importantly, since it is based on correlation 

analyses, it cannot infer causality (i.e., it cannot infer that one event that followed another one 

was necessarily a consequence of the first event), and it cannot reveal information on how these 

correlations are mediated.  

 

In my thesis, functional connectivity was evaluated using the current implementation of 

the sLORETA software (i.e., standardized LOw REsolution brain electromagnetic Tomography; 

Pascual-Marqui et al., 2011). EEG data are re-referenced to an average reference20, and 

                                                      
20 Using an average reference for inverse solution methods of EEG data (i.e., methods to reconstruct the intracranial sources 

of surface-recorded data) is an important issue because of the biophysical assumption of quasi-stationarity predicting that the 
net source activity at each instant in time within the brain sums to zero. Since the reference electrode adds a constant potential 
alue to the alue recorded at each electrode a d i sta t i  ti e, a re-ce teri g  of the data i.e., a re o al of this co sta t 

value) is necessary before applying an inverse solution to avoid violating this assumption. Mathematically this is equivalent to 
calculating the average reference of the surface-recorded EEG (Pascual-Marqui & Lehmann, 1993). 
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computations are made within a realistic head model (Fuchs, Kastner, Wagner, Hawes, & 

Ebersole, 2002) relying on the Montreal Neurological Institute 152 templates (Mazziotta et al., 

2001). The 3D solution space is restricted to cortical grey matter, as determined by the 

probabilistic Talairach atlas (Lancaster et al., 2000), and the intracranial volume is partitioned in 

6239 voxels at 5 mm spatial resolution. To determine functional connectivity, spatially remote 

regions of interest (ROIs) are selected, and, as recommended by sLORETA, the method of using 

a single voxel at the centroid of each ROI was selected for connectivity calculation for the 

following reason: source calculation by sLORETA is based on the assumption that the smoothest 

of all possible activation distributions is the most plausible one, and this is supported by 

neurophysiological data demonstrating that neighboring neuronal populations present highly 

correlated activity (Michel, Koenig, Brandeis, Gianotti, & Wackermann, 2009). Thus, signals of 

spatially adjacent voxels of neighboring ROIs are highly correlated, inducing larger connectivity, 

which might not be physiological in nature. By taking the single centroid voxel of each ROI, that 

is an accurate representative for activity within the ROI (Jäncke & Langer, 2011), such 

contamination for connectivity estimation can be minimized.  

 

Finally, different measures of synchronization are available to compute functional 

connectivity, and one frequently used example is lagged coherence. Lagged coherence is a 

measure of variability between two oscillatory time series in specific frequency bands (Lehmann, 

Faber, Gianotti, Kochi, & Pascual-Marqui, 2006; Thatcher, 2012), based on the estimation of the 

linear dependency of two signals in a frequency band. Thus, it refers to the equivalent in the 

frequency domain, as correlation measures in the temporal domain: coherence values can vary 

between 0 and 1, and a perfectly linear relation between two signals in a certain frequency band 

would be equal to 1. By contrast, the complete absence of a linear dependency is represented 

by 0. Importantly, in sLORETA lagged coherence analyses are independent from volume 

conduction since the instantaneous zero-lag contribution has been excluded mathematically 

(Nolte et al., 2004; Stam & van Straaten, 2012). This is an important issue when analyzing 

functional connectivity based on EEG data, since zero-lag connectivity in a given frequency band 

is often due to non-physiological effects or intrinsic physical artifacts (e.g., volume conduction 

and low spatial resolution). 
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2.1.7. Advantages & Limitations 

Practical advantages of EEG are related to its non-invasiveness, with no real safety 

restrictions, as well as to its low cost. Moreover, the EEG equipment can be easily transported, 

thereby allowing experiments in more natural environments (e.g., in schools). Furthermore, 

theoretical advantages include the ability to capture electrical fluctuations of large groups of 

neurons and brain activity as it unfolds in real time at the level of milliseconds. By contrast, 

limitations are linked to its poor spatial resolution since EEG recordings are obtained from the 

surface of the head. By putting lots of electrodes all over the scalp (e.g., 64, 128 or 256 

electrodes), it is possible to get some idea of where effects are strongest, but this cannot tell 

where in the brain the signal originates. Interestingly, there are modern analyzing techniques 

(e.g., Backus-Gilbert; weighted resolution optimization, WROP; low resolution brain 

electromagnetic tomography, LORETA; bidomain model; S-MAP; for a review see Grech et al., 

2008) trying to solve this so-called inverse problem for EEG data. These signal processing 

techniques allow to estimate the current sources inside the brain that best fits the 

measurements of the actual EEG data registered from specified positions of electrodes on the 

scalp (the more electrodes, the better), thereby revealing interesting information. However, it 

needs to be kept in mind that the accuracy with which a source can be located is affected by a 

number of factors, including head-modelling errors, source-modelling errors and EEG noise 

(instrumental or biological). 

 

2.2. Magnetoencephalogram 
 

Magnetoencephalography (MEG) is another online measure of brain activity, and some 

characteristics are very similar to EEG: MEG is characterized by an excellent temporal but by a 

limited spatial resolution21. However, there are important differences compared to EEG: a 

practical advantage of the MEG is that no electrodes need to be attached to the scalp and the 

su ject’s head is si ply positio ed close to the surrou di g coils. The ag etic field e erges 

from the brain through the skull and the scalp without any distortion allowing better spatial 

                                                      
21 This is a debated issue. The spatial resolution of MEG is better compared to EEG, mainly because magnetic fields are not 

deformed by the tissues they have to pass through and the underlying activity is therefore more easily localizable. However, 
compared to techniques with high spatial resolution (MRI) the resolution of MEG remains limited. Moreover, only signals from 
sources not too deep in the brain can be recorded using MEG.     
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resolution with MEG than with EEG. Moreover, MEG differs from EEG related to its sensitivity to 

the spatial orientation of the dipoles. Brain currents result of the activity of groups of neurons 

with dendrites perpendicular to the cortical surface (radial source). However, only currents that 

have a component tangential to the surface produce a magnetic field that can be recorded by 

MEG. Thus, the MEG signal is more sensitive to tangential dipoles (i.e., originated in the sulci but 

not on the top of the cortical gyri) than to radial dipoles. Partly for this reason, MEG and EEG 

see  differe t types of acti ity, ith MEG ei g se siti e to acti ity i  fe er rai  regio s.   

 

2.3. Structural and functional magnetic resonance imaging   

 

Structural Magnetic Resonance Imaging (MRI) allows two- or three-dimensional views of 

the brain, and functional MRI (fMRI) is used for the precise localization of brain areas with higher 

blood flow in response to different perceptive, cognitive or motoric activities. These two 

methods are based on Nuclear Magnetic Resonance (NMR) that allows to analyze different 

tissues with excellent spatial resolution.  

 

Participants are placed in a strong magnetic field (varying between 1.5 and 7 Tesla as a 

function of the machine) that acts on the magnetic properties of certain atom nuclei, mainly 

hydrogen nuclei (or protons), that are highly present in biological tissue. To obtain the NMR 

signal two steps are necessary: first, the magnetic field induces the alignment of the proton spins 

(i.e., the vector corresponding to the axe of rotation) of the hydrogen atom in a parallel or 

antiparallel position relative to the magnetic field. These two positions correspond to different, 

not equivalent energy levels. Less energy is needed for moving a proton into a parallel than into 

an antiparallel position, resulting in more protons in parallel positions. Second, energy is applied 

in form of radio frequency waves, whose frequency corresponds to the resonance frequency of 

the protons. Thus, the protons enter into resonance and align themselves in an antiparallel 

position. As soon as the emission of radio frequency waves is stopped, the protons fall back to 

their initial position (i.e., parallel to the magnetic field) and release their energy in form of a 

weakened sinus curve: the MRI signal. This signal differs as a function of the water composition 

of the tissue and provides information related to the anatomy of the tissue.  

By contrast, the fMRI signal relies on the so-called BOLD effect (Blood Oxygenation Level 

Dependent effect; Kwong et al., 1992; Ogawa, Lee, Kay, & Tank, 1990). This effect is based on 
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the magnetization properties of the hemoglobin of the red blood cells that can be present in two 

forms: oxyhemoglobin or deoxyhemoglobin. The oxyhemoglobin is contained in oxygenated red 

blood cells of the lungs and is diamagnetic, which means it hardly influences the local magnetic 

field. By contrast, the deoxyhemoglobin is found in deoxygenated red blood cells of the tissues 

and is paramagnetic, thereby influencing the local magnetic field and reducing the NMR signal. 

If a brain area is activated, the local blood flow and thus the oxygen concentration goes up, 

resulting in higher oxyhemoglobin than deoxyhemoglobin levels. Therefore, the local variation 

of magnetic susceptibility is low and the NMR signal is strong (the BOLD effect). Since 

neurovascular coupling takes five to six seconds for reaching its maximum, the temporal 

resolution of the fMRI is low and not comparable to EEG and MEG methods.  

 

In conclusion, advantages of MRI and fMRI relate to the fact that, if done correctly, these 

methods are noninvasive, and allow good localization of activation by producing high-resolution, 

three-dimensional images (without using radiation like X-rays or computed tomography). Thus, 

it is frequently applied also for clinical work. By contrast, limiting inconveniences are connected 

to the fact that the participant needs to remain completely immobile throughout the whole 

session, since MRI is very susceptible to movement artifacts. Moreover, it is not suitable for 

claustrophobic people, and, since no metal-based equipment can be around the machine, not 

accessible for people with metallic implants. Furthermore, the production of the 

electromagnetic pulses by the gradients produces intensive noise (around 130 dB), so that 

experiments including auditory stimuli may be challenging. Finally, it should be kept in mind that 

the BOLD sig al is ot a direct easure of eural acti ity, ut o ly  a easure of oxyge  

consumption and blood flow in the brain, and that it is a relatively expensive method. 

 

2.4. Transcranial magnetic stimulation 
 

Transcranial magnetic stimulation, unlike the other methods, is an experimental 

a ipulatio  ethod rather tha  a recordi g tech i ue: it’s a ag etic ethod to o -

invasively stimulate neurons in the brain and induce reversible, immediate or long-term changes 

in brain activity. In practice, small regions of the brain are stimulated with a magnetic field 

ge erator coil ) that is placed ear the head of the participa t. This coil is co ected to a pulse 

generator that delivers electric current to the coil, which in turn produces small electric currents 
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in the brain region just under the coil via electromagnetic induction: the magnetic field passes 

unimpeded through the skull (generally it reaches no more than 5 cm depth into the brain), and 

causes a change in the transmembrane current of nearby neurons, thereby leading either to 

depolarization (i.e., activation) or to hyperpolarization (i.e., inhibition). Consequently, actions 

potentials can be captured with EEG or MEG. By using different frequencies, intensities and 

durations of stimulation fluctuations in brain activity are assessed, or temporary changes in brain 

function are induced.  

 

Non-invasive brain stimulation has mainly two areas of functionality: first, by allowing to 

modify human brain activity, the potential importance of TMS is to study the consequences of 

an induced perturbation of a specific brain region on subsequent behavioral performance, 

subjective experience, or brain imaging and electrophysiological measures. This allows TMS to 

be used both experimentally as a mean of exploring neural function and clinically as a diagnostic 

and therapeutic tool. Importantly, its great strength is related to the fact that it allows 

brain/behavior relationships to be established causally (rather than just as a correlation as in the 

case of brain imaging). Second, because it can modulate brain function, it has the potential of 

acting as a treatment for neuropsychiatric diseases (e.g., depression, schizophrenia). Finally, it 

should be noted that, although the occurrence of seizures, discomfort, pain, or cognitive 

changes is very rare, few cases have been reported that depict the risk and disadvantage of TMS. 
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Chapter 3 

MUSIC TRAINING AND NON-NATIVE PHONEME PERCEPTION 
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1 |  INTRODUCTION

As Patricia Kuhl once mentioned “infants are born citizen 

of the world,” a beautiful manner to express that infants can 

learn any human language. Independently of how speech 

sounds differ from one language to the other, infants are 

able discriminating them at early phases of their develop-

ment. However, this ability decreases by the time they are 

12 months old (Werker & Tees, 1984), in a process imply-

ing a “tuning- out” of phonetic contrasts, reflected by less 

sensitivity to the difference between two phonemes that 

are not relevant for their phonological system or, seen the 

other way around, a perceptual attunement to their native 

speech. Nevertheless, nonnative speech sound contrasts re-

main somewhat discriminable in adult life, with performance 

levels that vary according not only to the specific acoustic- 

perceptual properties of the sound contrast under investiga-

tion but also to individual differences and training (Sadakata 

& McQueen, 2013, 2014).
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Abstract

Based on growing evidence suggesting that professional music training facilitates 

foreign language perception and learning, we examined the impact of musical exper-

tise on the categorisation of syllables including phonemes that did (/p/, /b/) or did not 

(/ph/) belong to the French repertoire by analysing both behaviour (error rates and 

reaction times) and Event- Related brain Potentials (N200 and P300 components). 

Professional musicians and nonmusicians categorised syllables either as /ba/ or /pa/ 

(voicing task), or as /pa/ or /pha/ with /ph/ being a nonnative phoneme for French 

speakers (aspiration task). In line with our hypotheses, results showed that musicians 

outperformed nonmusicians in the aspiration task but not in the voicing task. 

Moreover, the difference between the native (/p/) and the nonnative phoneme (/ph/), 

as reflected in N200 and P300 amplitudes, was larger in musicians than in nonmusi-

cians in the aspiration task but not in the voicing task. These results show that behav-

iour and brain activity associated to nonnative phoneme perception are influenced by 

musical expertise and that these effects are task- dependent. The implications of these 

findings for current models of phoneme perception and for understanding the quali-

tative and quantitative differences found on the N200 and P300 components are 

discussed.
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event-related potentials, music training, N200, P300, syllabic categorisation

Abbreviations: ANOVA, analysis of variance; ASP, automatic selective 

perception; EEG, electroencephalogram; ERPs, event-related potentials; 

ERRs, error rates; ICA, independent component analyses; MBEA, Montreal 

battery for the evaluation of amusia; MUS, musicians; NEPSY, a develop-

mental NEuroPSYchological assessment; NM, nonmusicians; PAM, percep-

tual assimilation model; PM47, Progressive Matrices; RTs, reaction times; 

VOT, voice onset time; WISC, Wechsler Intelligence Scale for Children.
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2 |   DITTINGER ET al.

In this experiment, we were particularly interested in 

studying the impact of musical expertise on native and non-

native phoneme perception, using both behavioural and elec-

trophysiological measures. The study presented here is part of 

an on- going project that aims at better understanding the in-

fluence of music training on novel word learning. To this aim, 

participants performed a series of tasks, including syllabic 

categorisation tasks, novel word learning as well as matching 

and semantic tasks (described in Dittinger et al., 2016). More 

important, in Dittinger et al. (2016) data from the categorisa-

tion tasks were averaged across all syllables because the main 

focus was on novel word learning in professional musicians 

and in nonmusicians, independently of the syllables’ phonetic 

characteristics. By contrast, here we compare native and non-

native phoneme perception in musicians and in nonmusicians 

by focusing on two syllabic categorisation tasks relying on 

the discrimination of Voice Onset Time (VOT): one based 

on voicing (categorising syllables as /ba/ or /pa/, with /b/ and 

/p/ being native phonemes for French speakers) and the other 

one based on aspiration (categorising syllables as /pa/ or /pha/, 

with /ph/ being a nonnative phoneme for French speakers). 

VOT is a relevant acoustic cue for speech perception that al-

lows to differentiate phonemic categories such as /ba/ and /

pa/, for instance. It is interesting that VOT differs for the same 

phonemic category across languages (e.g., the French and 

English /p/ have allophones with VOT values that are quite 

different), which may be very challenging when learning a 

foreign language, especially if, as mentioned above, nonna-

tive VOT contrasts have been “tuned- out” so that they are less 

salient to adult participants (Werker & Tees, 1984).

It is interesting to note that the impact of musical exper-

tise on speech perception has become a hot topic in the past 

15 years (Asaridou & McQueen, 2013; Besson, Barbaroux, 

& Dittinger, 2017; Besson, Chobert, & Marie, 2011; Slevc, 

2012). Becoming a professional musician requires hours 

of training with music instrument(s) (more than 10,000 hr; 

Krampe & Ericsson, 1996) and such an intensive training 

has profound consequences on the anatomo- functional or-

ganisation of the brain (Jäncke, 2009; Münte, Altenmüller, 

& Jäncke, 2002). There is also growing evidence based both 

on behavioural and brain data evidencing that musicians 

are more sensitive than nonmusicians to several aspects of 

speech processing. For instance, musical expertise is known 

to improve speech perception at the segmental level (con-

sonants and vowels; Chobert, Francois, Velay, & Besson, 

2014; Elmer, Meyer, & Jancke, 2012; Kühnis, Elmer, Meyer, 

& Jäncke, 2013; Marie, Delogu, Lampis, Belardinelli, & 

Besson, 2011; Marie, Magne, & Besson, 2011; Musacchia, 

Sams, Skoe, & Kraus, 2007; Sadakata & Sekiyama, 2011; 

Tervaniemi et al., 2009; Wong, Skoe, Russo, Dees, & Kraus, 

2007) as well as at the supra- segmental level (words and sen-

tences; Besson et al., 2011; Lima & Castro, 2011; Schön, 

Magne, & Besson, 2004).

The electroencephalogram (EEG) and the Event- Related 

Potentials (ERPs) methods have been used in numerous ex-

periments because of their excellent temporal resolution that 

allows to follow the processes of interest with a precision of 

the order of milliseconds. This is very useful when studying 

the fast processes involved in speech perception and compre-

hension. Directly related to the present study, Bidelman and 

collaborators (Bidelman & Alain, 2015; Bidelman, Weiss, 

Moreno, & Alain, 2014) used the ERPs method to examine 

the influence of musical expertise on categorical perception, 

one of the most fundamental aspects of speech perception 

(Toscano, McMurray, Dennhardt, & Luck, 2010). Results 

showed that both younger and older musicians were faster 

at categorising vowels on a five- step vowel continuum from 

/u/ to /a/ than nonmusicians. Moreover, in young adults 

(Bidelman et al., 2014), the P200 component of the ERPs, 

peaking around 175–200 ms, was larger in musicians than in 

nonmusicians, possibly reflecting the positive influence of 

long- term auditory training on vowel perception (Seppänen, 

Hämäläinen, Pesonen, & Tervaniemi, 2012; Shahin, Bosnyak, 

Trainor, & Roberts, 2003). It is interesting that P200 am-

plitude and brain activity following the P200 (between 250 

and 300 ms) also varied as a function of whether ambigu-

ous stimuli at the categorical boundary were heard as /u/ or 

/a/ (Bidelman, Moreno, & Alain, 2013). The finding that the 

same ambiguous stimulus- evoked different brain activity de-

pending upon how it was heard was taken as evidence that 

ERP components after 200 ms poststimulus onset no longer 

reflect processing of the acoustic properties of the signal but 

rather the perceived phonemic category of the stimulus (but 

see Toscano et al., 2010, for the influence of acoustic differ-

ences on later ERP components).

Based on Bidelman et al.’ results (2013, 2014), we fo-

cused on ERP components that followed the P200 and spe-

cifically on the N200 and P300 components that are of main 

interest here for the following reasons. The N200 component 

of the ERPs is elicited in various discrimination and cate-

gorisation tasks (Friedrich & Friederici, 2008; Ritter et al., 

1984), including phonological categorisation (Connolly & 

Phillips, 1994; Connolly, Phillips, Stewart, & Brake, 1992). It 

is important that the fronto- centrally distributed N200 com-

ponent is often associated with a later positivity of the P300- 

family that, among different processes, reflects memory 

updating when unexpected, unfamiliar events are presented, 

decision- related processes and the degree of confidence that 

participants have in their response (Donchin & Coles, 1988; 

Polich, 2007).

To investigate the impact of musical expertise on native 

and nonnative phoneme perception, we considered two mod-

els, the Perceptual Assimilation Model (PAM; Best & Tyler, 

2007) and the Automatic Selective Perception model (ASP; 

Strange, 2011) that allow to make specific predictions regard-

ing the effects of context on syllabic categorisation. PAM is 



   | 3DITTINGER ET al.

based on the idea that the process of perceptual attunement 

to native categories is accompanied by the tuning- out of cat-

egories that are not used to create meaning contrasts (that are 

hence “nonphonemic” in the language in question) and that 

are consequently assimilated to the existing ones (e.g., be-

cause they share articulatory events at a distal level, accord-

ing to a direct- realist approach). An important consequence 

of this theory is that “If a given nonnative phonological con-

trast is perceptually assimilated as phonetically similar to 

a phonological distinction, that is, a contrast, in the native 

language, then it should be easily discriminated” (Tyler, Nil, 

Best, Faber, & Levitt, 2014, p. 6). Therefore, success in cat-

egorisation of nonnative sounds depends on how easily they 

can be assimilated (i.e., considered as part of the same native 

category) or not to existing categories.

In the present experiment, we asked participants to catego-

rise syllables that started with one of three phonemes of Thai, 

/b/, /p/ and /ph/ either based on an existing, similar French 

native contrast (/ba/ vs. /pa/) in the voicing task or based on a 

nonnative contrast (/pa/ or /pha/) in the aspiration task. In the 

voicing task, we expected exemplars of the /b/ and /p/ pho-

nemes (that both exist in the French repertoire) to be readily 

categorised into their respective native phonemic categories 

/ba/ or /pa/. In addition, and in line with PAM, we predicted 

that the /ph/ Thai phoneme (that does not exist in French) 

would be perceptually assimilated to the French phoneme /p/ 

and, consequently, that it would also be easily discriminable 

from /b/. In other words, based on PAM, we expected the /ph/ 

phoneme to be assimilated to /p/ in the voicing task with no 

or small differences between /p/ and /ph/ in behaviour (i.e., 

error rates and reaction times) and in the electrophysiolog-

ical responses (i.e., N200 and P300; Bidelman et al., 2013; 

Connolly et al., 1992; Connolly & Phillips, 1994). By con-

trast, as /ph/ cannot be assimilated to the /p/ category in the 

aspiration task, we expected differences between /p/ and /ph/ 

to be found both in behaviour and in ERP measures (N200 

and P300 amplitudes). In other words, we predicted that the 

same nonnative phoneme /ph/ would be processed differently 

depending on whether it can be assimilated to /p/ or not and 

that this difference would be reflected both in behavioural 

and electrophysiological measures.

The ASP model (Strange, 2011) allowed us to go a lit-

tle further in the processing mechanisms involved in the two 

tasks. In this model, Strange (2011) argues that if phonemes 

belong to different phonemic categories, as /b/ and /p/ in 

the voicing task, discrimination is based on fast, automatic, 

phonological selective perceptual routines. However, if pho-

nemes differ by subtle phonetic details, as /p/ vs. /ph/ in the 

aspiration task, with /ph/ possibly being perceived as an al-

lophone of /p/ by French speakers, discrimination would be 

based on phonetic selective processing routines that require 

focused attention and enhanced cognitive resources. Of inter-

est here was to determine whether the potential involvement 

of two different selective perceptual routines would translate 

into different patterns of ERP responses. In a specific man-

ner, we predicted that if phonological routines are involved in 

the voicing task, and if both /p/ and /ph/ are assigned to the 

same phonemic category, both phonemes should elicit N200 

components of similar amplitude. By contrast, if phonetic 

routines are involved in the aspiration task and if /p/ is as-

signed to a preexisting phonemic category but /ph/ is not, the 

N200 component should be larger to /p/ than to /ph/ and the 

P300, that is taken to reflect the processing of an unfamiliar, 

unexpected phoneme and decision- related processes should 

be larger to /ph/ than to /p/.

At last, specific predictions can be made regarding the im-

pact of musical expertise on native and nonnative phoneme 

categorisation. Previous results in the literature showed in-

creased auditory sensitivity (Bidelman & Krishnan, 2010; 

Marie, Delogu et al., 2011, Marie, Magne, et al., 2011; 

Moreno et al., 2009; Sadakata & Sekiyama, 2011), as well 

as enhanced selective attention in musicians compared to 

nonmusicians (Strait, Slater, O’Connell, & Kraus, 2015; 

Wang, Ossher, & Reuter- Lorenz, 2015). More important, 

it was also found that musicians outperform nonmusicians 

when the acoustic/phonetic difference between two stimuli 

is difficult to perceive but not when it is easy (Elmer et al., 

2012; Schön et al., 2004). Thus, based on these results, we 

predicted larger between- group differences in behaviour and 

ERPs in the aspiration task that is most difficult and possi-

bly requires attentional and cognitively- demanding phonetic 

routines, than in the voicing task that is likely to rely on fast 

automatic phonological routines available to both musicians 

and nonmusicians.

In sum, we predicted that the differences in behaviour and 

brain activity between the native phoneme /p/ and the nonna-

tive phoneme /ph/ would depend upon musical expertise and 

upon the task at hand (voicing vs. aspiration tasks). Showing 

that music training can boost nonnative phoneme percep-

tion has potentially strong implications for foreign language 

learning.

2 |  MATERIALS AND METHODS

2.1 | Participants

A total of 31 participants with 16 professional musicians 

(MUS, 8 women) and 15 controls without formal music 

education (nonmusicians, NM, 8 women) but involved in 

a regular leisure activity (e.g. sports, dance, theatre) were 

paid to participate in the experimental session. The two 

groups did not differ in age (MUS: mean age = 25.4 years, 

age range = 19–30, SD = 3.9; NM: mean age = 25.7 years, 

age range = 19–33, SD = 4.8; F(1,29) = 0.03, p = 0.85). 

All participants were native French speakers, had compa-

rable education (university degree) and socio- economic 
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background (criteria of the National Institute of Statistics 

and Economic Studies; MUS: 4.4; NM: 4.9; F(1,29) = 1.45, 

p = 0.24), and reported no past or current audiological or 

neurological deficits. MUS practiced their instruments for 

an average of 17 years (range = 11–24, SD = 4.1) and the 

musician group included three pianists, two accordionists, 

four violinists, one cellist, two guitarists, one hornist, one 

tubist, and one flutist. None of the participants was bilin-

gual, but all spoke English as a second language and most 

participants (except for 1 MUS and 3 NM) had a rudimen-

tary knowledge of a third language that was neither tonal 

nor quantitative. This study was approved by the local ethic 

committee of Aix- Marseille University and was conducted 

in agreement with the Helsinki declaration for human 

participants. All participants gave their informed consent 

before enrolling in the experiment and they received mon-

etary compensation for their participation.

2.2 | Screening measures

2.2.1 | Cognitive ability

Standardised psychometric tests were used to examine short- 

term-  and working memory (forward and reverse Digit 

Span, WISC- IV: Wechsler Intelligence Scale for Children; 

Wechsler, 2003), visual attention (NEPSY: a developmental 

NEuroPSYchological assessment; Korkman, Kirk, & Kemp, 

1998) and nonverbal general intelligence (progressive matri-

ces, PM47; Raven, Corporation, & Lewis, 1962).

2.2.2 | Musical aptitude

Participants performed two musicality tests [adapted from 

the Montreal Battery for the Evaluation of Amusia (MBEA); 

Peretz, Champod, & Hyde, 2003] consisting in judging 

whether pairs of piano melodies were same or different, 

based either on melodic or on rhythmic information.

2.3 | Experimental stimuli

Nine syllables were presented: /ba1/, /pa1/, /pha1/, /ba:1/, /

pa:1/, /pha:1/, /ba:0/, /pa:0/, /pha:0/ with 1 referring to low 

tone (F0 = 175 Hz), 0 to mid- tone (F0 = 218 Hz), the colon 

to long vowel duration (530 ms), no colon to short vowel du-

ration (260 ms), and ph to aspiration. As we were specifically 

interested in how the native /p/ and nonnative /ph/ phonemes 

were processed in the two categorisation tasks, the different 

types of /p/ (i.e., /pa1/, /pa:1/, /pa:0/) and /ph/ (i.e., /pha1/, /

pha:1/, /pha:0/) were averaged together leading to 30 trials 

per phoneme in each task. The VOT for /b/ (/ba1/, /ba:1/ and 

/ba:0/) was of −144 ms, for /p/ (/pa1/, /pa:1/ and /pa:0/) of 

3 ms and for /ph/ (/pha1/, /pha:1/ and /pha:0/) of 77 ms. All 

nine syllables were recorded by a female Thai- French early 

bilingual, ensuring that all syllables were produced naturally. 

For each syllable, 5 versions were digitally recorded to re-

produce natural speech variability. Sound pressure level was 

normalised across all syllables to a mean level of 70 dB using 

the Praat software (Boersma & Weenink, 2011).

2.4 | Experimental tasks

Participants were tested individually in a quiet experimental 

room (i.e., Faraday cage), where they sat in a comfortable 

chair at about 1 m from a computer screen. Auditory stim-

uli were presented through HiFi headphones (Sennheiser, 

HD590) at 70 dB sound pressure level. Stimuli presentation, 

as well as the collection of behavioural data, were controlled 

by the “Presentation” software (NeuroBehavioral Systems, 

Version 11.0). Participants performed two different catego-

risation tasks based on VOT: the voicing task, in which they 

had to categorise the syllables as /ba/ (including /ba1/, /ba:1/ 

and /ba:0/) or /pa/ (including /pa1/, /pa:1/, /pa:0/, /pha1/, /

pha:1/ and /pha:0), and the aspiration task, in which they had 

to categorise the syllables as /pa/ (including /pa1/, /pa:1/, /

pa:0/) or /pha/ (including /pha1/, /pha:1/ and /pha:0). In the 

voicing task, participants pressed one response key if they 

heard a /ba/ and the other key if they heard a /pa/. In the aspi-

ration task, they pressed one response key if they heard a /pa/ 

and the other key if they heard a /pha/. The side of response 

keys was balanced across participants who were asked to re-

spond as quickly and accurately as possible. No feedback was 

given. In both tasks, each syllable was presented 10 times in 

a pseudo- randomised order with the constraints of no imme-

diate repetition of the same syllable, and no more than four 

successive same responses. The inter- stimulus- interval was 

1500 ms, so that the voicing task lasted for about 2.3 min and 

the aspiration task lasted for about 1.5 min. Task order was 

counter- balanced across participants.

2.5 | EEG data acquisition

The electroencephalogram was continuously recorded at a 

sampling rate of 512 Hz with a band- pass filter of 0–102.4 Hz 

using a Biosemi amplifier system (Amsterdam, BioSemi 

Active 2) with 32 active Ag/Cl electrodes (Biosemi Pintype) 

located at standard positions according to the international 

10/20 System (Jasper, 1958). The electro- oculogram was re-

corded from flat- type active electrodes placed 1 cm to the 

left and right of the external canthi, and from an electrode 

beneath the right eye. Two additional electrodes were placed 

on the left and right mastoids. Electrode impedance was 

kept below 5 kΩ. EEG data were analysed using the Brain 

Vision Analyzer software (Version 1.05.0005 & Version 

2.1.0; Brain Products, Gmbh). All data were re- referenced 

off- line to the averaged left and right mastoids, filtered with 

a bandpass filter from 0.1 to 30 Hz (slope of 12 dB/oct), and 
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independent component analysis (ICA) and inverse ICA 

were used to identify and remove components associated 

with vertical and horizontal ocular movements. At last, DC- 

detrend and removal of artifacts above a gradient criterion 

of 10 μV/ms or a max- min criterion of 100 μV over the en-

tire epoch were applied automatically. For each participant, 

ERPs were time- locked to syllable onset, segmented into 

1200 ms epochs, including a 200 ms baseline and averaged 

for each phoneme (i.e., /b/, /p/ and /ph/ for the voicing task, 

/p/ and /ph/ for the aspiration task). Individual averages were 

then averaged together to obtain the grand average across all 

participants.

2.6 | Statistical analyses

Repeated measures Analyses of Variance (ANOVAs) were 

used to analyse error rates (ERRs) and reaction times (RTs) 

in the categorisation tasks (factors are specified below), and 

post hoc Tukey tests (reducing the probability of Type I er-

rors) were used to determine the origin of significant main ef-

fects and interactions. Based on ERRs, three outliers (2 MUS 

and 1 NM, ± 2 SD away from the mean) were excluded from 

further analyses, resulting in 14 MUS and 14 NM. For ERPs, 

only trials for correct responses were analysed for nine repre-

sentative electrodes (i.e., F3, Fz, F4, C3, Cz, C4, P3, Pz, P4). 

One participant had on average 25 accepted trials (range 22–

29) per condition and task. As for behaviour, ANOVAs were 

computed (factors are specified below) and post hoc Tukey 

tests were used to determine the origin of significant main 

effects and interactions. Based on typical latency bands used 

in the literature and on visual inspection of the data, mean 

amplitude values were computed (using Brain Analyzer 1 

software) within 100 ms time windows centred on the ERP 

components of interest: N200 (250–350 ms) and P300 (350–

450 ms). At last, post hoc correlation analyses (i.e., Pearson, 

one- tailed) were computed between the number of years and 

the age of onset of music training, on one side, and behav-

ioural data (i.e., error rates) as well as N200 and P300 am-

plitudes in the voicing and aspiration tasks, on the other side. 

Correlations were corrected for multiple comparisons using 

the Bonferroni procedure (Bonferroni- corrected p- value for 

6 tests = 0.009).

3 |  RESULTS

3.1 | Screening measures

Results of univariate ANOVAs showed no significant 

between- group differences regarding general reasoning 

abilities (i.e., progressive matrices, PM47; F(1, 26) = 2.10, 

p = 0.16) and working memory (reverse digit span: F(1, 

26) = 2.77, p = 0.11), but a trend towards better auditory/

verbal short- term memory (direct digit span: F(1, 26) = 3.73, 

p = 0.07) and visual attention (F(1, 26) = 3.64, p = 0.07) in 

musicians than in nonmusicians.

3.2 | Musical aptitude

Results of an ANOVA including Group (MUS vs. NM) as 

between- subjects factor and Task (Melody vs. Rhythm) as 

within- subjects factor showed that MUS made fewer er-

rors (6.6%) than NM (17.1%, main effect of Group: F(1, 

26) = 12.02, p = 0.002). The main effect of Task and the 

Group × Task interaction were not significant.

3.3 | Behaviour

For ERRs, results of an ANOVA including Group (MUS 

vs. NM) as a between- subjects factor, and Task (Voicing vs. 

Aspiration) and Phoneme (/p/ vs. /ph/) as within- subjects fac-

tors showed that MUS (8.6%) made overall fewer errors com-

pared to NM (17.4%; main effect of Group: F(1,26) = 11.15, 

p = 0.003). Moreover, while musicians outperformed non-

musicians in the aspiration task (MUS: 6.6%; NM: 22.7%; 

Tukey, p < 0.001), no between- group difference was found in 

the voicing task (MUS: 10.6%; NM: 12.1%; Tukey, p = 0.97; 

Group × Task interaction: F(1,26) = 13.68, p = 0.001; see 

Figure 1). At last, all participants made fewer errors to /

ph/ (2.6%) than to /p/ (20.1%) in the voicing task (Tukey, 

p < 0.001) and more errors to /ph/ (19.5%) than to /p/ (9.8%) 

in the aspiration task (Tukey, p < 0.001; Phoneme × Task 

interaction: F(1,26) = 105.39, p < 0.001). No main effect of 

Task was obtained.

For RTs, results of an ANOVA including the same fac-

tors as for ERRs showed that MUS (574 ms) were not faster 

than NM (622 ms; no main effect of Group), but with a trend 

for the influence of music training to be larger in the aspira-

tion task (MUS: 578 ms; NM: 657 ms) than in the voicing 

task (MUS: 571 ms; NM: 588 ms; Group × Task interaction: 

F(1,26) = 3.89, p = 0.06; see Figure 1). In addition, all partic-

ipants were faster to /ph/ (562 ms) than to /p/ (597 ms) in the 

voicing task (Tukey, p = 0.002), with no differences in the 

aspiration task (/ph/: 626 ms, /p/: 609 ms; Tukey, p = 0.25; 

Phoneme × Task interaction: F(1,26) = 17.54, p < 0.001). At 

last, RTs were faster in the voicing task (580 ms) than in the 

aspiration task (617 ms; main effect of Task: F(1,26) = 5.89, 

p = 0.02).

3.4 | Electrophysiological data

Each ERP component was analysed separately using 

ANOVAs that included Group (MUS vs. NM) as a between- 

subjects factor, and Task (Voicing vs. Aspiration) and 

Phoneme (/p/ vs. /ph/) as within- subjects factors together 

with Laterality [(Left (F3, C3, P3) vs. Midline (Fz, Cz, Pz) 

vs. Right (F4, C4, P4)] and Anterior/Posterior dimension 
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[(Frontal (F3, Fz, F4) vs. Central (C3, Cz, C4) vs. Parietal 

(P3, Pz, P4)]. To simplify results presentation, Laterality or 

Anterior/Posterior effects are only reported when they in-

teracted with the factors of main interest (Group, Task or 

Phoneme).

N200 (250–350 ms) results showed smaller N200 in MUS 

(0.50 μV, SD = 0.94) than in NM (−2.09 μV, SD = 0.93; 

main effect of Group: F(1,26) = 6.28, p = 0.02). Moreover, 

both the Group × Phoneme × Anterior/Posterior and the Gr

oup × Task × Phoneme × Laterality × Anterior/Posterior 

interactions were significant (F(2,52) = 5.17, p = 0.009, and 

F(4,104) = 3.02, p = 0.02, respectively). Separate ANOVAs 

(2 Groups × 2 Phonemes × 3 Laterality × 3 Anterior/

Posterior) were computed for each task. In the voicing 

task, the N200 was larger in amplitude to /p/ (−1.50 μV, 

SD = 2.08) than to /ph/ (−0.10 μV, SD = 2.14; main effect 

of Phoneme: F(1,26) = 9.16, p = 0.006) with no significant 

group differences (no Group × Phoneme interaction; see 

Figures 2a and 3a). By contrast, in the aspiration task, only 

MUS showed significantly larger N200 to /p/ (0.05 μV, 

SD = 2.41) than to /ph/ (3.19 μV, SD = 2.71; Tukey, 

p < 0.001) with no difference between /p/ (−1.57 μV, 

SD = 2.41) and /ph/ in NM (−.63 μV, SD = 2.71; Tukey, 

p = 0.51; Group x Phoneme interaction: F(1,26) = 5.34, 

p = 0.03; see Figures 2b and 3a).

P300 (350–450 ms) results showed larger P300 in 

MUS (1.53 μV, SD = 0.83) than in NM (−1.25 μV, 

SD = 0.83; main effect of Group: F(1,26) = 5.61, 

p = 0.03). This between- group difference was significant 

over central (MUS: 1.75 μV, SD = 2.99; NM: −1.47 μV, 

SD = 3.00; Tukey, p = 0.05) and parietal sites (MUS: 

3.40 μV, SD = 3.23; NM: −0.20 μV, SD = 3.20; Tukey, 

p = 0.01) but not over frontal sites (MUS: −0.55 μV, 

SD = 2.92; NM: −2.07 μV, SD = 2.90; Tukey, p = 0.82; 

Group × Anterior/Posterior interaction: F(2,52) = 4.63, 

p = 0.01). Moreover, MUS showed significantly smaller 

P300 to /p/ (0.89 μV, SD = 3.75) than to /ph/ (2.17 μV, 

SD = 3.47; Tukey, p = 0.01) with no difference between 

/p/ (−1.15 μV, SD = 3.75) and /ph/ in NM (−1.35 μV, 

SD = 3.47; Tukey, p = 0.95; Group × Phoneme inter-

action: F(1,26) = 7.69, p = 0.01). At last, both the Group 

x Phoneme × Anterior/Posterior and the Group × Ta

sk × Phoneme × Laterality × Anterior/Posterior in-

teractions were significant (F(2,52) = 5.97, p = 0.005, 

and F(4,104) = 3.83, p = 0.006, respectively). Separate 

ANOVAs (2 Groups × 2 Phonemes × 3 Laterality × 3 

Anterior/Posterior) were computed for each task. In the 

voicing task, the P300 was smaller in amplitude to /p/ 

(−0.90 μV, SD = 2.39) than to /ph/ (−0.02 μV, SD = 2.34; 

main effect of Phoneme: F(1,26) = 6.58, p = 0.02) with 

no significant group difference (no Group × Phoneme 

interaction; see Figures 2a and 3b). By contrast, in the 

aspiration task, only MUS showed significantly smaller 

P300 over centro- parietal sites to /p/ (central: 1.81 μV, 

F I G U R E  1  Scatterplots of paired 

observations (/p/ and /ph/) are illustrated for 

error rates (ERRs, percentages of error, first 

row) and reaction times (RTs, milliseconds, 

second row) separately for the voicing (left) 

and aspiration tasks (right). Musicians 

(MUS) are illustrated with squares and 

nonmusicians (NM) with circles. Trend 

curves are shown with dotted lines
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SD = 1.55, parietal: 3.43 μV, SD = 1.75) than to /ph/ 

(central: 3.09 μV, SD = 1.34; parietal: 4.78, SD = 1.43; 

Tukey, p = 0.03 and p = 0.02, respectively) with no 

difference between /p/ (central: −0.56 μV, SD = 1.55; 

parietal: 0.83, SD = 1.75) and /ph/ in NM (central: 

−1.36 μV, SD = 1.34; parietal: −0.33, SD = 1.43; 

Group × Phoneme × Anterior/Posterior interaction: 

F(2,52) = 4.38, p = 0.02; see Figures 2b and 3b).

3.5 | Correlations between musical 
expertise, behavioural data and brain activity

No significant correlations were obtained when consider-

ing age of onset of music training, or the behavioural data. 

However, the number of years of music training was sig-

nificantly correlated with N200 amplitude to /ph/ sylla-

bles in both the voicing and aspiration tasks (r(14) = 0.67, 

p = 0.004 and r(14) = 0.65, p = 0.005, respectively; one- 

tailed, Bonferroni- corrected). In both cases, N200 de-

creased in amplitude with increasing numbers of training 

years (see Figure 4).

4 |  DISCUSSION

By comparing French professional musicians and nonmusi-

cians, and by analysing both behaviour and brain electrical 

activity, the aim of this study was to examine both the impact 

of musical expertise and of the task at hand on the categorisa-

tion of phonemes that did (/p/) or did not (/ph/) belong to the 

French repertoire. In particular, our main hypothesis was that 

the influence of musical expertise would be larger in the as-

piration task that required fine discrimination between a na-

tive (/p/) and a nonnative (/ph/) phoneme than in the voicing 

task that required to discriminate native /b/ and /p/ phonemes, 

with /ph/ most likely assimilated to /p/.

Both behavioural and electrophysiological results 

were in line with these hypotheses. The between- group 

differences on the error rates were significant in the as-

piration task but not in the voicing task with a similar 

trend for RTs. By showing that the discrimination of 

native and nonnative phonemes in the aspiration task is 

enhanced in musicians compared to nonmusicians, these 

F I G U R E  2  ERPs recorded at frontal (Fz), central (Cz) and parietal sites (Pz) are shown for the voicing task (a, left) and aspiration task (b, 

right). Averages across syllables starting with /p/ or /ph/ are overlapped for musicians (MUS) and for nonmusicians (NM). Time in milliseconds is 

in abscissa and the amplitude of the effects in microvolt is in ordinate. Time zero corresponds to syllable onset and negativity is plotted upwards. 

Latency windows for statistical analyses are indicated with dotted lines and the level of significance is represented by stars with *p < 0.05, 

**p < 0.01 and ***p < 0.001
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results extend previous findings in the literature show-

ing that musical expertise improves consonant and vowel 

perception (Chobert et al., 2014; Elmer et al., 2012; 

Kühnis et al., 2013; Marie, Delogu et al., 2011; Marie, 

Magne, et al., 2011 Musacchia et al., 2007; Sadakata & 

Sekiyama, 2011; Tervaniemi et al., 2009; Wong et al., 

2007), processing of linguistic prosody (Magne, Schön, & 

Besson, 2006; Schön et al., 2004) and of emotional pros-

ody (Lima & Castro, 2011) as well as categorical percep-

tion of vowels (Bidelman & Alain, 2015; Bidelman et al., 

2014). These results are also in line with recent findings 

showing that, compared to nonmusicians, French musi-

cians may compensate for the lack of experience with 

English phonemes (e.g., [ðæ]) by strengthening the en-

coding of acoustic information at the subcortical level 

(Intartaglia, White- Schwoch, Kraus, & Schön, 2017). At 

last, the finding of no between- group differences when 

participants were asked to discriminate two native pho-

nemes in the voicing task is also in line with previous 

results showing no effect of musical expertise when the 

discrimination contrast is easy to perceive and does not 

require fine- grained auditory perception (Elmer et al., 

2012; Schön et al., 2004).

By showing that the musicians’ advantage depends upon 

the task at hand, our results support the ASP model proposed 

by Strange (2011) following which different selective process-

ing routines are called into play depending upon the experi-

mental context and the task to be performed on the stimuli. 

Thus, musicians outperformed nonmusicians in the aspiration 

task that, following the ASP model, required costly, effortful 

phonetic routines to discriminate a nonnative /ph/ from a na-

tive /p/ phoneme. By contrast, no between- group differences 

were found in the voicing task that required phonological rou-

tines that are automatically called into play, with no difference 

between musicians and nonmusicians. This is not to say that 

differences between musicians and nonmusicians cannot be 

found when automatic, preattentive processing is involved, 

as demonstrated in many experiments using the Mismatch 

Negativity (Kujala, Tervaniemi, & Schröger, 2007). However, 

when the task is very easy because it requires categorisation 

F I G U R E  4  Correlations between 

the number of years of music training and 

N200 amplitude to /ph/ are illustrated for 

professional musicians in the voicing (left) 

and aspiration tasks (right). Dotted lines 

represent the 95% confidence interval of 

the correlation line

F I G U R E  3  Topographic voltage 

distribution maps of the difference between 

the two syllables (/ph/ minus /p/) are 

illustrated for (a) the N200 and (b) the P300 

separately for the voicing and aspiration 

tasks, as well as for musicians (MUS) and 

nonmusicians (NM). Voltage values are 

scaled from −1 to +5 μV
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of native phonemes in their respective categories, nonmusi-

cians are expected to perform comparably to musicians.

It is interesting that analyses of the brain electrical 

activity in musicians and in nonmusicians allow us to go 

one step further in the interpretation of the results. Let us 

first consider results in the voicing task. In this task and in 

line with the predictions derived from PAM (Best & Tyler, 

2007) and from the ASP model (Strange, 2011), N200 

components were qualitatively similar for both the native 

/p/ and the nonnative /ph/ phonemes in both musicians and 

nonmusicians with no significant between- group differ-

ences (see Figures 2 and 3). This is taken as evidence that 

qualitatively similar phonological routines were automati-

cally involved to categorise the two phonemes. However, 

results in the voicing task also revealed quantitative dif-

ferences with smaller N200 amplitude and lower error 

rate to /ph/ than to /p/. These results seem to go against 

the predictions from PAM (Best & Tyler, 2007) of no or 

small differences between /p/ and /ph/; rather they show 

differences in N200 amplitude that may reflect the fact 

that /p/ and /ph/ are processed differently. A possible inter-

pretation of these results is linked to the relative position 

of /p/ and /ph/ compared to /b/ on the voicing continuum. 

Because /b/ (VOT = −144 ms) and /ph/ (VOT = 77 ms) 

were located at extreme positions of the continuum, they 

were easily discriminable from each other. By contrast, /p/ 

(VOT = 3 ms) was more difficult to discriminate because 

of its intermediate VOT value between /b/ and /ph/. In other 

words, these results suggest that the inclusion of nonna-

tive phonemes is shifting the category boundary between 

/b/ and /p/ (in French typically around 0 ms) towards more 

positive values (VOT for /ph/: 77 ms) so that the native /p/ 

is more difficult to categorise than the nonnative /ph/ pho-

neme. Such an interpretation would also be in line with 

the Auditory Enhancement Theory (Diehl & Kluender, 

1989; Kluender, 1994) following which the redundancy 

of the cues to perceived contrasts predicts that certain fea-

tures will enhance the perceptibility of others. In our case, 

spread glottis which is a feature used for the production of 

aspirated sounds (in our case /ph/) is a secondary enhancing 

cue to voiceless sounds (in our case /p/), because opening 

at the glottal level makes it impossible for the vocal folds 

to vibrate. This additional cue possibly facilitated the cate-

gorisation of /ph/ compared to /p/. Insofar as the amplitude 

of the N200 component is smaller to items that are easier to 

categorise (Patel & Azzam, 2005), this interpretation also 

accounts for the smaller N200 to /ph/ than to /p/ phonemes.

Turning to the aspiration task and in contrast to the voic-

ing task, qualitatively different processes, as reflected in the 

ERPs, seem to be involved for musicians and nonmusicians. 

The N200 was larger to the native phoneme /p/ than to the 

nonnative /ph/ phoneme in musicians but not in nonmusicians 

(see Figures 2 and 3). In line with the ASP model (Strange, 

2011), we interpret this finding as showing that the native /p/ 

phoneme is categorised within a native phonemic category 

using phonological routines, while the nonnative /ph/ pho-

neme is discriminated from /p/ using phonetic routines but is 

not categorised into a phonemic category. For nonmusicians, 

results are quite different from musicians, with no significant 

difference in N200 amplitude to both /p/ and /ph/ (as in the 

voicing task). In line with the higher error rates in nonmusi-

cians than in musicians, these findings support the interpre-

tation that nonmusicians are less sensitive than musicians to 

the acoustic difference between allophones of /p/ and /ph/ that 

were used as stimuli in our task.

Note, however, that another interpretation of the results 

in the aspiration task needs to be considered in terms of cat-

egorisation and decision- related processes. Based on their 

enhanced auditory perception (e.g., Micheyl, Delhommeau, 

Perrot, & Oxenham, 2006), musicians possibly discriminated 

nonnative /ph/ and native /p/ phonemes more easily and with 

higher confidence in their judgement than nonmusicians, as 

reflected by larger P300 components to /ph/ than to /p/ in mu-

sicians but not in nonmusicians (see Figure 2). As P300 com-

ponents over centro- parietal sites started to develop in the 

same latency band as the N200 (250–350 ms) and lasted until 

450 ms poststimulus onset, the two components possibly 

overlapped, thereby reducing N200 amplitude. This interpre-

tation is also in line with the correlation results showing that 

the N200 to /ph/ decreased in amplitude with increasing num-

bers of training years (see Figure 4). These results are taken 

to show that long- term music training enhances the ability to 

discriminate native from nonnative phonemes in adult life.

In sum, the reduction of N200 amplitude to /ph/ com-

pared to /p/ over centro- parietal sites in musicians would 

reflect the easiness of categorisation and decision- related 

processes based on better auditory perception (Bidelman 

et al., 2014; Musacchia et al., 2007; Strait, Kraus, Parbery- 

Clark, & Ashley, 2010; Wong et al., 2007), rather than the 

impossibility to categorise the nonnative /ph/ into a preex-

isting phonemic category, as proposed above. While these 

two interpretations are difficult to disentangle, the important 

point remains that musical expertise clearly influenced the 

categorisation of nonnative phonemes in the aspiration task 

(larger P300 over parietal sites to /ph/ than to /p/ in musicians 

but not in nonmusicians, see Figure 2) with smaller between- 

group differences in the voicing task (larger P300 to /ph/ than 

to /p/ in both groups).

At last, it should be mentioned that psychometric mea-

surements revealed a trend towards enhanced auditory/verbal 

short- term memory in musicians (p = 0.07). Such a result is 

in line with previous literature showing an influence of musi-

cal expertise on mnemonic functions (George & Coch, 2011; 

Schulze, Zysset, Mueller, Friederici, & Koelsch, 2011). As 

P300 has been related to cognitive workload (Polich, 2007), 

memory- related processes (Friedman & Johnson, 2000) and 
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memory updating (Donchin & Coles, 1988), it is possible 

that the P300 results reflect between- group differences in 

short- term memory. However, two points argue against such 

an interpretation in the present experiment: first, the categori-

sation tasks used here do not require a strong memory com-

ponent but rather accurate auditory perception and focused 

attention. Thus, enhanced P300 amplitude may rather reflect 

enhanced selective attention in musicians compared to non-

musicians (Strait et al., 2015; Wang et al., 2015). Second, if 

short- term memory influenced the musicians’ level of perfor-

mance, this effect should have been found in both tasks and 

for both phonemes, which was not the case.

4.1 | Limitations

One limitation of the present study is that the effects of the 

task discussed above are confounded with the general effects 

of selective attention. In other words, it is difficult to deter-

mine whether the results are best explained by the involvement 

of different modes of perception, phonological in the voicing 

task and phonetic in the aspiration task, or by the focus of at-

tention on different aspects of the stimuli. In the voicing task, 

participants were asked to categorise syllables as /ba/ or /pa/ 

so that attention was oriented towards the discrimination of a 

native contrast. By contrast, in the aspiration task, participants 

were asked to categorise the syllables as /pa/ or as /pha/ so 

that attention was oriented towards discriminating a native /p/ 

from a nonnative /ph/ phoneme. This issue is also important 

in view of psychometric measurements that showed a trend 

towards better attentional function in musicians than in non-

musicians. Future studies should aim at disentangling phono-

logical and phonetic processing differences in musicians and 

nonmusicians from general attention effects by directly com-

paring the processing of native and nonnative phonemes in the 

two groups under passive and attentive listening conditions.

Another limitation is linked to the relatively low number 

of participants in each group (N = 14). However, it is difficult 

to find professional musicians matching our restrictive crite-

ria (e.g. age, sex, music training years, number of languages 

spoken, etc.) who agree to devote a few hours of their precious 

time to participate in experimental research. Nevertheless, as 

the size of the between-condition and between- group differ-

ences were large and significant, we feel confident that our 

findings are reliable (e.g., Friston, 2012).

5 |  CONCLUSIONS

Taken together, both behavioural and electrophysiological 

results concur in showing that musicians are more sensitive 

than nonmusicians to the difference between native and non-

native phonemes but that this between- group difference de-

pends upon the task at hand. These results provide partial 

support to PAM (Best & Tyler, 2007; Tyler et al., 2014). On 

the one hand, N200 amplitude was not significantly differ-

ent for native /p/ and nonnative /ph/ phonemes in the voicing 

task, thereby supporting the hypothesis that /ph/ was assimi-

lated to the native /p/ category. On the other hand, smaller 

N200 amplitude for /ph/ than for /p/ possibly reflected the 

fact that the nonnative phoneme was not completely assimi-

lated to the native /p/ category. These results also provide 

support for the ASP model (Strange, 2011), with a phono-

logical mode of perception involved in the voicing task and 

a phonetic mode required in the aspiration task. In addition, 

these results suggest that increased auditory sensitivity may 

be one of the driving forces behind enhanced phonemic per-

ception in musicians. They are in line with previous work 

showing that musical expertise facilitates the perception and 

pronunciation of foreign linguistic sounds (Delogu, Lampis, 

& Belardinelli, 2010; Gottfried, 2007; Kühnis et al., 2013; 

Milovanov, Pietilä, Tervaniemi, & Esquef, 2010; Sadakata 

& Sekiyama, 2011; Slevc & Miyake, 2006) and possibly 

the learning of foreign languages (Chobert & Besson, 2013; 

Dittinger, Chobert, Ziegler, & Besson, 2017; Dittinger et al., 

2016). Taken together, these results have potentially strong 

societal implications for education because fine perception of 

nonnative phoneme is an important first step in foreign lan-

guage learning. These findings may contribute to foster the 

coupling between music training and second language learn-

ing in elementary schools. At last, they point to the interest 

of measuring both the level of performance in specific tasks 

and the accompanying changes in brain electrical activity 

that provided complementary information highlighting both 

qualitative and quantitative differences.
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Professional Music Training and Novel Word Learning:
From Faster Semantic Encoding to Longer-lasting
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Stefan Elmer2*, and Mireille Besson1*

Abstract

■ On the basis of previous results showing that music training
positively influences different aspects of speech perception and
cognition, the aim of this series of experiments was to test the
hypothesis that adult professional musicians would learn the
meaning of novel words through picture–word associations
more efficiently than controls without music training (i.e., fewer
errors and faster RTs). We also expected musicians to show fas-
ter changes in brain electrical activity than controls, in particular
regarding the N400 component that develops with word learn-
ing. In line with these hypotheses, musicians outperformed
controls in the most difficult semantic task. Moreover, although
a frontally distributed N400 component developed in both
groups of participants after only a few minutes of novel word
learning, in musicians this frontal distribution rapidly shifted

to parietal scalp sites, as typically found for the N400 elicited
by known words. Finally, musicians showed evidence for better
long-term memory for novel words 5 months after the main ex-
perimental session. Results are discussed in terms of cascading
effects from enhanced perception to memory as well as in
terms of multifaceted improvements of cognitive processing
due to music training. To our knowledge, this is the first report
showing that music training influences semantic aspects of lan-
guage processing in adults. These results open new perspec-
tives for education in showing that early music training can
facilitate later foreign language learning. Moreover, the design
used in the present experiment can help to specify the stages of
word learning that are impaired in children and adults with
word learning difficulties. ■

INTRODUCTION

The aim of the present experiment was to examine the
influence of music training on word learning using both
behavioral and electrophysiological measures. On the ba-
sis of the evidence reviewed below, we tested the hy-
pothesis that musicians would be more efficient at
word learning than nonmusicians and that the differ-
ences would be reflected in their pattern of brain waves.
There is strong evidence from previous cross-sectional
studies comparing adult musicians and nonmusicians
that long-term music training promotes brain plasticity
(Münte, Altenmüller, & Jäncke, 2002) in modifying the
functional (Schneider et al., 2002; Pantev et al., 1998)
and structural (Elmer, Hänggi, Meyer, & Jäncke, 2013;
Gaser & Schlaug, 2003; Schneider et al., 2002) architec-
ture of the auditory pathway. Results of longitudinal stud-
ies, mostly in children, showed that music training can be
the cause of the observed effects (François, Chobert,
Besson, & Schön, 2013; Strait, Parbery-Clark, O’Connell,
& Kraus, 2013; Chobert, François, Velay, & Besson, 2012;
Moreno et al., 2011; Hyde et al., 2009; Moreno et al.,
2009). Most importantly for the present purposes, there

is also evidence that music training improves different
aspects of speech processing (for review, see Asaridou &
McQueen, 2013; Besson, Chobert, & Marie, 2011; Kraus &
Chandrasekaran, 2010). These transfer effects possibly
arise because speech and music are auditory signals rely-
ing on similar acoustic cues (i.e., duration, frequency, in-
tensity, and timbre) and because they share, at least in
part, common neuronal substrates for auditory perception
(Peretz, Vuvan, Lagrois, & Armony, 2015; Jäncke, 2009)
and for higher-order cognitive processing (Rogalsky, Rong,
Saberi, & Hickok, 2011; Patel, 2008; Maess, Koelsch,
Gunter, & Friederici, 2001). For instance, music training fa-
cilitates the processing of a variety of segmental (Bidelman,
Weiss, Moreno, & Alain, 2014; Kühnis, Elmer, & Jäncke,
2014; Elmer, Meyer, & Jäncke, 2012; Chobert, Marie,
François, Schön, & Besson, 2011; Musacchia, Sams, Skoe,
&Kraus, 2007) and suprasegmental speech attributes (Marie,
Delogu, Lampis, Olivetti Belardinelli, & Besson, 2011; Wong
& Perrachione, 2007) within native (Schön, Magne, &
Besson, 2004) and nonnative languages (Marques, Moreno,
Castro, & Besson, 2007). Moreover, both musically trained
children (Jentschke & Koelsch, 2009) and adults (Fitzroy &
Sanders, 2013) are more sensitive to violations of linguistic
and music syntax than participants without music training.
Perhaps most importantly, recent results also showed that
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long-term music training positively improves cognitive func-
tions such as auditory attention (Strait, Slater, O’Connell, &
Kraus, 2015), visual attention (Wang, Ossher, & Reuter-
Lorenz, 2015), working and verbal memory (George &
Coch, 2011; Ho, Cheung, & Chan, 2003), executive func-
tions (Zuk, Benjamin, Kenyon, & Gaab, 2014; Moreno
et al., 2011; Pallesen et al., 2010), and general intelligence
(Schellenberg, 2004). These findings are not surprising in-
sofar as playing an instrument at a professional level is a
multidimensional task that, together with specific motor
abilities, requires acute auditory perception and focused at-
tention, code switching between the visual information on
the score and the corresponding sounds, as well as the abil-
ity tomaintain auditory information in short- and long-term
memory. Taken together, these results are in line with dy-
namic models of human cognition (Friederici & Singer,
2015; Hagoort, 2014) positing that language—and possibly
music—are processed in interaction with other cognitive
functions.
Similar to playing music, word learning is also a multi-

dimensional task requiring both perceptive and higher-
order cognitive abilities. Let us take the example of Thai.
Thai is a tonal and a quantitative language that mainly
comprises monosyllabic words (as Mandarin Chinese
and other tonal languages) and in which both tonal (i.e.,
five tones) and vowel length contrasts are linguistically rel-
evant for understanding word meaning (e.g., /pa1/ low
tone with a short vowel means “to find” and /pa:1/ low
tone with a long vowel means “forest”; Gandour et al.,
2002). Thus, when it comes to learn novel words in Thai,
the learner has to focus attention on the acoustic stream
to discriminate spectral and temporal phonetic contrasts
and to build new phonological representations that can
then be associated with lexical meaning by recruiting
working, short-term, episodic, and semantic memory pro-
cesses. Thus, if music skills translate into improved audi-
tory perception and attention together with enhanced
working and verbal memory, it should be easier for musi-
cians to learn a language such as Thai.
The ERP method is one of the most eligible methods

to capture the fast temporal dynamics of word learning
and to examine brain plasticity, as reflected by changes
in the amplitude and/or latency of ERP components dur-
ing learning. Previous results in adults have shown that
the N400, a negative-going component that typically de-
velops between 300 and 600 msec poststimulus onset
(Kutas & Hillyard, 1980), increases in amplitude when
meaningless items acquired meaning. Specifically, results
showed N400 enhancements in native English speakers
after 14 hr of learning the meaning of novel French
words (McLaughlin, Osterhout, & Kim, 2004) and after
45 min of learning the meaning of rare words (e.g., “clow-
der”; Perfetti, Wlotko, & Hart, 2005). Moreover, if a novel
word (Borovsky, Elman, & Kutas, 2012; Borovsky, Kutas,
& Elman, 2010; Mestres-Missé, Rodriguez-Fornells, &
Münte, 2007) or pseudoword (Batterink & Neville,
2011) is presented in a strongly constrained and mean-

ingful context, even a single exposure can be sufficient
to build up initial word representations, an effect referred
to as “fast mapping” (Carey, 1978). An incubation-like pe-
riod and further exposures are then required for consol-
idation and integration into existing lexical networks
(Dumay & Gaskell, 2007). Thus, the N400 is taken as a
reliable index of word learning, reflecting the formation
of semantic representations.

Note though that the N400 component at the core of
the above-mentioned experiments clearly showed a more
frontal scalp distribution (Borovsky et al., 2010; Mestres-
Missé et al., 2007) than the centroparietal N400 typically
elicited by already known words (Kutas, Van Petten, &
Besson, 1988). This frontal N400 distribution is compati-
ble with results showing that prefrontal and temporal
brain regions are associated with the maintenance of novel
information in working or short-term memory and the for-
mation of new associations (Hagoort, 2014) and/or with
the initial building-up of word representations in episodic
memory (Rodriguez-Fornells, Cunillera, Mestres-Missé, &
De Diego-Balaguer, 2009; Wagner et al., 1998).

As mentioned above, most studies of music-to-language
transfer effects have focused on segmental, suprasegmen-
tal, and syntactic processing levels. On the basis of the re-
sults on word learning reviewed above, this study aimed at
going a step further so as to determine whether profes-
sional music training would also influence the semantic
level of processing, most often considered as language-
specific (but see Koelsch et al., 2004) by facilitating the
learning process of novel word meaning. The general hy-
pothesis was that the optimization of perceptual and cog-
nitive functions in professional musicians would positively
influence the speed and quality of word learning as re-
flected by a behavioral advantage for musicians (i.e., lower
error rates [ERRs] and faster RTs). Moreover, based on the
ERPs and word learning literature (Borovsky et al., 2010,
2012; Batterink & Neville, 2011; Mestres-Missé et al.,
2007; Perfetti et al., 2005; McLaughlin et al., 2004), we ex-
pected a frontally distributed N400 component to develop
in all participants during the early stages of novel word
learning. However, if the perceptual and cognitive compu-
tations involved in word learning were facilitated in musi-
cians, the development of the N400 component should be
faster in musicians than in controls in the learning phase.
By contrast, we expected the N400 to show a centroparietal
distribution when novel word learning was consolidated.

To test these general hypotheses, we used an ecolog-
ically valid experimental design inspired by Wong and
Perrachione (2007) and based on a series of four experi-
ments that comprised several tasks performed during
the main experimental session (see Figure 1A–E). First, to
further test the hypothesis of improved auditory speech
discrimination in musicians compared with controls, par-
ticipants performed a phonological categorization task at
the beginning and at the end of the main experimental
session (see Figure 1A and E). On the basis of previous
results showing that musicians are advantaged when
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the discrimination is most difficult (Diamond, 2013; Schön
et al., 2004), we expectedmusicians to outperform controls
in identifying phonemic contrasts that are not relevant for
lexical discrimination in French. Moreover, based on previ-
ous literature reporting that the N100 component reflects
encoding of auditory cues in the auditory-related cortex
(Kühnis et al., 2014) and is influenced by auditory attention
and perceptual learning (Seppänen, Hämäläinen, Pesonen,
& Tervaniemi, 2012; Woldorff & Hillyard, 1991), we ex-
pected this behavioral advantage to be accompanied by
an increased N100 amplitude in musicians.

Second, participants were asked to learn the meaning
of the novel words through picture–word associations
(see Figure 1B), a design that has often been used in word
learning experiments in children (Friedrich & Friederici,
2008; Torkildsen et al., 2008) and in adults (Dobel,
Lagemann, & Zwitserlood, 2009). No behavioral response
was required during this word learning phase, but ERPs
were recorded to test the main hypothesis that frontally
distributed N400 components would develop in both
groups of participants (François et al., 2013; Borovsky
et al., 2010; Rodriguez-Fornells et al., 2009) but with faster
temporal dynamics in musicians than in controls.

Third, to test for the efficacy of the learning phase, par-
ticipants performed a matching task and were asked to
decide whether a picture–word pair matched or mis-
matched the previously learned pairs (see Figure 1C).
Fourth, an important aspect was to determine whether
word learning was specific to the picture–word pairs
learned during the word learning phase or whether the
meaning of the newly learned words was already integrated
into semantic networks so that priming effects generalized
to new pictures. To this end, participants performed a se-
mantic task during which novel pictures that had not been
seen in the previous tasks were presented. They were
asked to decide whether the picture and the word were
semantically related or unrelated (see Figure 1D). In both
the matching and the semantic tasks and in both groups
of participants, we predicted that N400 amplitudes would
be larger for mismatch and semantically unrelated words
than for match and semantically related words (i.e., the typ-
ical N400 effect; Kutas & Hillyard, 1980), thereby showing
that participants had learned the meaning of the novel
words. Moreover, if the novel words’ meanings were
already integrated into existing semantic networks at the
end of the word learning phase (Borovsky et al., 2012;

Figure 1. Experimental design. Participants performed a series of tasks in the main experimental session (A–E): First, in the phonological categorization
task (A), nine natural Thai monosyllabic words had to be categorized based on voicing (Task 1), vowel length (Task 2), pitch (Task 3), or aspiration
contrasts (Task 4). Second, in the word learning phase (B), each word was paired with its respective picture. This phase included two separate blocks of
trials. Third, in the matching task (C), the words were presented with one of the pictures, either matching or mismatching the previously learned
associations. This task included two separate blocks of trials. Fourth, in the semantic task (D), the words were presented with novel pictures that were
either semantically related or unrelated to the novel words. Again, this task included two separate blocks of trials. Fifth, participants did again the four
tasks of the phonological categorization task (E). Finally, participants came back 5 months after the main session to perform again the matching and
semantic tasks (F).
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Batterink & Neville, 2011), we expected the N400 effect
(mismatching–matching and unrelated–related words) in
the matching and semantic tasks to show the centroparie-
tal distribution typically found for already known words
(Kutas et al., 1988). Of main interest was to specify the spa-
tiotemporal dynamics of the N400 effect in musicians and
in nonmusicians. Finally, if we were to find that music train-
ing influenced word learning, then we expected musical
ability to be positively correlated with word learning effi-
cacy, as reflected by behavioral measures and/or the
N400 effect in the matching and semantic tasks.
Finally, a subset of the participants was behaviorally re-

tested after 5 months (see Figure 1F) in the matching and
semantic tasks to evaluate the maintenance of novel
words in long-term memory. It was of interest to deter-
mine whether the behavioral advantages of musicians in
a variety of cognitive domains, as reviewed above, extend
to long-term memory. To the best of our knowledge, this
aspect has not yet been investigated.
In summary, this experimental design is relevant for

specifying whether music expertise influences the se-
mantic level of speech processing, an issue that, to our
knowledge, has not been addressed before. By analyzing
ERPs, we aimed at better understanding the dynamics of
word learning, how fast semantic processes develop, and
whether and how the N400 is influenced by music train-
ing. Showing that long-term music training with an early
start (as it is most often the case in professional musi-
cians) may facilitate foreign language learning later in life
should add evidence to the claim that music training has
important societal consequences for education (Besson
et al., 2011; Kraus & Chandrasekaran, 2010). Finally, this
experimental design is of potential interest for clinical re-
search: using several different tasks that call upon several
perceptual and cognitive functions (phonological catego-
rization, formation of picture–word associations, main-
taining these associations in short-term and long-term
memory and generalization of learning effects) within
the same patient may help specify the processing stages
that are deficient in adults or children with language
learning disorders.

METHODS

Participants

A total of 30 participants with 15 professional musicians
(MUS, eight women) and 15 controls without formal mu-
sic training (nonmusicians, NM, eight women) but in-
volved in a regular leisure activity (e.g., sports, dance,
theater) were paid to participate in the experimental ses-
sion lasting for 2.5 hr (including the application of the
Electrocap, psychometric measurements, and experimen-
tal tasks). The two groups did not differ in age (MUS:
mean age = 25.1 years, age range = 19–30, SD = 3.9;
NM: mean age = 25.7 years, age range = 19–33, SD =
4.8; F(1, 28) = 0.02, p = .68). All participants were native

French speakers, had comparable education levels (uni-
versity degree) and socioeconomic background (criteria
of the National Institute of Statistics and Economic Stud-
ies; MUS: 4.4; NM: 4.9; F(1, 28) = 1.45, p = .24), and re-
ported no past or current audiological or neurological
deficits. MUS practiced their instruments for an average
of 17 years (range = 11–24, SD = 4.1) and the musician
group included three pianists, two accordionists, four vio-
linists, one cellist, two guitarists, one hornist, one tubist,
and one flautist. None of the participants was bilingual,
but all spoke English as a second language and most par-
ticipants (except for 1 MUS and 3 NM) had a rudimentary
knowledge of a third language that was neither tonal nor
quantitative. The study was conducted in accordance with
the Helsinki declaration, and all participants gave their in-
formed consent before enrolling in the experiment.

Screening Measures

Cognitive Ability

Standardized psychometric tests were used to examine
short-term and working memory (forward and reverse
Digit Span, WISC-IV; Wechsler, 2003), visual attention
(NEPSY from Korkman, Kirk, & Kemp, 1998) and non-
verbal general intelligence (progressive matrices, PM47;
Raven, Corporation, & Lewis, 1962).

Musical Aptitude

Participants performed two musicality tests (adapted
from the MBEA battery; Peretz, Champod, & Hyde,
2003) consisting in judging whether pairs of piano melo-
dies were same or different, based either on melodic or
on rhythmic information.

Experimental Stimuli

Auditory Stimuli

Nine natural Thai monosyllabic words were selected for
the experiment: /ba1/, /pa1/, /pha1/, /ba:1/, /pa:1/, /pha:1/,
/ba:0/, /pa:0/, /pha:0/.1 These words varied in vowel dura-
tion, with short (/ba1/, /pa1/ and /pha1/; 261 msec on
average) and long vowels (/ba:1/, /pa:1/, /pha:1/, /ba:0/,
/pa:0/ and /pha:0/; 531 msec on average), and in
fundamental frequency, with low-tone (/ba1/, /pa1/,
/pha1/, /ba:1/, /pa:1/ and /pha:1/; F0 = 175 Hz on average)
and midtone vowels (/ba:0/, /pa:0/ and /pha:0/; F0 = 218 Hz
on average). Furthermore, words contained voicing
contrasts (/ba1/, /ba:1/ and /ba:0/, VOT = −144 msec vs.
/pa1/, /pa:1/ and /pa:0/, VOT = 3 msec) as well as aspiration
contrasts (/pa1/, /pa:1/ and /pa:0/, VOT = 3 msec vs. /pha1/,
/pha:1/ and /pha:0/, VOT= 77msec).2 Stimuli were recorded
by a female Thai–French bilingual, ensuring that all words
were produced naturally. For each word, five versions were
digitally recorded to reproduce natural speech variability.
Sound pressure level was normalized across all words to
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a mean level of 70 dB by using Praat software (Boersma
& Weenink, 2011).

Visual Stimuli

For the learning phase, nine pictures representing famil-
iar objects (i.e., bear, flower, key, chair, bell, eye, strawberry,
train, glass) were selected based on the standardized set of
260 pictures (that are matched for name and image agree-
ment, familiarity, and visual complexity) built by Snodgrass
and Vanderwart (1980).3 The same pictures as in the learn-
ing phase were then presented in the matching task. For
the semantic task, 54 new pictures that the participants
had not seen before in the experiment and that were se-
mantically related or unrelated to themeaning of the newly
learned words were chosen from the Internet by two of the
authors (ED and MB). Students from our university (n =
60; age range= 19–25 years) were asked to rate the seman-
tic relatedness between new and old pictures (that is, those
previously presented during the word learning phase). Half
of the presented pairs were semantically related and the
other half were semantically unrelated, and this was con-
firmed by the students’ ratings.

Experimental Tasks

Participants were tested individually in a quiet experimen-
tal room (i.e., Faraday cage), where they sat in a comfort-
able chair at about 1 m from a computer screen. Auditory
stimuli were presented through HiFi headphones (HD590,
Sennheiser Electronic GmBH, Wedemark, Germany) at
70-dB sound pressure level. Visual and auditory stimuli
presentation as well as the collection of behavioral data
were controlled by Presentation software (Version 11.0,
Neurobehavioral Systems, Berkeley CA).

Main Experimental Session (See Figure 1A–E)

Phonological categorization task. At the beginning
and at the end of the experiment, participants performed
four different phonological tasks that lasted for 2.3 min
each. All nine Thai monosyllabic words were presented
in each task, but participants were asked to categorize
them based upon different features in each task: (1) the
voicing contrast (e.g., /ba1/ vs. /pa1/), (2) the vowel length
(e.g., short: /ba1/ vs. long /ba:1/), (3) pitch (e.g., low: /pa:1/
vs. high: /ba:0/), and (4) the aspiration contrast (e.g., /pa1/
vs. /pha1/; see Figure 1A and E). For each task, the contrast
was visually represented on the left (e.g., “short” with a
short line) and right (e.g., “long” with a long line) half of
the screen and participants had to press one of two re-
sponse buttons according to the correct side (e.g., left
one for short and right one for long vowels), as quickly and
accurately as possible. Each word was presented 10 times
in a pseudorandomized order with the constraints of no
immediate repetition of the same word and no more

than four successive same responses. Task order and re-
sponse side were counterbalanced across participants.

Word learning phase. Participants were asked to learn
the meaning of each word previously presented in the
phonological categorization task using picture–word as-
sociations. For instance, a drawing of a bear was followed
by the auditory presentation of the word /ba1/, and thus,
/ba1/ was the word for bear in our “foreign” language
(see Figure 1B). Each of the nine picture–word pairs
was presented 20 times, resulting in 180 trials that were
pseudorandomly presented (i.e., no immediate repeti-
tion of the same association) in two blocks of 3 min each.
The picture was presented first and then followed after
750 msec by one of the nine words. Total trial duration
was 2000 msec. Two different lists were built, so that
across participants different pictures were associated
with different words. No behavioral response was re-
quired from the participants but they were told that sub-
sequent tests would evaluate whether they learned the
meaning of the novel words.

Matching task. One of the nine pictures was presented,
followed after 750 msec by an auditory word that
matched or mismatched the associations previously
learned in the word learning phase. For instance, where-
as the drawing of a bear followed by /ba1/ (i.e., bear) was
a match, the drawing of a strawberry followed by /ba1/
was a mismatch (see Figure 1C). Participants were asked
to press one of two response keys accordingly, as quickly
and accurately as possible. Response hand was counter-
balanced across participants. At the end of the trial, a row
of XXXX appeared on the screen, and participants were
asked to blink during this time period (1000 msec; total
trial duration: 3750 msec) to minimize eye movement
artifacts during word presentation. Each word was pre-
sented 20 times, half in match condition and half in mis-
match condition. The total of 180 trials was pseudorandomly
presented (i.e., no immediate repetition of the same asso-
ciation and no more than four successive same responses)
within two blocks of 5.6 min each.

Semantic task. One of the new pictures was presented,
followed after 1500 msec by an auditory word that was
semantically related or unrelated. For instance, although
the picture of a lock was semantically related to the pre-
viously learned word /pa:1/ (i.e., “key”), the picture of a
strawberry cake was semantically unrelated to /pa:1/ (see
Figure 1D). Participants were asked to press one of two
response keys accordingly, as quickly and accurately as
possible. A familiarization task including four trials was
administrated before starting the task. Response hand
was counterbalanced across participants. At the end of
the trial, a row of XXXX appeared on the screen, and par-
ticipants were asked to blink during this time period
(1000 msec; total trial duration = 4500 msec). Each word
was presented 12 times, but none of the new pictures
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were repeated, so that on each trial the word was associated
with a different related or unrelated picture. Half of the
picture–word pairs were semantically related, and half
were semantically unrelated. A total of 108 trials was pre-
sented pseudorandomly (i.e., no immediate repetition of
the same association and no more than four successive
same responses) within two blocks of 4 min each.

Long-term Memory Session (See Figure 1F)

To test for long-term memory effects on behavior (i.e.,
ERRs and RTs), participants performed again the matching
(always administered first) and semantic tasks 5 months af-
ter the main experimental session (no ERPs were recorded).
Because of a dropout rate of 33%, only 10 participants
were retested in each group. In the matching task, a total
of 270 trials were presented within three blocks. In the
semantic task, a total of 216 trials were presented in two
blocks (with a short pause within each block).

EEG Data Acquisition

The EEG was continuously recorded at a sampling rate of
512 Hz with a band-pass filter of 0–102.4 Hz by using a
Biosemi amplifier system (BioSemi Active 2, Amsterdam,
The Netherlands) with 32 active Ag/Cl electrodes (Biosemi
Pintype) located at standard positions according to the
International 10/20 System (Jasper, 1958). The EOGwas re-
corded from flat-type active electrodes placed 1 cm to the
left and right of the external canthi and from an electrode
beneath the right eye. Two additional electrodes were
placed on the left and right mastoids. Electrode imped-
ance was kept below 5 kΩ. EEG data were analyzed using
Brain Vision Analyzer software (Version 1.05.0005 &
Version 2.1.0; Brain Products, München, Germany). All
data were re-referenced offline to the averaged left and
right mastoids, filtered with a bandpass filter from 1 to
30 Hz (slope of 24 dB/oct), and independent component
analysis and inverse independent component analysis
were used to identify and remove components associated
with vertical and horizontal ocular movements. Finally,
DC-detrend and removal of artifacts above a gradient cri-
terion of 10 μV/msec or a max–min criterion of 100 μV
over the entire epoch were applied automatically. For
each participant, ERPs were time-locked to word onset,
segmented into 2700 msec epochs, including a 200-msec
baseline and averaged within each condition. Individual
averages were then averaged together to obtain the grand
average across all participants.

Statistical Analyses

ANOVAs were computed using Statistica software
(Version 12.0, StatSoft, Inc., Tulsa, OK). For ERRs and
RTs, ANOVAs always included Group (MUS vs. NM) as
between-subject factor as well as specific factors for each
task. As the phonological categorization task was the only

task that was performed both at the beginning and at the
end of the experiment, Order (preexperiment vs. postex-
periment) was included as a within-subject factor together
with Task (Voicing vs. Vowel length vs. Pitch vs. Aspira-
tion). The matching and semantic tasks were only per-
formed once but each experiment was divided into two
blocks of trials so that factors were Block (1 vs. 2) and Con-
dition (match vs. mismatch or related vs. unrelated). To
further increase clarity, factors were again specified at the
beginning of each task in the Results section. On the basis
of ERRs, four outliers (2 MUS and 2 NM, ±2 SD away from
the mean) were excluded from further analyses.

For ERPs, we analyzed the early stages of auditory pro-
cessing in the phonological categorization task using N100
peak amplitude measures. By contrast, during the word
learning phase, as well as in the matching and semantic
tasks, we focused on semantic processing and we analyzed
the mean amplitude of the N400 component. Effects on
the N200 were also analyzed using mean amplitudes. Be-
cause ERPs were only analyzed for correct responses and
because the ERP traces of the four outliers that were elim-
inated from behavioral analyses were similar to the grand
average in each group, all participants (i.e., 15 MUS and
15 NM) were included in the ERP analyses. ANOVAs always
included Group (MUS vs. NM) as a between-subject factor
and Laterality (left: F3, C3, P3; midline: Fz, Cz, Pz; right: F4,
C4, P4) and Anterior/Posterior (frontal: F3, Fz, F4; central:
C3, Cz, C4; parietal: P3, Pz, P4) as within-subject factors, to-
gether with specific factors for each task. As for behavior,
for the phonological categorization task, these factors were
Order (pre vs. post) and Task (Voicing vs. Vowel length vs.
Pitch vs. Aspiration). For the matching and semantic tasks,
factors were Block (1 vs. 2) and Condition (match vs. mis-
match or related vs. unrelated). Post hoc Tukey tests (re-
ducing the probability of Type I errors) were used to
determine the origin of significant main effects and interac-
tions. To simplify results presentation, we only report sig-
nificant results related to our hypotheses (full statistical
results can be seen in Table 1). Finally, correlation analyses
(Pearson’s coefficient) were computed between error rates
in the musicality task with error rates or N400 effects in the
semantic task. General linear models (including Group as a
categorical factor, error rates in the musicality task as a con-
tinuous factor, and error rates or N400 effects in the seman-
tic task as a dependent factor) were used to test whether
the differences between the slopes and intercepts of the
two groups were significant.

RESULTS

Results are presented first for the screening measures of
cognitive ability andmusical aptitude and second for the ex-
perimental tasks. For each experimental task, behavioral da-
ta are presented first followed by the ERPs data, except for
the word learning phase in which no behavioral data were
recorded and for the long-term memory tasks in which no
ERPs were recorded. Finally, for ERPs data (except in the
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Table 1. Results of ANOVAs on the ERPs Data in Different Tasks of the Main Experimental Session

Word Learning Phase Matching Task Semantic Task

ALL MUS NM ALL MUS NM ALL MUS NM

F p F p F p F p F p F p F p F p F p

N400 (340–550 msec)

G 2.72 .11 – – – – 3.85 .06 – – – – 0.93 .34 – – – –

G × B 0.12 .73 – – – – 3.23 .08 – – – – 0.02 .89 – – – –

G × L 0.41 .67 – – – – 0.21 .82 – – – – 0.21 .81 – – – –

G × R 0.13 .88 – – – – 0.75 .48 – – – – 3.14 .05 – – – –

G × B × L 4.65 .01 – – – – 0.07 .93 – – – – 0.37 .69 – – – –

G × B × R 1.87 .16 – – – – 2.40 .10 – – – – 0.01 .99 – – – –

G × L × R 0.67 .62 – – – – 1.27 .29 – – – – 2.23 .07 – – – –

G × B × L × R 0.82 .52 – – – – 0.40 .81 – – – – 0.60 .67 – – – –

G × C – – – – – – 1.61 .21 – – – – 1.06 .31 – – – –

G × B × C – – – – – – 0.42 .52 – – – – 0.84 .37 – – – –

G × C × L – – – – – – 1.25 .29 – – – – 0.21 .81 – – – –

G × C × R – – – – – – 3.14 .05 – – – – 0.04 .96 – – – –

G × B × C × L – – – – – – 0.83 .44 – – – – 0.01 .99 – – – –

G × B × C × R – – – – – – 1.63 .21 – – – – 0.15 .86 – – – –

G × C × L × R – – – – – – 1.82 .13 – – – – 1.19 .32 – – – –

G × B × C × L × R – – – – – – 1.97 .43 – – – – 0.52 .72 – – – –

B 4.25 .05 1.57 .23 2.72 .12 3.13 .09 <.001 .99 7.68 .02 1.69 .20 0.63 .44 1.11 .31

B × L 7.05 .002 16.38 <.001 0.10 .91 0.52 .60 0.28 .76 0.31 .74 0.81 .45 0.25 .78 0.91 .42

B × R 1.32 .27 3.29 .05 0.12 .89 1.46 .24 0.08 .93 5.08 .01 0.36 .70 0.10 .90 0.32 .73

B × L × R 0.42 .80 0.68 .61 0.54 .71 1.06 .38 0.84 .50 0.54 .71 0.65 .63 0.71 .59 0.51 .73

C – – – – – – 0.01 .95 0.53 .48 1.38 .26 0.10 .75 0.65 .43 0.42 .53

C × B – – – – – – 1.17 .29 0.07 .79 2.06 .17 1.46 .24 0.04 .85 2.43 .14

C × L – – – – – – 9.72 <.001 5.36 .01 5.58 .009 1.41 .25 0.19 .83 2.25 .12

C × R – – – – – – 27.80 <.001 28.34 <.001 6.38 .005 19.18 <.001 8.98 <.001 10.22 <.001

C × B × L – – – – – – 0.47 .63 1.02 .38 0.39 .68 0.45 .64 0.43 .65 0.13 .88

C × B × R – – – – – – 2.43 .10 2.99 .07 0.09 .91 1.12 .33 1.36 .27 0.18 .84

C × B × L × R – – – – – – 1.29 .28 1.11 .36 1.15 .34 0.59 .67 0.57 .69 0.54 .71

N200 (230–340 msec)

G 1.24 .28 – – – – 5.56 .03 – – – – 1.49 .23 – – – –

G × B 0.13 .73 – – – – 0.04 .84 – – – – 7.26 .01 – – – –

G × L 0.60 .55 – – – – 0.27 .77 – – – – 2.41 .10 – – – –

G × R 0.04 .96 – – – – 0.87 .43 – – – – 2.56 .09 – – – –

G × B × L 1.05 .36 – – – – 0.03 .97 – – – – 0.29 .75 – – – –

G × B × R 0.70 .50 – – – – 0.69 .51 – – – – 0.85 .43 – – – –

G × L × R 0.99 .42 – – – – 1.55 .19 – – – – 1.76 .14 – – – –

G × B × L × R 0.68 .61 – – – – 0.20 .94 – – – – 0.69 .60 – – – –
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phonological categorization task where the N100 compo-
nent is of main interest), analysis of the N400 component
is presented first, followed by analyses of the N200.

Screening Measures

Cognitive Ability

Psychometric data were evaluated by means of univariate
ANOVAs. Results showed no significant Group differences
regarding general reasoning abilities (i.e., progressive
matrices, PM47; F(1, 28) = 1.37, p = .25), verbal working
memory (reverse digit span; F(1, 28) = 2.88, p = .10),
nor visual attention (F(1, 28) = 3.17, p = .09). By con-
trast, MUS (mean = 7.6, SD = 0.30) showed better
short-term memory abilities than NM (mean = 6.7, SD =
0.30; direct digit span; F(1, 28) = 5.53, p = .03).

Musical Aptitude

A 2 × 2 ANOVA (i.e., 2 Groups × 2 Tasks) showed that
MUS made fewer errors (6.7%, SD = 2.0) than NM

(17.6%, SD = 2.0; main effect of Group: F(1, 28) =
14.71, p < .001), and all participants performed better
on the rhythmic (9.8%, SD = 1.6) than on the melodic
task (14.4%, SD = 2.0; main effect of Task: F(1, 28) =
4.19, p = .05) with no Group × Task interaction.

Experimental Tasks

Phonological Categorization Task

Behavioral data. Results of 2 × 2 × 4 ANOVAs [i.e., 2
Groups (MUS vs. NM) × 2 Orders (pre vs. post) × 4
Tasks (Voicing vs. Vowel length vs. Pitch vs. Aspiration)]
showed that MUS (6.6%, SD = 2.2) made overall fewer
errors compared with NM (19.1%, SD = 2.2; main effect
of Group: F(1, 24) = 16.29, p < .001; Figure 2A). The
influence of music training was largest in the pitch (MUS:
4.1%, SD= 4.8; NM: 25.8%, SD= 4.9; Tukey, p< .001) and
aspiration tasks (MUS: 7.6%, SD = 5.5; NM: 28.7%, SD =
5.5; Tukey, p < .001; Group × Task interaction: F(3,
72) = 11.82, p < .001). Finally, only NM improved their
level of performance from pre to post in the pitch task
(Group × Task × Order interaction: F(3, 72) = 3.31,

Table 1. (continued )

Word Learning Phase Matching Task Semantic Task

ALL MUS NM ALL MUS NM ALL MUS NM

F p F p F p F p F p F p F p F p F p

G × C – – – – – – 2.19 .15 – – – – 1.49 .23 – – – –

G × B × C – – – – – – 0.28 .60 – – – – 0.004 .95 – – – –

G × C × L – – – – – – 1.85 .17 – – – – 0.64 .53 – – – –

G × C × R – – – – – – 1.41 .25 – – – – 0.88 .42 – – – –

G × B × C × L – – – – – – 0.14 .87 – – – – 0.37 .70 – – – –

G × B × C × R – – – – – – 0.31 .74 – – – – 0.50 .61 – – – –

G × C × L × R – – – – – – 1.51 .21 – – – – 2.19 .08 – – – –

G × B × C × L × R – – – – – – 1.99 .10 – – – – 0.69 .60 – – – –

B 11.61 .002 6.50 .02 5.11 .04 2.28 .14 0.81 .38 1.55 .23 0.19 .67 5.36 .04 2.35 .15

B × L 4.44 .02 4.14 .03 0.82 .45 1.62 .21 0.77 .47 0.90 .42 1.24 .30 0.78 .47 0.75 .48

B × R 0.93 .40 1.25 .30 0.47 .63 0.30 .74 0.20 .82 1.33 .28 0.26 .77 0.58 .57 0.52 .60

B × L × R 0.51 .73 0.26 .91 1.33 .27 0.71 .58 0.37 .83 0.62 .65 0.41 .80 1.40 .25 0.09 .99

C – – – – – – 16.53 <.001 15.22 .002 3.38 .09 4.16 .05 4.87 .05 0.37 .55

C × B – – – – – – 0.72 .40 0.93 .35 0.05 .82 4.32 .05 2.00 .18 2.33 .15

C × L – – – – – – 3.02 .06 4.04 .03 1.18 .32 1.59 .21 1.60 .22 0.22 .80

C × R – – – – – – 20.06 <.001 15.12 <.001 6.12 .006 6.83 .002 5.05 .01 1.89 .17

C × B × L – – – – – – 0.21 .81 0.20 .82 0.16 .85 0.28 .76 0.57 .57 0.10 .90

C × B × R – – – – – – 1.34 .27 1.13 .34 0.26 .77 5.25 .008 4.97 .01 1.17 .33

C × B × L × R – – – – – – 4.25 .003 3.98 .007 1.88 .13 1.53 .20 1.24 .30 0.94 .45

Although the Condition × Anterior/posterior interactions are significant in musicians (MUS) and in nonmusicians (NM) for the N400 component, the effects are reversed
in both groups (typical N400 effect over parietal sites in MUS, inversed N400 effect over frontal sites in NM). Significant effects are printed in italics, and exact levels of
significance are indicated except when the p values are inferior to .001 (<.001). G = Group; B = Block; C = Condition; L = Laterality; R = Anterior/Posterior.
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p = .03; NM: pre: 30.3%, SD = 4.1, post: 21.3%, SD = 3.3,
Tukey, p= .02; MUS: pre: 4.5%, SD= 4.1, post: 3.7%, SD=
3.3, Tukey, p = .99). Analyses of RTs did not reveal sig-
nificant Group differences (Figure 2B).

Electrophysiological data. N100 amplitudes were eval-
uated by means of a 2 × 2 × 4 × 3 × 3 ANOVA (i.e., 2
Groups × 2 Orders × 4 Tasks × 3 Laterality positions
[left vs. midline vs. right] × 3 Anterior/Posterior posi-
tions [frontal vs. central vs. parietal]). Results revealed
a significant Group × Task × Laterality interaction effect
(F(6, 168) = 3.19, p = .005). Separate ANOVAs for each
group showed that only MUS were characterized by a
larger N100 in the aspiration task (MUS: −6.50 μV, SD =
2.59 and NM: −5.57 μV, SD = 1.81) compared with
the other three tasks over the left hemisphere and at
midline electrodes (Task × Laterality interaction: MUS:

−5.47 μV, SD = 1.78; F(6, 84) = 3.13, p = .008, Tukey,
both ps < .001; NM: −5.01 μV, SD = 1.74; F < 1; Fig-
ure 3A and B).

Word Learning Phase

Electrophysiological data. The N400 as well as the
N200 were evaluated by means of 2 × 2 × 3 × 3 ANOVAs
(i.e., 2 Groups × 2 Blocks [1 vs. 2] × 3 Laterality × 3
Anterior/Posterior positions).
For all participants and in line with previous results, the

N400 component was larger over frontal (−2.63 μV, SD =
0.87) and central (−2.52 μV, SD = 0.76) sites compared
with parietal sites (−1.29 μV, SD = 0.66; Tukey, both
ps < .001; main effect of Anterior/Posterior: F(2, 56) =
25.25, p < .001). In addition, the Group × Block × Later-
ality interaction effect was significant (F(2, 56) = 4.65,

Figure 2. Percentages of errors (ERRs) and RTs in the different tasks are shown for musicians (MUS) in red and for nonmusician controls (NM) in
black. For the phonological categorization task (A and B), results are illustrated for the premeasurement (beginning) and postmeasurement (end
of main experimental session), separately for each task (voicing, vowel length, pitch, and aspiration). For the matching task (C and D), results
for Match (solid lines) and Mismatch (MM: dotted lines) words are illustrated in the two blocks of the main experimental session and in the
three blocks of the long-term memory session. For the semantic task (E and F), results for semantically Related (solid lines) and Unrelated
(dotted lines) words are illustrated in the two blocks of the main experimental session and of the long-term memory session.
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p = .01). Separate group analyses showed that only
MUS showed significantly increased amplitudes from
Block 1 to Block 2. This effect was localized over the
left hemisphere and midline electrodes (MUS: Block 1:
−1.54 μV, SD = 0.76 and Block 2: −2.16 μV, SD =
0.79; Block × Laterality interaction: F(2, 28) = 16.38,
p < .001; Tukey, both ps < .001 and NM: Block 1:
−2.34 μV, SD = 1.36 and Block 2: −2.91 μV, SD = 1.38;
main effect of Block: F(1, 14) = 2.72, p = .12; Fig-
ure 4A and B).
Analyses of the N200 component did not reveal signif-

icant Group differences (main effect of Group: F(1, 28) =
1.24, p = .28), but all participants showed significantly
increased amplitudes from Block 1 (−1.13 μV, SD =
1.22) to Block 2 (−1.79 μV, SD = 0.99; main effect of
Block: F(1, 28) = 11.61, p = .002; Figure 4A and B).

Matching Task

Behavioral data. Results of three-way ANOVAs (i.e., 2
Groups × 2 Blocks × 2 Conditions [match vs. mismatch])
showed that ERRs did not significantly differ between the
two groups (main effect of Group: F(1, 24) = 2.19, p =
.15). However, all participants committed overall fewer er-
rors for match (14.2%, SD= 2.6) compared with mismatch

words (19.4%, SD = 2.2) and fewer errors in Block 2
(15.2%, SD = 2.1) than in Block 1 (18.5%, SD = 2.2; main
effect of Condition: F(1, 24) = 7.68, p= .01; main effect of
Block: F(1, 24) = 9.27 p = .006; Figure 2C). In line with
ERRs, analyses of RTs did not reveal between-group differ-
ences (main effect of Group: F < 1), but overall faster RTs
for match (1041 msec, SD = 64) than for mismatch words
(1080 msec, SD= 70; main effect of Condition: F(1, 24) =
5.90, p = .02) and faster RTs in Block 2 (994 msec, SD =
61) than in Block 1 (1128 msec, SD = 73; main effect of
Block: F(1, 24) = 60.45, p < .001; Figure 2D).

Electrophysiological data. The N400 as well as the N200
component were evaluated by means of 2 × 2 × 2 × 3 × 3
ANOVAs (2 Groups × 2 Blocks × 2 Conditions × 3 Later-
ality × 3 Anterior/Posterior positions).

Analysis of the N400 revealed a significant Group× Con-
dition × Anterior/Posterior interaction effect (F(2, 56) =
3.14, p = .05). Results of separate group analyses showed
larger N400 amplitudes in MUS for mismatch (−0.10 μV,
SD= 1.82) compared with match words over centroparietal
regions (0.67 μV, SD= 1.58; Condition × Anterior/Posterior
interaction: F(2, 28)= 28.34, p< .001; Tukey, central: p= .02;
parietal: p < .001). The opposite pattern was found in NM
with larger N400 for match (−1.34 μV, SD= 1.42) than for

Figure 3. Phonological
categorization. (A) N100
components at the Central (Cz)
electrode are compared between
tasks for musicians (MUS) and
for nonmusician controls (NM).
In this and subsequent figures,
time in milliseconds is in
abscissa and the amplitude of the
effects in microvolt is in ordinate.
Time zero corresponds to word
onset and negativity is plotted
upwards. Latency windows
for statistical analyses are
indicated with gray dotted lines
and the level of significance is
represented by stars with *p <
.05, **p < .01, and ***p < .001
(red stars for MUS and black
stars for NM). (B) Topographic
voltage distribution maps
illustrate the N100s to the
words separately for each task
and for MUS and NM. Voltage
values are scaled from −8 to
+8 μV.
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mismatch words over frontocentral sites (−0.89 μV, SD =
1.53; Condition × Anterior/Posterior interaction: F(2, 28)
= 6.38, p = .005; Tukey, frontal: p = .001; central: p =
.03; Figure 5A and B).

TheN200 amplitudewasoverall smaller inMUS (−0.15μV,
SD=0.60) compared with NM (−2.14 μV, SD= 0.60; main
effect of Group: F(1, 28) = 5.56, p = .03) and the N200
effect (i.e., mismatchminus match words) was more widely
distributed in MUS compared with NM (Group × Block ×
Condition× Laterality × Anterior/Posterior interaction: F(4,
112) = 1.99, p= .10; Figure 5A and B). MUS showed larger
N200 amplitudes for mismatch (P4: −1.98 μV, SD = 0.76)

than for match words (P4: 0.01 μV, SD= 0.68) over centro-
parietal scalp sites with largest differences over midline and
right hemisphere (Condition × Anterior/Posterior interac-
tion: F(2, 28) = 15.12, p < .001; Condition × Laterality in-
teraction: F(2, 28) = 4.04, p = .03). In addition, the N200
effect was larger in Block 2 (P4:−2.22 μV, SD= 0.50) than
in Block 1 (P4:−1.66 μV, SD= 0.63) over midline and right
centroparietal sites (Condition × Block × Laterality ×
Anterior/Posterior interaction: F(4, 56) = 3.98, p = .007).
NM also showed an N200 effect that was localized over pa-
rietal sites (−1.06 μV, SD = 1.41; Condition × Anterior/
Posterior interaction: F(2, 28) = 6.12, p = .006).

Figure 4. Word learning phase. (A) ERPs recorded at left parietal (P3), central (Cz), and right frontal sites (F4) in Block 1 (solid line) and Block 2
(dotted line) are overlapped for all participants (ALL: black lines, top), and separately below for musicians (MUS: red lines) and nonmusician
controls (NM: black lines). (B) Topographic voltage distribution maps of the differences between the two blocks (Block 2 minus Block 1) are illustrated
for the ERP components of interest (N200, N400), separately for MUS and for NM. Voltage values are scaled from −1.0 to +1.0 μV.
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Semantic Task

Behavioral data. Results of three-way ANOVAs (i.e., 2
Groups × 2 Blocks × 2 Conditions [related vs. unrelated])
showed that MUS (23.6%, SD = 2.0) made overall fewer
errors than NM (30.5%, SD = 2.0; main effect of Group:
F(1, 24) = 5.82, p= .02), and all participants made fewer
errors for unrelated (22.6%, SD = 2.6) than for related
words (31.5%, SD = 2.9; main effect of Condition: F(1,
24) = 11.24, p = .003; Figure 2E). Moreover, all par-
ticipants made fewer errors in Block 2 (30.2%, SD = 2.3)
than in Block 1 (23.9%, SD = 2.4; main effect of Block:
F(1, 24) = 12.37, p = .002). RTs were faster for related
(1210msec, SD=72) than for unrelated words (1342msec,
SD = 71; main effect of Condition: F(1, 24) = 41.32, p <
.001) and faster in Block 2 (1159 msec, SD = 70) than in
Block 1 (1393 msec, SD = 75; main effect of Block: F(1,
24) = 88.92, p< .001), with no between-group differences
(main effect of Group: F < 1; Figure 2F).

Electrophysiological data. The N400 as well as the
N200 component were evaluated by means of 2 × 2 ×

2 × 3 × 3 ANOVAs (i.e., 2 Groups × 2 Blocks × 2 Con-
ditions × 3 Laterality × 3 Anterior/Posterior positions).

N400 analyses revealed a significant Group × Anterior/
Posterior interaction effect (F(2, 56) = 3.14, p = .05). As
typically reported in the literature (Kutas et al., 1988), the
N400 was larger for semantically unrelated (2.17 μV, SD=
1.93) compared with related words (3.29 μV, SD = 1.66)
over parietal sites in MUS (Condition × Anterior/Posterior
interaction: F(2, 28) = 8.98, p< .001; Tukey, parietal: p<
.001). By contrast, a reversed N400 effect was found in NM
with larger N400 for related (−2.09 μV, SD = 1.60) than
for unrelated words (−1.19 μV, SD = 1.06) over frontal
sites (Condition × Anterior/Posterior; F(2, 28) = 10.22,
p < .001; Tukey, frontal: NM: p = .002, Figure 6A and B).

The N200 amplitude was larger in Block 2 than in
Block 1 in MUS only (Group × Block: (F(1, 28) = 7.26,
p = .01; MUS: Block 1: 1.58 μV, SD = 2.62 and Block 2:
0.89 μV, SD = 2.68; F(1, 14) = 5.35, p = .04 and NM:
Block 1: −0.11 μV, SD = 3.15 and Block 2: 0.39 μV,
SD = 2.58; F(1, 14) = 2.35, p = .15; Figure 6A and B).
In addition, the N200 was also larger for unrelated than
for related words in MUS but not in NM (main effect of

Figure 5. Matching task. (A) Left: ERPs recorded at frontal (Fz) and parietal (Pz) sites are overlapped for Match (solid lines) and Mismatch (dotted lines)
words for all participants across the two blocks of trials (ALL: black lines). Central and right: ERPs are presented separately for Block 1 and Block 2 and
for musicians (MUS: red lines) and nonmusician controls (NM: black lines). (B) Difference waves (Mismatch minus Match) are overlapped for MUS (red)
and NM (black) separately for Block 1 and for Block 2 at Fz and Pz. Topographic voltage distribution maps of the Mismatch minus Match differences are
illustrated for N200 and N400 components separately and for MUS and NM in Block 1 and Block 2. Voltage values are scaled from −2.5 to +1.5 μV.
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Condition: MUS: Related: 1.88 μV, SD = 2.67 and Unre-
lated: 0.59 μV, SD= 3.03; F(1, 14) = 4.87, p= .05 and NM:
Related: 0.30 μV, SD = 3.63 and Unrelated: −0.02 μV,
SD = 2.23; F < 1; Group × Condition × Laterality ×

Anterior/Posterior interaction: F(4, 112) = 2.19, p = .08),
and this effect was larger over central and parietal sites
(Condition × Anterior/Posterior interaction: F(2, 28) =
5.05, p = .01; Tukey, both ps < .001).

Figure 6. Semantic task. (A) Left: ERPs recorded at frontal (Fz) and parietal sites (Pz) are overlapped for semantically Related (solid lines) and
Unrelated (dotted lines) words for all participants across the two blocks of trials (ALL: black lines). Central and right panels: ERPs are presented
separately for Block 1 and Block 2 and for musicians (MUS: red lines) and nonmusician controls (NM: black lines). (B) Difference waves (Unrelated
minus Related) are overlapped for MUS (red) and NM (black) separately for Block 1 and Block 2 at Fz and Pz. Topographic voltage distribution maps
of the Unrelated minus Related differences are illustrated for N200 and N400 components separately and for MUS and NM in Block 1 and Block 2.
Voltage values are scaled from −2.5 to +1.0 μV.

Figure 7. Correlation analyses.
Correlations between the
percentages of error in the
musicality test (ERRs Musicality)
and the sizes of the N400 effect
(Unrelated minus Related) in
the semantic task are illustrated
for musicians (MUS: red) and
for nonmusician controls
(NM: black). Dotted lines
represent the 95% confidence
interval of the correlation line.
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Long-term Memory: Matching Task (Behavior)

Results of three-way ANOVAs (i.e., 2 Groups × 3 Blocks ×
2 Conditions [match vs. mismatch]) showed that MUS
(20.3%, SD = 2.8) made fewer errors compared with NM
(28.6%, SD = 2.9; main effect of Group: F(1, 19) = 4.19,
p = .05; Figure 2C). Moreover, all participants improved
their level of performance from Block 1 (31.4%, SD =
2.6) to Blocks 2 and 3 (22.2%, SD = 3.4 and 19.8%, SD =
3.6, respectively; main effect of Block: F(2, 38) = 26.40, p<
.001). No significant between-group differences were
found on RTs but in both groups, RTs were faster in Block
3 (965 msec, SD = 67) than in Block 2 (1049 msec, SD =
72) and slowest in Block 1 (1168 msec, SD = 82; main ef-
fect of Block: F(2, 38) = 36.48, p < .001; Figure 2D).

Long-term Memory: Semantic Task (Behavior)

Results of three-way ANOVAs (i.e., 2 Groups × 2 Blocks ×
2 Conditions [related vs. unrelated]) showed that between-
group differences were not significant on ERRs nor on
RTs. However, all participants made fewer errors for un-
related (21.5%, SD = 6.0) than for related words (29.7%,
SD = 6.3; main effect of Condition; F(1, 19) = 6.60, p =
.02) and were faster for related (1055 msec, SD = 106)
than for unrelated words (1151 msec, SD = 119; main
effect of Condition; F(1, 19) = 14.54, p = .001; Figure 2E
and F).

Relationships between Musical Aptitude, Behavioral

Data, and Brain Activity

Error rates in the musicality test were correlated with the
size of the N400 effects in the semantic task for MUS (r =
.74, p = .01) but not for NM (r = .01, p = .97;
Figure 7A and B). Moreover, the slopes of the correla-
tions were significantly different for the two groups (main
effect of Group: F(1, 26) = 7.36, p= .01) as well as the cor-
relation intercepts (Group × Musicality interaction: F(2,
26) = 6.52, p = .005).

DISCUSSION

Summary of Results

By using an ecologic valid experimental design we tested
the general hypothesis that professional musicians would
learn the meaning of novel words more efficiently than
control participants. Overall, both behavioral and electro-
physiological data support this hypothesis. Behaviorally,
musicians performed better than controls in the musicality
and phonological categorization tasks. In addition, al-
though all participants performed similarly in the matching
task, musicians made significantly fewer errors in the se-
mantic task. Finally, after 5 months, musicians remem-
bered more words than controls as reflected by lower
error rates in the matching task.

The electrophysiological markers of word learning also
clearly differed between the two groups. Although con-
trol participants showed similar N100 amplitudes in all
phonological categorization tasks, musicians showed an
increase in N100 amplitude when categorizing the most
difficult aspiration contrast. Most importantly and in line
with the word learning literature, both groups showed
enhanced N400 amplitudes over frontal scalp sites when
learning the meaning of novel words. However, only
musicians were additionally characterized by larger left-
lateralized N400s in the second block compared with
the first block of the word learning phase. Finally, only
musicians showed the typical centroparietal distribution
of the N400 effect in the matching and semantic tasks.
By contrast, nonmusicians showed reversed N400 effects
in both tasks over frontal sites. These findings are dis-
cussed in detail below. It is, however, important to note
that cross-sectional studies, as the one reported here,
are necessary to first demonstrate differences between
musically trained and untrained participants before de-
signing longitudinal experiments to test for the causality
of the reported effects.

Spatiotemporal Dynamics in the Learning Phase

Results showed clear evidence for fast brain plasticity, as
reflected by the rapid development of the N400 in both
groups of participants after only 3 min of novel word
learning (Block 1), that is after 10 repetitions of each
picture–word association (see Figure 4). This finding
extends previous results on word learning showing
N400 enhancements when learning a second language
(McLaughlin et al., 2004), the meaning of rare words
(Perfetti et al., 2005), and when learning the meaning
of novel words or pseudowords from highly constrained
sentence contexts (Borovsky et al., 2010, 2012; Batterink
& Neville, 2011; Mestres-Missé et al., 2007). Importantly,
and in line with previous work in adults (Borovsky et al.,
2012; Mestres-Missé et al., 2007) and in children (François
et al., 2013; Friedrich & Friederici, 2008), in both musi-
cians and controls the N400 component to novel words
was larger frontocentrally than parietally. These results
are compatible with previous findings, suggesting that pre-
frontal and temporal brain regions are associated with the
maintenance of novel information in working memory
(Hagoort, 2014) and the acquisition of word meaning
(Rodriguez-Fornells et al., 2009).

Importantly, however, the N400 increase from the first
to the second block of novel word learning was only sig-
nificant in musicians (see Figure 4A). In line with our hy-
pothesis, this is taken to suggest faster encoding of novel
word meaning in musicians than in controls. In addition,
word learning in musicians was accompanied by a rapid
shift of the N400 component distribution from frontal to
centroparietal sites. This shift in distribution is in line with
the hypothesis thatmusicians have already integrated novel
words representations in semantic memory (Batterink &
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Neville, 2011) and that the N400 centroparietal distribution
in musicians reflects access to semantic memory (Kutas &
Federmeier, 2011). By contrast, in control participants, the
N400 component remained larger frontally throughout the
entire learning phase, suggesting that nonmusicians had
not yet integrated the novel words’ meaning into estab-
lished semantic networks. This interpretation can be di-
rectly tested in future experiments by increasing the
number of repetitions of picture–word associations. Under
such conditions, a frontal to centroparietal shift in N400
distribution should also be found in nonmusicians.

Evidence for Rapidly Established Representations

of Novel Words in the Matching and

Semantic Tasks

As expected, all participants, whether musicians or con-
trols, were able to learn the nine picture–word associa-
tions, as reflected by error rates below chance level (i.e.,
50% errors) in both the matching (mean = 17%) and se-
mantic tasks (mean = 27%; see Figure 2C and E). To follow
the dynamics of word learning within each task, results
were compared between the first and the second block
of trials. Interestingly, the level of performance increased
with repetition in both tasks, indicating a still ongoing
learning effect. Moreover, both musicians and controls
showed clear matching effects with lower error rates and fas-
ter RTs for match compared with mismatch words (Boddy
& Weinberg, 1981). However, and in contrast to typical se-
mantic priming effects (Meyer & Schvaneveldt, 1971), both
groups of participants made more errors for semantically
related words than for semantically unrelated words. Al-
though unexpected, this result may reflect a response bias
towards rejection (i.e., considering the word as unrelated
to the picture) as a consequence of task difficulty generat-
ing higher uncertainty (Gigerenzer, 1991). In other words,
when participants were not certain whether the pictures
and the words were semantically related (e.g., “honey”
and “bear”), they tended to respond that they were unre-
lated. By contrast, results for RTs conform to the literature
(i.e., faster RTs for semantically related than for unrelated
words; Meyer & Schvaneveldt, 1971). Although the pres-
ence of a speed–accuracy trade-off limits the interpretation
of this priming effect, faster RTs for semantically related
words are indicative that new pictures that had not been
seen before in the experiment did activate the representa-
tions of semantically related newly learned words.

Turning to the influence of music training, musicians
and nonmusician controls performed similarly in the
matching task but musicians outperformed controls in
the semantic task. This contrastive pattern of results sug-
gests that the two tasks tap into different memory sys-
tems. To decide whether the newly learned word
matched the picture in the matching task, participants
had to retrieve the specific picture–word associations
that were stored in episodic memory during the word
learning phase. By contrast, in the semantic task partici-

pants had to retrieve general information from semantic
memory because the novel pictures that were presented
before the newly learned words had not been seen be-
fore in the experiment. In line with the centroparietal
shift in N400 distribution observed at the end of the word
learning phase, the finding that musicians outperformed
nonmusicians in the semantic task is taken as evidence
that musicians had already integrated the novel words’
meanings into semantic memory so that priming effects
generalized to new pictures.
ERPs in the matching and semantic tasks also add sup-

port to this interpretation. In musicians and for both
tasks, the N400 over centroparietal sites was larger for
unexpected (mismatch/unrelated) than for expected
words (match/related; Figures 5 and 6). This sensitivity
to word characteristics and this scalp distribution corre-
spond to the N400 component, typically considered as the
electrophysiological marker of the integration of novel
words’ meanings into semantic memory (Borovsky et al.,
2012; Batterink & Neville, 2011; Mestres-Missé et al., 2007)
and “as reflecting the activity in a multimodal long-term
memory system that is induced by a given input stimulus
during a delimited time window as meaning is dynamically
constructed” (Kutas & Federmeier, 2011, p. 22; see also
Steinbeis & Koelsch, 2008, for N400s elicited by single
chords incongruous with the preceding context). By con-
trast, in nonmusician controls, the N400 effect was re-
versed over frontocentral sites in both tasks, with larger
N400 for expected (match/related) than for unexpected
words (mismatch/unrelated). This finding was surprising
based on previous results showing that the N400 is larger
for unrelated than for related words in both lexical deci-
sion tasks (Borovsky et al., 2012) and semantic priming ex-
periments (Mestres-Missé et al., 2007). Because the
amount of music training was not controlled in these ex-
periments, a possible explanation is that some of the par-
ticipants had musical skills, hence influencing the results.
However, stimulus and task differences are more likely to
account for this discrepancy. Most experiments on ERPs
and word learning in adults used similar designs with novel
words embedded in sentence contexts. Here and as in ex-
periments conducted with children (Friedrich & Friederici,
2008; Torkildsen et al., 2008) and with adults (Dobel et al.,
2009), participants learned novel words through picture–
word associations. It is thus possible that this learning
mode was more demanding than learning the meaning
of novel words from sentence contexts. Along these lines,
we interpret the reversed N400 effect in nonmusicians in
the matching and semantic tasks as showing that nonmu-
sicians had not yet fully learned the picture–word associa-
tions (as reflected by the frontal distribution of the N400 in
these tasks that is similar to the frontal N400 found during
word learning) and that they were still building up new ep-
isodic memory traces based on the correct information
provided by the matching words (as reflected by larger
N400 increase from the first to the second block for match
than for mismatch words; see Figure 5A). As mentioned
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above, these interpretations can be tested by increasing the
number of trials in the learning phase as well as in the
matching and semantic tasks and by comparing different
word learning designs (e.g., novel words in sentence con-
texts vs. picture–word associations).
Finally, although the main focus of this experiment was

on the modulations of N400 amplitude with novel word
learning, results also revealed interesting effects on the
N200 component. In both groups, the N200 components
in the matching task were larger for mismatching than for
matching words over parietal sites (see Figure 5). Insofar
as the N200 has been associated with categorization pro-
cesses (Friedrich & Friederici, 2008), mismatching words
possibly required more effortful categorization processes
than matching words. However, there is also evidence
that the N200 component reflects early contextual influ-
ences (van den Brink, Brown, & Hagoort, 2001) and pho-
nological processing (Connolly & Phillips, 1994). Thus,
mismatching words possibly elicited larger N200 than
matching words because they were unexpected based
on the picture context and/or at the phonological level.
In the semantic task, the increase in N200 amplitude
for semantically unrelated compared with related words
was only found in musicians, again suggesting that word
categorization was possibly more efficient in musicians
and/or that musicians were more sensitive to the context
(i.e., the picture) or to the phonological characteristics of
novel words than nonmusicians.

Evidence for Long-lasting Representations of

Novel Words

To our knowledge, this is the first experiment comparing
long-term memory (after 5 months) for novel words in
musicians and controls. Clearly, results need to be con-
sidered with caution because of the high dropout rate.
Nevertheless, they point to improved long-term memory
in musicians compared with controls in the matching
task (lower error rates) that was always performed first.
The memory traces of the words that have been learned
5 months before therefore seem stronger in musicians
than in nonmusicians. By contrast, no between-group dif-
ferences were found in the semantic task possibly be-
cause both groups of participants similarly benefited
from the reactivation of memory traces during the match-
ing task. Taken together, these results point to long-
lasting effects of rapidly established word representations
during word learning, and they open new perspectives
to further test for the influence of music training on
long-term memory.

Evidence for Transfer Effects from Music Training

to Word Learning

In summary, behavioral and electrophysiological data
showed that music training improved several aspects of

word learning. How can we account for the influence
of music training on novel word learning?

Cascading Effects from Perception to Word Learning

The first interpretation, in terms of cascading effects, is
that enhanced auditory perception and auditory atten-
tion (Strait et al., 2015) in musicians drive the facilitation
observed in word learning through different subsequent
steps (i.e., building up new phonological representations
and attaching meaning to them, storing this new informa-
tion in short- and long-term memory). In support of this
interpretation, the error rate in the musicality test was cor-
related with the size of the N400 effect in the semantic task
in musicians but not in controls (Figure 7), thereby clearly
pointing to a relationship between auditory perception/
attention and word learning.

Moreover, in line with the hypothesis of improved
speech discrimination in musicians when the task is most
difficult (Diamond, 2013; Schön et al., 2004), musicians
outperformed control participants in the phonological
categorization of tonal and aspiration contrasts, but both
groups performed equally well for simple voicing con-
trasts (/Ba/ vs. /Pa/). Thus, music training was most useful
to discriminate phonemes that are contrastive in Thai but
that do not belong to the French phonemic repertoire
(Figure 2A). It should be noted in this respect that, al-
though vowel length is not contrastive in French, controls
nevertheless performed as well as musicians in this task,
possibly because the natural difference in vowel duration
was large enough (270msec) to be easily perceived by non-
musician controls. Taken together, these findings add sup-
port to the hypothesis of transfer effects between music
and speech (Asaridou & McQueen, 2013; Besson et al.,
2011), with near transfer for acoustic cues common to mu-
sic and speech such as frequency and with far transfer to
unfamiliar linguistic cues such as aspiration.

Note also that the N100 amplitude in musicians was en-
hanced for the nonnative aspiration contrast (see Figure 3).
Because this task was more difficult for French native
speakers than the other tasks, as revealed by behavioral
data, the increased N100 may reflect increased focused
attention (Strait et al., 2015) and mobilization of neuro-
nal resources in musicians. An alternative but com-
plementary interpretation is that this increase in N100
amplitude reflected increased neural synchronicity and
structural connectivity in musicians, who are typically more
sensitive to the acoustic-phonetic properties of speech
sounds than nonmusicians who showed similar N100 com-
ponents in all tasks (Bidelman et al., 2014; Elmer et al.,
2013; Chobert et al., 2012; Musacchia et al., 2007; Wong
& Perrachione, 2007).

Finally, and in line with the cascade hypothesis, it may
be that the very nature of the stimuli (monosyllabic Thai
words) is at least partly responsible of the musician’s ad-
vantage in the semantic task. Because musicians are
more sensitive than nonmusicians to variations in pitch,
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duration, and VOT, this possibly helped them build pre-
cise phonological representations that were then more
easily associated to a novel word meaning. One way to
test for this interpretation would be to use a similar de-
sign but with written instead of spoken words thereby
potentially reducing the musicians’ acoustic-phonetic
advantage.

Multidimensional Facilitation Effects

The second interpretation, that is by no means contradic-
tory but rather complementary to the cascading interpre-
tation, is that the multidimensional nature of music
training independently improved the several functions
that are necessary for word learning. There is already
some evidence in the literature for enhanced working
and verbal memory (George & Coch, 2011; Ho et al.,
2003) and executive functions (Zuk et al., 2014; Moreno
et al., 2011; Rogalsky et al., 2011; Pallesen et al., 2010)
with musicianship. In line with these results, musicians
showed enhanced auditory short-term memory (digit
span; George & Coch, 2011). Moreover, as reported in
previous experiments, we also found significant be-
tween-group differences in the ERP component related
to semantic integration and memory (N400; Mestres-
Missé et al., 2007; Perfetti et al., 2005; McLaughlin
et al., 2004). However, in contrast to previous results,
we found no evidence for increased working memory
(reversed digit span; George & Coch, 2011) or for im-
proved nonverbal intelligence (PM47) in adult musicians.
Note that the assessment of general cognitive abilities
was quite limited in the present experiment because of
time constraints. It is thus possible that general cognitive
abilities other than the ones tested here could have influ-
enced the observed between-group differences in word
learning. Future experiments will aim at including more
tests targeting at elucidating different cognitive functions
(selective and sustained attention, working, short-term,
and long-term memory, executive functions). Finally, it
could also be argued that musicians performed better
than nonmusicians because they were generally more
motivated (Corrigall, Schellenberg, & Misura, 2013). Al-
though this is difficult to control for, it is important to
note that participants were not informed about the aim
of the experiment until the end of the session. Only that
we were interested in language, music, and the brain.
Thus, as they discovered task by task what the experi-
mental session was about, it is unlikely that general
motivation accounted for the present behavioral and
electrophysiological effects.

Conclusions

In summary, by recording ERPs during both learning and
test phases (matching and semantic tasks) of novel word
learning, results revealed fast changes in brain activity after
only a few minutes of exposure to picture–word associa-

tions. Moreover, these changes were stronger in musi-
cians than in controls. Specifically, the frontoparietal
shift of the N400 in the word learning phase (i.e., without
motor responses) only developed in musicians, which we
interpret as an electrophysiological signature of “fast map-
ping” (Carey, 1978). To our knowledge, this is the first re-
port showing that music training influences semantic
processing. As a future step, we plan to use a longitudinal
approach with nonmusician controls trained with music so
as to test for the causal influence of music training on
word learning. Finally, these results also open new per-
spectives to further investigate the influence of music
training on long-term memory for applications of music
training in the domain of native and second language
learning (Moreno, Lee, Janus, & Bialystok, 2015; Chobert
& Besson, 2013) and for using this type of experimental
design in clinical research to specify the stages of word
learning that are most deficient.
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Notes

1. Following phonetic transcription in Thai, 1 refers to low-
tone, 0 to midtone, ph to aspirated voicing, and the colon to
long vowel duration.
2. Voice Onset Time (VOT) is defined as the interval between
the noise burst produced at consonant release and the wave-
form periodicity associated with vocal cord vibrations (Lisker
& Abramson, 1967) .
3. Pictures were chosen from the Snodgrass and Vanderwart
(1980) pictures’ set but were found on the Internet to ensure
sufficient resolution and quality.
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Children learn new words every day and this ability requires auditory perception,

phoneme discrimination, attention, associative learning and semantic memory. Based

on previous results showing that some of these functions are enhanced by music

training, we investigated learning of novel words through picture-word associations

in musically-trained and control children (8–12 year-old) to determine whether music

training would positively influence word learning. Results showed that musically-trained

children outperformed controls in a learning paradigm that included picture-sound

matching and semantic associations. Moreover, the differences between unexpected

and expected learned words, as reflected by the N200 and N400 effects, were larger

in children with music training compared to controls after only 3 min of learning the

meaning of novel words. In line with previous results in adults, these findings clearly

demonstrate a correlation between music training and better word learning. It is argued

that these benefits reflect both bottom-up and top-down influences. The present learning

paradigm might provide a useful dynamic diagnostic tool to determine which perceptive

and cognitive functions are impaired in children with learning difficulties.

Keywords: word learning, musical expertise, picture-word associations, semantic memory, N400

INTRODUCTION

Learning new words is a specifically human faculty that mobilizes several perceptual and cognitive

abilities: sound perception and discrimination, attention, associative learning, and semantic

memory (Perfetti et al., 2005; Davis and Gaskell, 2009). Here, we investigated the temporal

dynamics of word learning in a novel word learning paradigm using both behavioral measures

and Event-Related Potentials (ERPs). The main question was whether musically-trained children

would outperform controls in terms of novel word learning and semantic association skills and

whether this would be reflected in dynamic brain plasticity measures (ERPs).

It is well known that music training improves auditory perception and attention (Kraus and

Chandrasekaran, 2010). Moreover, it has been shown that music training also enhances several

aspects of language processing, including phoneme and syllable perception (Musacchia et al., 2007;

Chobert et al., 2011, 2014; Marie et al., 2011; Elmer et al., 2012, 2014; Parbery-Clark et al., 2012;

Kühnis et al., 2013; Bidelman et al., 2014), the processing of pitch and prosody (Schön et al., 2004;

Thompson et al., 2004; Delogu et al., 2006; Magne et al., 2006; Marques et al., 2007; Wong et al.,

2007; Lima and Castro, 2011; Bidelman et al., 2013), phonological processing and reading (Anvari

et al., 2002; Moreno et al., 2009; Corrigall and Trainor, 2011; Huss et al., 2011), speech segmentation
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(François et al., 2013), and syntactic processing (Jentschke and

Koelsch, 2009; Gordon et al., 2015). However, it remains an open

question whether music training improves associative learning

and semantic memory, two of the processes that are at the heart

of word learning but that are not necessarily language-specific

(Markson and Bloom, 1997).

The ERP methodology is well-suited to examine the temporal

dynamics of word learning and brain plasticity as reflected by

modulations of ERP components. Previous research on word

learning has shown that the N400, a negative-going component

that typically develops between 300 ms and 600 ms post-stimulus

onset (Kutas and Hillyard, 1980), increased in amplitude

when meaningless items acquire meaning and then decreased

with further repetitions. This effect has been demonstrated in

infants (from 9–24 months old; Friedrich and Friederici, 2008;

Torkildsen et al., 2009; Junge et al., 2012; Borgström et al., 2015;

Friedrich et al., 2015) and in adults (see below). However, to our

knowledge, it has not yet been investigated in children and the

present study was intended to fill this gap by testing children

between 8 and 12 years old.

The increase in N400 amplitude with word learning is

typically very fast. This effect has been observed in native adult

English-speakers after 14 h of learning the meaning of novel

French words (McLaughlin et al., 2004), after less than 1 or

2 h of learning novel word-picture associations (Dobel et al.,

2009, 2010), after 45 min of learning the meaning of rare

words (e.g., ‘‘clowder’’; Perfetti et al., 2005) and even after a

single exposure if a novel word or pseudoword was presented

in a strongly constrained and meaningful context (Mestres-

Missé et al., 2007; Borovsky et al., 2010, 2012; Batterink and

Neville, 2011). Moreover, this fast increase in N400 amplitude

is typically largest over fronto-central brain regions (FN400), as

demonstrated in language-learning tasks and it possibly reflects

speech segmentation and the building-up of novel word meaning

(De Diego Balaguer et al., 2007; Mestres-Missé et al., 2007),

two processes that may develop in parallel (François et al.,

2017). While the scalp distribution of ERP components does

not necessarily reflect the activation of directly underlying brain

structures, it is nevertheless interesting that fronto-central brain

regions are also found to be involved in the maintenance of novel

information in working- or short-termmemory, in the formation

of new associations (Hagoort, 2014) and/or the construction of

word representations in episodic memory (Wagner et al., 1998;

Rodríguez-Fornells et al., 2009). Further exposures then allow for

the integration of these novel items into existing lexical networks

(Dumay and Gaskell, 2007), with recent results emphasizing the

role of sleep in these processes (Tamminen et al., 2010, 2013;

Friedrich et al., 2015). Once these ‘‘novel’’ representations are

stabilized, the N400 is largest over centro-parietal regions as

typically found for theN400 to already knownwords (Kutas et al.,

1988).

Recently, we conducted an experiment in young adults,

professional musicians and non-musicians (Dittinger et al.,

2016) to test the hypothesis that music training would

positively influence novel word learning. This hypothesis

builds up on the results reviewed above and on recent

behavioral and brain imaging results suggesting that music

and language not only involve common sensory-perceptual

processes (both at sub-cortical and cortical levels, Kraus and

Chandrasekaran, 2010; Asaridou and McQueen, 2013) but

also attentional (Patel, 2008; Tervaniemi et al., 2009; Strait

et al., 2010, 2015; Perruchet and Poulin-Charronnat, 2013)

and short-term memory resources (Ho et al., 2003; George

and Coch, 2011) as well as executive functions (Pallesen

et al., 2010; Moreno et al., 2011; Rogalsky et al., 2011; Zuk

et al., 2014) that are involved in novel word learning. Results

showed that adult musicians outperformed non-musicians in

the most difficult task that required participants to map newly

acquired words onto semantic associates. Moreover, the shift

in N400 scalp distribution from frontal sites (FN400) during

meaning acquisition, to parietal sites when word meaning is

stabilized (N400) was faster in musicians than in non-musicians.

Interestingly, results also showed that the amplitude of both the

N200 and N400 components in the semantic task was larger to

unrelated than to related words in musicians but not in non-

musicians. The aim of the present experiment was to determine

whether these results would replicate when comparing children

with andwithoutmusic training. The general procedure, inspired

from Wong and Perrachione (2007), and the specific hypotheses

are described below (see Figure 1).

Children were first asked to categorize unfamiliar Consonant-

Vowel syllables with respect to voicing, vowel length and

aspiration. For this purpose, we used Thai monosyllabic words.

Thai is a tonal and a quantitative language in which both

tonal (i.e., 5 tones) and vowel length contrasts are linguistically

relevant for understanding word meaning (e.g., /pa1/ low tone

with a short vowel means ‘‘to find’’ and /pa:1/ low tone

with a long vowel means ‘‘forest’’; Gandour et al., 2002).

We hypothesized that if music training reinforces auditory

perception and attention, children with music training should

make fewer errors in the phonological categorization tasks than

control children especially when the task is the most difficult,

that is, for the phonological contrasts that do not belong to

the French phonemic repertory (e.g., aspiration; Dobel et al.,

2009).

After the phonological categorization task, the same children

were then asked to learn the meaning of novel words

through picture-word associations. Based on the previous results

reviewed above in adults and in infants, we hypothesized that

both an N200 and an N400 over frontal regions (FN400)

would develop during word learning in all children but that

this effect would develop faster in children with music training

as was recently shown in adult musicians compared to non-

musicians.

Following picture-word learning, children were then tested

for the efficiency of learning using two tasks: a matching task

in which they decided whether the picture-word associations

matched or mismatched those seen in the word learning

phase and a semantic task in which new pictures were

presented that were semantically related or unrelated to the

newly-learned words. Based on previous results (Meyer and

Schvaneveldt, 1971), we expected mismatching and semantically

unrelated words to be associated with higher error rates

(ERRs) and/or slower Reaction Times (RTs) than matching
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FIGURE 1 | Experimental design. Children performed a series of tasks: First, in the phonological categorization tasks (A), six natural Thai mono-syllabic words had

to be categorized based on voicing (Task 1), vowel length (Task 2), or aspiration contrasts (Task 3). Second, in the word learning phase 1 (B), each word was paired

with its respective picture. Third, in the word learning phase 2 (C), two of the pictures were presented simultaneously on the screen, together with an auditory word

that matched one of the two pictures. Fourth, in the matching task (D), the auditory words were presented with one of the pictures, either matching or mismatching

the previously learned associations. Fifth, in the semantic task (E), the auditory words were presented with novel pictures that were either semantically related or

unrelated to the words.

and related words. Such typical semantic priming effects were

predicted in all children, showing that they all learned the

picture-word associations and that learning generalized to new

pictures. Moreover, we expected these behavioral effects to be

accompanied by larger N400s in all children to mismatching

and semantically unrelated words than to matching/related

words over parietal brain regions, as typically reported for the

N400 to already known words in children (Holcomb et al.,

1992; Juottonen et al., 1996; Hahne et al., 2004) and in adults

(Kutas and Federmeier, 2011, for review). Finally, based on

our previous results with adults (Dittinger et al., 2016), we

predicted lower error rates and larger N200 and N400 effects (the

difference between mismatching/semantically unrelated words

and matching/related words) in children with music training

than in controls.

MATERIALS AND METHODS

Participants
A total of 32 children, native speakers of French without

known hearing or neurological deficits participated in this

experiment with 16 children that were involved in extra-

scholar music training (MUS) and 16 children not involved

in music training (NM), except for obligatory music lessons

at school. However, participants in the NM group participated

at least in one extra-scholar activity that was not related to

music (e.g., sports, painting, dance), which suggests that both

groups of children benefitted from stimulating extra-scholar

environments.

Three children (2 with and 1 without music training) were

excluded based on their level of performance in the matching

and semantic tasks (i.e., percentage of error ± 2 standard

deviations away from the mean) and six children (2 with and

4 without music training) because of too many artifacts in

the electrophysiological data, leading to an attrition rate of

28% which is not uncommon in ERP studies with children

(De Boer et al., 2005). The final group of musically-trained

children (MUS) comprised six boys and six girls with three

left-handers (mean age = 134.0 months, SD = 13.5) and the

group of control children (NM) six boys and five girls with one

left-hander (mean age = 124.5 months, SD = 20.0; F(1,21) = 1.84,

p = 0.19).

In the music group, children practiced music for an average

of 4.9 years (4–7 years; 5 children played the piano, 2 the

trumpet, 2 the trombone, 2 the violin, and 1 the saxophone).

None of the children was bilingual and all children had

similar socio-economic background ranging from middle to low

social class as determined from the parents’ profession and

according to the criteria of the National Institute of Statistics
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and Economic Studies (MUS: 4.4 and NM: 4.3). The protocol

was approved by the local Ethical Review Committee of Aix-

Marseille University, and the study was conducted in accordance

with local norms and guidelines for the protection of human

subjects. All children agreed to participate in the experiment

once the procedure had been explained to them. Children were

also told that they could stop the experiment at anytime if

they felt uncomfortable (none did). Finally, at least one parent

accompanied each child to the laboratory and signed an informed

consent form in accordance with the Declaration of Helsinki

before the experiment. Children were given presents at the

end of the session to thank them for their participation. The

experiment lasted for 2.5 h, which included the pose of the

electrocap.

Screening Measures

Cognitive and Language Abilities
Standardized psychometric tests were used to examine language-

related abilities, phonological awareness (phoneme fusion),

reading abilities (regular words, irregular words, pseudo-words;

ODEDYS, Jacquier-Roux et al., 2005) as well as short-term

memory (forward Digit Span, WISC-IV, Wechsler, 2003), visual

attention (NEPSY, Korkman et al., 1998), and non-verbal

intelligence (progressive matrices, PM47, Raven, 1976).

Musical Aptitude
Children performed two musicality tests (adapted from the

MBEA battery; Peretz et al., 2003) consisting in judging whether

pairs of piano melodies were same or different, based either on

melodic or on rhythmic information.

Experimental Stimuli

Auditory Stimuli
Six natural Thai monosyllabic words were selected for the

experiment: /ba1/, /pa1/, /pha1/, /ba:1/, /pa:1/, /pha:1/. These

words varied in vowel length, with short (/ba1/, /pa1/ and /pha1/;

261 ms on average) and long vowels (/ba:1/, /pa:1/ and /pha:1/;

567 ms on average), in Voice Onset Time (VOT; /ba1/ and /ba:1/,

VOT = −140 ms vs. /pa1/ and /pa:1/, VOT = 5 ms), and in

aspiration (/pa1/ and /pa:1/, VOT = 5 ms vs. /pha1/ and /pha:1/,

VOT = 77 ms). Stimuli were recorded by a female Thai-French

bilingual, ensuring that all words were produced naturally. For

each word, five versions were digitally recorded in order to

reproduce natural speech variability. Fundamental frequency was

similar for each word (F0: 175 Hz) and sound pressure level was

normalized across all words to a mean level of 70 dB using Praat

software (Boersma and Weenink, 2011).

Visual Stimuli
For the learning phase, six pictures representing familiar objects

(i.e., bear, flower, key, chair, bell, eye) were selected based on

the standardized set of 260 pictures (that are matched for name

and image agreement, familiarity and visual complexity) built

by Snodgrass and Vanderwart (1980). The same pictures as in

the learning phase were presented in the matching task. For

the semantic task, 36 new pictures that the children had not

seen before in the experiment and that were semantically related

or unrelated to the meaning of the newly-learned words were

chosen from the internet by two of the authors (JC and MB).

Semantic relatedness between new and old pictures (that is, those

previously presented during the word learning phase and those

presented in the semantic task) was confirmed by results of

pre-tests with pilot children.

Experimental Tasks
Children were tested individually in a quiet experimental room

while they sat in a comfortable chair at about 1 m from a

computer screen. Auditory stimuli were presented through HiFi

headphones (Sennheiser, HD590). Visual and auditory stimuli

presentation, as well as the collection of behavioral data, were

controlled by the ‘‘Presentation’’ software (NeuroBehavioral

Systems, Version 11.0). Children performed six concatenated

tasks (see Figure 1).

Phonological Categorization Task
Children performed three different phonological categorization

tasks that lasted for 2.5 min each (see Figure 1A). All six

Thai monosyllabic words were presented in each task using

a 2500 ms Stimulus-Onset-Asynchrony (SOA). Children were

asked to categorize them based upon different features in each

task: (1) voicing contrast (e.g., /ba1/ vs. /pa1/); (2) vowel

length (e.g., short: /ba1/ vs. long /ba:1/); and (3) aspiration

contrast (e.g., /pa1/ vs. /pha1/). For each task, the contrast

was visually represented on the screen (see Figure 1A).

Response side and task order were counterbalanced across

children. Children were asked to press as quickly and as

accurately as possible the left or right hand response button

according to whether the auditory words matched the visual

representation on the left or right side of the screen. Each

monosyllabic word was presented 10 times in a pseudo-

randomized order with the constraints of no immediate

repetition of the same word, and no more than four successive

same responses.

Word Learning Phase 1
Children were asked to learn the meaning of each word

previously presented in the phonological categorization task

through picture-word associations. No behavioral response was

required, but children were asked to remember the words for

subsequent tests. The picture was presented first, and then

followed after 800 ms by one of the six words. For instance,

a drawing of an eye was followed by the auditory presentation

of the word /pa1/ and thus /pa1/ was the word for eye in our

‘‘foreign’’ language (see Figure 1B). Two different lists were

built so that across children different pictures were associated

with different words. Total trial duration was 2800 ms. Each

of the six picture-word pairs was presented 20 times, resulting

in 120 trials that were pseudo-randomly presented (i.e., no

immediate repetition of the same association) in two blocks of

3 min each. To closely follow the brain dynamics involved in

word learning, ERPs in each block were further divided into two

sub-blocks for a total of four sub-blocks (i.e., Block 1: trials 1–30;

Block 2: trials 31–60; Block 3: trials 61–90 and Block 4: trials

91–120).
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Word Learning Phase 2
To consolidate learning, children performed a task in which two

different pictures were simultaneously presented on the left and

right sides of the screen, followed after 500 ms by one of the

six words (see Figure 1C). Children were asked to press the

left response key if the word matched the picture on the left

side of the screen or the right key if the word matched the

right-side picture (half of the stimuli in each condition). Visual

feedback regarding response correctness was given, followed by

the presentation of the correct picture-word pair to strengthen

the association. Total trial duration was 6000 ms. Each of

the six picture-word pairs was presented 10 times, resulting

in 60 trials that were pseudo-randomly presented (i.e., no

immediate repetition of the same association and no more than

four successive same responses), within two blocks of 3 min

each. Behavioral data were analyzed but not ERPs because the

procedure was complex and comprised too many events.

Matching Task
One of the six pictures was presented, followed after a 750 ms

delay by an auditory word that matched or mismatched the

associations previously learned. For instance, while the drawing

of an eye followed by /pa1/ was a match, the drawing of a flower

followed by /pa1/ was a mismatch (see Figure 1D). Children

gave their responses by pressing one out of two response keys

as quickly and as accurately as possible. Some examples were

given before starting the task. Response hand was counter-

balanced across children. At the end of the trial, a row of X’s

appeared on the screen. Children were asked to blink during this

time period (1500 ms; total trial duration: 4750 ms) in order

to minimize eye movement artifacts during word presentation.

Each word was presented 20 times, half in the match and half

in the mismatch conditions. The total of 120 trials was pseudo-

randomly presented (i.e., no immediate repetition of the same

association and no more than four successive same responses)

within two blocks of 5 min each.

Semantic Task
One of the new pictures was presented, followed after 1500 ms

by a semantically related or unrelated word. For instance, while

the picture of glasses was semantically related to the previously

learned word /pa1/ (i.e., ‘‘eye’’), the picture of a watering can

was semantically unrelated to /pa1/ (see Figure 1E). Children

were asked to decide as quickly and as accurately as possible if

the auditory word was semantically related to the new picture.

Responses were given by pressing one of two response keys.

Response hand was counter-balanced across participants and

some examples were given before starting the task. At the end

of the trial a row of X’s appeared on the screen, and children

were asked to blink during this time period (1500 ms; total trial

duration: 7000 ms). Each word was presented 12 times but none

of the new pictures were repeated, so that on each trial the

words were always associated with a different related or unrelated

picture. Half of the picture-word pairs were semantically related

and half were semantically unrelated. A total of 72 trials was

presented pseudo-randomly (i.e., no immediate repetition of

the same association and no more than four successive same

responses) within two blocks of 4.2 min each.

EEG Data Acquisition
The Electroencephalogram (EEG) was continuously recorded at

a sampling rate of 512 Hz with a band-pass filter of 0–102.4 Hz

by using a Biosemi amplifier system (Amsterdam, BioSemi

Active 2) with 32 active Ag-Cl electrodes (Biosemi Pintype)

located at standard positions according to the International

10/20 System (Jasper, 1958). EEG recordings were referenced

on-line to a common electrode (CMS) included in the headcap

(next to Cz). Two additional electrodes were placed on the left

and right mastoids and data were re-referenced off-line to the

average activity of the left and right mastoids, filtered with a

bandpass filter from 0.1–40 Hz (slope of 12 dB/oct). The electro-

oculogram (EOG) was recorded from flat-type active electrodes

placed 1 cm to the left and right of the external canthi, and

from an electrode beneath the right eye. Electrode impedance

was kept below 5 kΩ. EEG data were analyzed using the Brain

Vision Analyzer software (Version 1.05.0005; Brain Products,

Gmbh). Independent component analysis (ICA) and inverse

ICA were used to identify and remove components associated

with vertical and horizontal ocular movements. Finally, baseline

correction, DC-detrend and removal of artifacts above a gradient

criterion of 10 µV/ms or a max-min criteria of 100 µV over

the entire epoch were applied resulting in an average of 12%

of rejected trials. For each child, ERPs were time-locked to

word onset, and segmented (including a 200 ms baseline) into

1200 ms epochs in the phonological categorization tasks and into

1700 ms epochs in the other tasks (i.e., word learning phase 1,

matching and semantic tasks). To increase the signal to noise

ratio, all responses were considered to compute the individual

averages.

Statistical Analysis
Analysis of Variance (ANOVAs) were computed using the

Statistica software (Version 12.0, StatSoft Inc., Tulsa). For errors

(ERRs) and RTs in each task, ANOVAs included Group (MUS

vs. NM) as a between-subject factor. Additional within-subject

factors were Task (voicing vs. vowel length vs. aspiration) in

the phonological categorization task and Condition (match vs.

mismatch or related vs. unrelated, respectively) in the matching

and semantic tasks.

ERPs in the phonological categorization task were analyzed

by computing N100 maximum amplitudes in the 90–160 ms

latency band. During the word learning phase 1, as well as in the

matching and semantic tasks, ERPs were analyzed by computing

the mean amplitudes of the N200 and N400 components in

specific latency bands defined from visual inspection of the

traces and from previous results in the literature ANOVAs

included Group (MUS vs. NM) as a between-subject factor,

Laterality (left: F3, C3, P3; midline: Fz, Cz, Pz; right: F4,

C4, P4), and Anterior/Posterior (frontal: F3, Fz, F4; central:

C3, Cz, C4; parietal: P3, Pz, P4) as within-subject factors.

Additional within-subjects factors were Task (voicing vs. vowel

length vs. aspiration) in the phonological categorization task,

Block (1 vs. 2 vs. 3 vs. 4) in the word learning phase 1,
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and Condition (match vs. mismatch or related vs. unrelated,

respectively) in the matching and semantic tasks. Post hoc

Tukey tests (reducing the probability of Type I errors) were

used to determine the origin of significant main effects and

interactions. Finally, to examine the relationship between

musical aptitude (i.e., ERRs in the musicality tasks) and

word learning (i.e., ERRs in the semantic task), a linear

regression model was fitted, with level of word learning as

the dependent variable and level of musical aptitude as the

predictor.

RESULTS

Screening Measures

Cognitive and Language Abilities
Results of univariate ANOVAs showed no significant group

differences in auditory short-term memory (F(1,21) = 0.03,

p = 0.88, η2 = 0.001), visual attention (F(1,21) = 0.22, p = 0.65,

η2 = 0.01), word reading (F(1,21) = 2.42, p = 0.13, η2 = 0.10),

phoneme fusion (F(1,21) = 0.65, p = 0.43, η2 = 0.03), or nonverbal

intelligence (PM47, F(1,21) = 3.71, p = 0.07, η2 = 0.15).

Musical Aptitude
Results of two-way ANOVAs (i.e., 2 Groups × 2 Tasks) showed

that MUS made fewer errors (19.3%) than NM (30.2%; main

effect of Group: F(1,21) = 5.76, p = 0.03). In addition, all children

performed better on the rhythmic (18.6%) than the melodic task

(31.0%; main effect of Task: F(1,21) = 15.44, p < 0.001) with no

Group by Task interaction (F(1,21) = 0.01, p = 0.93).

Experimental Tasks

Phonological Categorization

Behavioral data
Results of two-way ANOVAs [i.e., 2 Groups × 3 Tasks (voicing

vs. vowel length vs. aspiration)] showed that MUS (9.7%)

made overall fewer errors than NM (17.2%; main effect of

Group: F(1,21) = 7.17, p = 0.01; see Figure 2A). Furthermore,

across children, the error rate was lower in the voicing and

vowel length tasks (9.3% and 10.3%, respectively) than in

the aspiration task (20.7%; Tukey, both ps < 0.001; main

effect of Task: F(2,42) = 11.54, p < 0.001; no Group by Task

interaction).

Electrophysiological data
The N100 component (90–160 ms) was evaluated by means of a

2 × 3 × 3 × 3 ANOVA (i.e., 2 Groups × 3 Tasks × 3 Laterality

positions (left vs. midline vs. right) × 3 Anterior/Posterior

positions [frontal vs. central vs. parietal]). As can be seen on

Figure 3, the N100 amplitude was larger in the aspiration task

(−6.01 µV, SD = 1.96) compared to the other tasks (−4.42 µV,

SD = 1.54; Tukey, p = 0.03; main effect of Task: F(2,42) = 4.01,

p = 0.03). No significant main effect of Group (F(1,21) = 1.02,

p = 0.32) or interaction including the Group factor was obtained

(Group × Task × Anterior/Posterior interaction: F(4,84) = 1.87,

p = 0.12).

FIGURE 2 | Percentages of error (ERRs) are compared for children with

music training (MUS) in light gray and for children without music

training (NM) in black in the different tasks (main effect of group).

Moreover, ERRs in the different tasks are also shown averaged across children

(ALL; main effect of condition) in dark gray. For the phonological categorization

tasks (A), results are illustrated for voicing, vowel length and aspiration. For

the matching task (B), results are illustrated for Match and Mismatch words.

For the semantic task (C), results are illustrated for semantically Related and

Unrelated words. Level of significance is indicated by stars with ∗p < 0.05,
∗∗p < 0.01 and ∗∗∗p < 0.001.

Word Learning Phase 1

Electrophysiological data
The N400 (330–860 ms) as well as the N200 (200–330 ms)

were evaluated by means of 2 × 4 × 3 × 3 ANOVAs

(i.e., 2 Groups × 4 Blocks [1 vs. 2 vs. 3 vs. 4] × 3 Laterality × 3
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FIGURE 3 | Phonological categorization tasks. N100 components at the

Central (Cz) electrode and topographic voltage distribution maps are

compared between tasks averaged across children (ALL). Voltage values of

topographic maps are scaled from –5 µV to +2 µV. Mean number of trials

contributing to the averages (n = 1228). In this and subsequent ERPs figures,

time in milliseconds is in abscissa and the amplitude of the effects in microvolt

is in ordinate. Time zero corresponds to word onset and negativity is plotted

upwards. Latency windows for statistical analyses are indicated with gray

dotted lines and the level of significance is indicated by stars with ∗p < 0.05,
∗∗p < 0.01 and ∗∗∗p < 0.001.

Anterior/Posterior positions). For all children and in line with

previous results, the N400 component was larger over frontal

(−4.89 µV, SD = 1.52) and central (−4.62 µV, SD = 1.23) sites

compared to parietal sites (−1.87 µV, SD = 1.32; Tukey, both

ps < 0.001; main effect of Anterior/Posterior: F(2,42) = 33.59,

p < 0.001). In addition, while the Group × Block interaction

was only marginally significant (F(3,63) = 2.17, p = 0.10), both

the increase in N400 from Block 1 to Block 2 and the decrease

from Block 2 to Block 3 were significant for MUS (Block

1: −2.79 µV, SD = 1.66; Block 2: −5.46 µV, SD = 2.10;

Block 3: −2.23 µV, SD = 2.04; Tukey, 1 vs. 2: p = 0.02,

and 2 vs. 3: p = 0.005; main effect of Block: F(3,33) = 5.34,

p = 0.004) but not for NM (main effect of Block: F(3,30) = 1.13,

p = 0.35; see Figures 4A,B for topographic distributions of

effects). Similarly, for the N200, the increase from Block 1 to

Block 2 was significant in MUS but not in NM (MUS: Block

1: −1.64 µV, SD = 2.35; Block 2: −4.68 µV, SD = 1.98;

Tukey, 1 vs. 2: p = 0.01; main effect of Block: F(3,33) = 3.82,

p = 0.02; and NM: main effect of Block: F(3,30) = 0.19,

p = 0.90).

Word Learning Phase 2

Behavioral data
No significant group differences were found on ERRs (MUS:

16.0% and NM: 20.2%; main effect of Group: F(1,21) = 1.12,

p = 0.30).

Matching Task

Behavioral data
Results of two-way ANOVAs [i.e., 2 Groups × 2 Conditions

(match vs. mismatch)] showed that MUS (18.2%) made

significantly fewer errors than NM (28.9%; main effect of

Group: F(1,21) = 5.54, p = 0.03; see Figure 2B) and that

all children made fewer errors for match (16.0%) than for

mismatch words (31.1%; main effect of Condition: F(1,21) = 22.66,

p < 0.001). The Group by Condition interaction was not

significant (F(1,21) = 1.82, p = 0.19). No significant between-group

differences and no Group by Condition interaction were found

on RTs (F(1,21) = 0.13, p = 0.72, and F(1,21) = 0.32, p = 0.58,

respectively) but, in line with error rates, RTs were faster for

match (1284 ms) than for mismatch words (1461 ms; main effect

of Condition: F(1,21) = 35.13, p < 0.001).

Electrophysiological data
TheN400 (300–550ms) and the N200 (200–300ms) components

were evaluated by means of 2 × 2 × 3 × 3 ANOVAs

(2 Groups × 2 Conditions × 3 Laterality × 3 Anterior/Posterior

positions). Analysis of the N400 revealed a significant

Group × Laterality × Anterior/Posterior interaction

(F(4,84) = 2.44, p = 0.05). Results of separate group analyses

showed larger N400 amplitude in MUS for mismatch

(−4.15 µV, SD = 1.95) compared to match words across

all scalp sites (−2.75 µV, SD = 2.19; main effect of Condition:

F(1,11) = 5.08, p = 0.05; see Figures 5A,B). In NM, the N400 effect

was localized over central electrodes (mismatch: −5.81 µV,

SD = 1.15 and match words: −4.62 µV, SD = 0.89) with

slightly larger differences over the right than left hemisphere

(Condition × Laterality × Anterior/Posterior interaction:

F(4,40) = 2.79, p = 0.04; see Figures 5A,B). Finally, analyses of

the N200 showed larger amplitude in MUS compared to NM

over the left hemisphere (MUS: −3.73 µV, SD = 1.50 and NM:

−1.57 µV, SD = 1.57; Group× Laterality: F(2,42) = 3.20, p = 0.05)

but no interaction involving the factor Condition.

Semantic Task

Behavioral data
Results of two-way ANOVAs [i.e., 2 Groups × 2 Conditions

(related vs. unrelated)] showed that MUS (23.1%) made

significantly fewer errors than NM (33.9%; main effect of Group:

F(1,21) = 4.50, p = 0.05; see Figure 2C) and that all children made

asmany errors to related (29.7%) than to unrelated words (27.2%;

main effect of Condition: F(1,21) = 0.39, p = 0.54). The Group by

Condition interaction was not significant on ERRs (F(1,21) = 0.20,

p = 0.66). RTs were faster to semantically related (1996 ms)

than to unrelated words (2296 ms; main effect of Condition:

F(1,21) = 58.42, p < 0.001) with no significant between-

group differences and no Group by Condition interaction

(F(1,21) = 0.29, p = 0.60, and F(1,21) = 0.32, p = 0.58, respectively).
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FIGURE 4 | Word learning phase 1. (A) ERPs recorded at the Central (Cz) electrode in the four Blocks are overlapped separately for Block 1 and 2 (left column),

Block 2 and 3 (central column) and Block 3 and 4 (right column). Recordings are presented averaged across all children (ALL, dark gray lines) and for musician (MUS:

red lines) and non-musician children (NM: black lines). Mean number of trials contributing to the averages (ALL = 607, MUS = 317, NM = 290). (B) Topographic

voltage distribution maps of the differences between two blocks (2–1: Block 2 minus Block 1, and 3–2: Block 3 minus Block 2) are illustrated for the N200 and N400,

separately for MUS and for NM. Voltage values are scaled from –3.5 µV to +1.0 µV and –1.0 µV to +3.5 µV, respectively.

Electrophysiological data
TheN400 (300–640ms) and the N200 (200–300ms) components

were evaluated by means of 2 × 2 × 3 × 3 ANOVAs

(2 Groups × 2 Conditions × 3 Laterality × 3 Anterior/Posterior

positions). Analysis of the N400 revealed a significant

Group × Condition × Anterior/Posterior interaction

(F(2,42) = 2.64, p = 0.05). Results of separate analyses

(see Figure 6A for MUS and NM, and Figure 6B for

topographic distributions of effects) showed that for MUS,

the N400 over parietal regions was larger to unrelated

(−2.72 µV, SD = 1.32) than to related words (−1.35 µV,

SD = 1.09; Tukey, p = 0.03; Condition × Anterior/Posterior

interaction: F(2,22) = 3.79, p = 0.04). This effect was not

significant for NM (Condition × Anterior/Posterior interaction:

F(2,20) = 1.07, p = 0.36). However, as previously found in NM

adults, the N400 effect was reversed with larger N400 for

related (−5.03 µV, SD = 0.81) than for unrelated words at

left central sites (−3.38 µV, SD = 0.78; Tukey, p = 0.04;

Condition × Laterality × Anterior/Posterior interaction:

F(4,40) = 2.20, p = 0.09).
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FIGURE 5 | Matching task. (A) ERPs recorded at representative electrodes (right frontal (F4), central (Cz) and left parietal (P3)) are overlapped for Match (solid lines)

and Mismatch words (dotted lines), averaged across all children (ALL, dark gray lines) and for musician (MUS, red lines) and non-musician children (NM, black lines).

Mean number of trials contributing to the averages (ALL = 1215, MUS = 634, NM = 581). (B) Topographic voltage distribution maps of the differences between

conditions (Mismatch minus Match) are illustrated for the N200 and N400 and for MUS and NM. Voltage values are scaled from –1.5 µV to +1.5 µV.

Similarly, analysis of the N200 revealed significant

Group × Condition and Group × Condition ×

Anterior/Posterior interactions (F(2,21) = 5.21, p = 0.03 and

F(2,42) = 5.39, p = 0.008). Results of separate analysis showed

that for MUS the N200 over central and parietal regions was

larger to unrelated (−4.48 µV, SD = 1.37 and −4.90 µV,

SD = 1.10, respectively) than to related words (−3.00 µV,

SD = 1.11 and−2.57µV, SD = 0.69; Tukey, p = 0.05 and< 0.001,

respectively; Condition × Anterior/Posterior interaction:

F(2,22) = 3.74, p = 0.04) with no significant differences for

NM (main effect of Condition: F(1,10) = 1.46, p = 0.25, and

Condition × Anterior/Posterior interaction: F(2,20) = 0.40,

p = 0.67).

Relationship between Musical Aptitude
and Word Learning
A highly significant correlation was found between musical

aptitude and word learning (R2 = 0.31, F(1,21) = 10.94, p = 0.003),

which reflected the fact that children with fewer errors in the

musical aptitude task (i.e., musically-trained children) achieved

higher levels of word learning (i.e., fewer errors in the semantic

task; see Figure 7). As screening measures showed a trend

towards group differences on nonverbal intelligence (PM47,

p = 0.07), and as age differences although not significant

(p = 0.19) may influence word learning performance, two

separate partial correlations were computed controlling for these

variables. In both cases, the partial correlation between musical

aptitudes and word learning remained highly significant when

controlling for PM47 (r = 0.51, p = 0.01) or age (r = 0.51, p = 0.02).

DISCUSSION

This series of experiments revealed three main findings. First,

ERPs recorded in the word learning phase showed that the

temporal dynamics of novel word learning, as reflected by

significant modulations of N200 and FN400 amplitudes after

only a few minutes of picture-word associative learning, was

faster in children with music training than in control children.

Second, while all children were able to learn the meaning

of new words, music training was associated with more

efficient learning of picture-word associations as reflected by

both behavioral and electrophysiological data in the matching

and semantic tasks. Finally, a fronto-parietal network was

involved in word learning with a shift of the distribution

of the N200 and N400 components from frontal regions in

the learning phase to parietal regions during the test phase

(matching and semantic tasks). These findings are discussed

below.

Fast Brain Plasticity in the Word Learning
Phase
Recording ERPs during the four blocks of the learning phase

allowed us to precisely follow the temporal dynamics of

the learning process. ERPs averaged across all children

clearly showed that large changes in brain activity occurred

very rapidly during the acquisition of word meaning (see

Figure 4A). As hypothesized based on previous results in

adults (Mestres-Missé et al., 2007; Borovsky et al., 2012;

Dittinger et al., 2016; François et al., 2017) and in infants
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FIGURE 6 | Semantic task. (A) ERPs recorded at representative electrodes (right frontal (F4), central (Cz) and left parietal (P3)) are overlapped for Related (solid

lines) and Unrelated words (dotted lines), averaged across all children (ALL, dark gray lines) and for musician (MUS, red lines) and non-musician children (NM, black

lines). Mean number of trials contributing to the averages (ALL = 730, MUS = 380, NM = 350). (B) Topographic voltage distribution maps of the differences between

conditions (Unrelated minus Related) are illustrated for the N200 and N400 and for MUS and NM. Voltage values are scaled from –3.0 µV to +2.0 µV.

(Torkildsen et al., 2006; Friedrich and Friederici, 2008), results

showed an increased long-lasting negativity from Block 1 to

Block 2 over fronto-central sites, comprising both an N200 and

an FN400 components, taken to reflect learning of novel

picture-word associations (see Figures 4A,B, topographic

maps). It is notable that the N200 component is more clearly

visible than in previous experiments, possibly due to auditory

rather than visual word presentation. Moreover, the overall

amplitude of the N200 and FN400 components is much larger,

and the FN400 component is longer-lasting, in children than

in adults (Dittinger et al., 2016; see Figure 4). The differences

between Block 1 and Block 2 were localized over fronto-central

regions. This scalp distribution is very similar to previous

results in word segmentation experiments (Cunillera et al.,

2009; François et al., 2014) and is compatible with previous

findings suggesting that prefrontal and temporal brain regions

are associated with the maintenance of novel information in

working memory (Hagoort, 2014) and with the acquisition

of word meaning (Rodríguez-Fornells et al., 2009). What is

most remarkable is that these amplitude modulations were

observed after only 3 min of learning novel word meanings (that

is after only 10 repetitions of each picture-word association),

thereby showing clear evidence for fast mapping (Carey, 1978)

as reflected by fast changes in brain activity. Importantly, and

as previously found in adults (Dittinger et al., 2016), these

effects were significant in musically-trained children but not

in children without music training. Thus, in line with our

hypothesis, these results showed evidence for faster encoding of

novel word meaning in musically-trained children. Interestingly,

and strikingly similar to previous results in word segmentation

experiments (Cunillera et al., 2009; François et al., 2014),

FN400 amplitude was already decreased from Block 2 to

Block 3 (i.e., after 3–4 min), possibly due to repetition effects

(Rugg, 1985) that contribute to learning. Cunillera et al. (2009)

interpret their similar findings in light of the time-dependent

hypothesis (Raichle et al., 1994; Poldrack et al., 1999) following

which increased activation (as reflected by the FN400) is only

found during the initial learning period and quickly decreases

when words have been identified, or, as in our experiment,

when meaning has been attached to the auditory word-form.

Finally, no differences were found between Block 3 and

Block 4 possibly because all children had reached a learning

threshold.

Turning to the N200 component, and in contrast to what

was previously found in adult non-musicians (Dittinger et al.,

2016), the differences between Block 1 and Block 2 were not

significant in children with no specific music training. Insofar

as the N200 reflects categorization processes (Friedrich and

Friederici, 2008), it may be that these children had not yet

learned to categorize the correct word with the correct picture.

Alternatively, and based on recent results by Du et al. (2014)

showing enhanced N200 amplitude when Chinese compound

words are repeated in priming experiments, it may be that

adult non-musicians were more sensitive to the repetition of
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FIGURE 7 | Linear regression model. Musical aptitude (ERRs in the

musicality task) against word learning performance (ERRs in the semantic

task). Children with music training are illustrated in red (MUS) and children

without music training in black (NM).

words in the learning phase than children with no music

training.

Testing Novel Word Learning in the
Matching and Semantic Tasks
All children were able to learn the six picture-word associations

within a short learning phase (around 12 min total time for

both word learning phases 1 and 2) as shown by the low

percentage of errors in the active learning phase (<21% in both

groups) and in the matching and semantic tasks (between 13%

and 38% across groups). Importantly, the level of performance

in both tasks and in both groups was above chance level

(50%) and far from ceiling or floor effects thereby showing

that the level of task difficulty was not too easy nor too

difficult. In line with previous findings in the literature and

with findings in adults using a similar design (Dittinger et al.,

2016), results in the matching task showed clear matching

effects with lower error rates and faster RTs to matching than

to mismatching words thereby showing that all children had

learned the picture-word associations presented in the word

learning phase. Moreover, this learning effect generalized to

new pictures in the semantic task, as revealed by faster RTs

to auditory words semantically related to new pictures than

to unrelated words (Meyer and Schvaneveldt, 1971; Dittinger

et al., 2016). However, the semantic priming effect was not

significant on error rates. While surprising, this finding possibly

reflects a response bias towards rejection: when children were

not certain whether pictures and words were semantically related

(e.g., ‘‘honey’’ and ‘‘bear’’), they tended to respond that they were

unrelated. This interpretation is in line with the adult results

showing that participants made significantly fewer errors for

unrelated than for related words.

Finally, and perhaps most importantly, while the matching

(on both errors and RTs) and semantic priming effects (on

RTs) were significant in both groups (no Group by Condition

interaction), musically-trained children made significantly fewer

errors than controls in both the matching and the semantic

tasks (main effect of Group), suggesting that they had learned

the meaning of novel words more efficiently than controls.

Importantly, the effect of musicianship in children was very

similar to what was found in adults (Dittinger et al., 2016).

In the semantic task, adult musicians outperformed adult non-

musicians. Moreover, the level of performance was similar in

both groups (musician children [23.1%] and adults [23.6%];

non-musician children [33.9%] and adults [30.5%] thereby

showing that the level of task difficulty was similar for children

[learning 6 novel words] and adults [learning 9 novel words]).

In the matching task, adult musicians made fewer errors than

adult non-musicians but, in contrast to children, this difference

did not reach significance possibly because the matching

task was too easy to reveal a between-group difference in

adults.

Comparison of the electrophysiological data in the matching

task between children and adults also revealed interesting

differences. While children without music training showed

a typical N400 effect over central electrodes (N400 larger to

mismatch than match words), adults without music training

showed a reversed N400 effect over frontal electrodes (see

Figure 5 of Dittinger et al., 2016) that we interpreted as

showing that they had not yet fully integrated the meaning of

novel words into pre-existing semantic networks. Following

this interpretation, non-musician children, by showing

typical N400 effects, were faster in integrating the meaning

of novel words than non-musician adults. However, this

speculation needs further support to be convincing since adult

non-musicians performed as well as adult musicians in the

matching task but children with music training outperformed

control children. Finally, as in the word learning phase, the

N200 effect was significant in adults but not in children

with no music training, again possibly because adults were

more sensitive to word repetition (Du et al., 2014) than

children. Maybe more interestingly, children without music

training showed an N400 effect without an N200 effect in the

matching task, thereby supporting the hypothesis that both

components reflect independent processes (e.g., Du et al., 2014;

see Hofmann and Jacobs, 2014; for a detailed discussion of this

issue).

Turning to the semantic task and in line with the behavioral

results showing that children with music training learned

the meaning of novel words more efficiently than control

children, N200 and N400 amplitudes were significantly larger

for unrelated than for related words over parietal regions

in children with music training but not in non-musician

children (see Figure 6). Again, these results are very similar

to previous results in adults (Dittinger et al., 2016) showing

significant N200 and N400 semantic priming effects over

parietal regions in adult musicians but not in non-musicians.

Only the N200 effect was significant in adult non-musicians,

again pointing to the independance of these two components

(Du et al., 2014). By contrast, it is striking that, similar

to adult non-musician results in the matching task, reversed
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N400 effects (larger N400 to related than to unrelated words)

were found in the semantic task, both in children without

music training, over left central sites (see Figure 6B) and

in non-musician adults, over frontal sites (see Figure 6 of

Dittinger et al., 2016). Below we propose an interpretation of

these surprising results that showed up in two independent

samples.

Results in the word learning literature have shown that the

N400 is larger for semantically unrelated than for related words

in both lexical decision tasks (Borovsky et al., 2012) and semantic

priming experiments (Mestres-Missé et al., 2007). This is taken

as evidence that novel words are processed differently based

on previously learned associations and that, with training, the

meaning of novel words is rapidly integrated into semantic

memory networks (Mestres-Missé et al., 2007; Batterink and

Neville, 2011; Borovsky et al., 2012). Based on this interpretation,

the different N400 effects for children with and without music

training in the semantic task suggest that while musically-trained

children had already integrated the meaning of the novel words

into semantic memory, as reflected by typical N400 effects, this

was not yet the case for control children (reversed N400 effects).

In other words, while all children were able to retrieve the

specific picture-word associations that were stored in episodic

memory during the word learning phase, as reflected by typical

N400 effects in the matching task, generalization of learning

as seen through priming effects from new pictures semantically

related to the novel words could possibly take longer for

control children than for musically-trained children. In sum,

differences betweenmusically-trained and untrained participants

(both children and adults, Dittinger et al., 2016) were larger

when the task required retrieving general information from

semantic memory in the semantic task than retrieving specific

picture-word associations in the matching task.

Finally, in contrast to the frontally-distributed

N400 component during the early stages of learning discussed

above, the N400 effect in the test phase was clearly centro-

parietally distributed. Thus, when the meaning of words was

already learned, as in the matching and semantic tasks (see

Figures 5B, 6B), and as in typical N400 experiments with known

words (Kutas et al., 1988), the N400 showed a more parietal

scalp distribution that possibly reflects access to the meaning of

words already stored in semantic memory or the integration of

novel words meaning in existing semantic networks (Batterink

and Neville, 2011). In sum, by recording ERPs both in the word

learning phase and in the matching and semantic tasks from

the same participants, we found a clear fronto-parietal shift

in N400 scalp distribution with learning (compare Figures 4,

5, 6). Importantly, this shift in N400 distribution from the

acquisition to the consolidation of novel word meaning was also

found in adults (Batterink and Neville, 2011; Dittinger et al.,

2016).

The Cascade and Multi-Dimensional
Interpretations
We previously proposed two complementary bottom-up and

top-down interpretations to account for the advantage of

musician compared to non-musician adults in novel word

learning (Dittinger et al., 2016). Following the ‘‘cascade’’

interpretation (bottom-up), increased auditory sensitivity is the

driving force behind enhanced word learning in musicians.

According to this view, enhanced auditory perception

and attention in musicians (Kraus and Chandrasekaran,

2010; Besson et al., 2011; Strait et al., 2015) allow one to

build clear and stable phonological representations (Anvari

et al., 2002; Corrigall and Trainor, 2011) that are more

easily discriminable and consequently easier to associate

with specific meanings and to store in semantic memory.

Previous reports provided clear evidence that music training

improves sensitivity of auditory-related brain regions (Schneider

et al., 2002; Elmer et al., 2013; Kühnis et al., 2014) and

fosters the ability to focus and maintain attention on auditory

stimuli (Magne et al., 2006; Moreno et al., 2009; Tervaniemi

et al., 2009; Strait et al., 2010, 2015; Corrigall and Trainor,

2011).

In line with these results, the level of performance in the

three phonological categorization tasks (voicing, vowel length

and aspiration) was significantly higher in musically-trained

children than in controls (see Figure 2A). This supports

the hypothesis that music training is associated with clearer

and more stable phonological representations. This, in turn,

may facilitate the learning of new picture-word associations

in the word learning phase. However, independently of

music training, the N100 amplitude was largest to the

unfamiliar, non-native aspiration contrast (see Figure 3).

This result differs from previous ones in adults showing

larger N100s to the aspiration contrast only in professional

musicians (Dittinger et al., 2016). It may be that the

differential sensitivity to familiar and unfamiliar phonetic

contrasts decreases from childhood to adulthood and

that music training helps to maintain this sensitivity.

This interpretation needs to be further tested in future

experiments.

Following the multi-dimensional interpretation, music

training not only improves auditory sensitivity but also other

functions that are relevant for novel word learning. For instance,

there is evidence that music training enhances short-term

memory (Ho et al., 2003; George and Coch, 2011) and executive

functions (Pallesen et al., 2010; Moreno et al., 2011; Rogalsky

et al., 2011; Zuk et al., 2014). In line with this interpretation,

the present results showed that music training influenced

associative learning and semantic integration as reflected by

larger modulations of the N200 and N400 components in

the matching and semantic tasks (McLaughlin et al., 2004;

Perfetti et al., 2005; Mestres-Missé et al., 2007). Moreover, there

is also evidence from at least one longitudinal intervention

study that 1 year of music training is enough to enhance

verbal and performance IQ as compared to drama lessons

(Schellenberg, 2004). Consistent with these findings, musically-

trained children in our study showed a trend for higher

nonverbal IQs (as measured with the PM47, p = 0.07) than

controls. It is thus possible that children with music training

performed better in the matching and semantic tasks not

because music training enhanced auditory perception or
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different aspects of language processing but because, in

general, increased cognitive abilities improved word learning

(Banai and Ahissar, 2013; Zatorre, 2013). This is a difficult

issue. One could indeed try to match children’s level of

performance on several cognitive abilities (e.g., working and

short-term memory, general intelligence). However, this might

result in a selection bias against musically-trained children

if superior cognitive abilities were a direct consequence of

music training. Coming back to our results, it is notable

that children performing higher in the musicality tests also

performed higher in the most difficult semantic task (see

Figure 7), and that this correlation remained highly significant

also when controlling for the influence of nonverbal general

intelligence. Thus, while music training is likely to influence

high level cognitive functions that could facilitate word learning,

the results found in the present experiment do not seem to

be mediated by nonverbal intelligence. In sum, facilitated

word learning in children with music training probably

results from the strong interplay between improved auditory

perception and higher cognitive functions so that the cascade

and multidimensional interpretations are best considered as

complementary.

CONCLUSION

Our results showed that all children were able to learn

the meaning of novel words and that, similar to previous

results found in adults (Batterink and Neville, 2011; Dittinger

et al., 2016) word learning was associated with a fronto-

parietal shift of the topographical distribution of the N400 and

N200 components that developed with learning. Importantly,

a few years of music training (4.5 years on average) was

found to positively correlate with word learning: musically-

trained children performed higher than controls in both the

matching and the semantic tasks and the electrophysiological

markers of word leaning (the N200 and N400 effects) were

larger in children with than without music training. To

our knowledge, this is the first report of a relationship

between music training and the semantic aspects of language

processing in children. Importantly, these results extend previous

findings showing that music training enhanced phonological

awareness, reading development, word comprehension and

syntactic processing (Anvari et al., 2002; Jentschke and Koelsch,

2009; Corrigall and Trainor, 2011). These results also support

the hypothesis that second language learning is facilitated

by musical training (Slevc, 2012; Chobert and Besson, 2013;

Moreno et al., 2015) and taken together they provide strong

evidence for the importance of music classes in primary

school.

Limitations and Perspectives
The first limitation of the present study is the small number

of children in each group. Although we tested a relatively large

group of 32 children with the aim of having 16 participants

in each group, several children had to be discarded for

technical reasons. Nevertheless, two main arguments support

the robustness of our findings. First, even with a small sample

size, the effects of main interest were significant (and therefore

statistically valid, Friston, 2012) in musically-trained children

and not significant in control children, thereby showing clear

between-group differences. Second, as discussed above, the main

effects found for children in the different experiments described

here are remarkably similar to those previously found using a

very similar paradigm with musician and non-musician adults

(Dittinger et al., 2016). Thus, the correlation between music

training and better novel word learning (both in behavior

and ERPs) was replicated in two independent samples of

participants.

The second limitation is that, while we would like to

attribute the reported differences between musically-trained and

untrained children to music training, the present experiment

does not allow to rule out that differences other than music

training accounted for the observed between-group differences.

The only way to demonstrate the causal role of music

training is to conduct a longitudinal study with non-musician

children trained with music and to compare results with

another group of non-musician children trained with an equally

interesting non-musical activity. However, before conducting

such longitudinal studies to ascertain the origins of the

differences, it is first of primary importance to demonstrate

differences between musically-trained and control children in

novel word learning, and this was the aim of the present

study.

Finally, the series of experiments used in this paradigm

allowed us to test for auditory perception of linguistic

and non-linguistic sounds (musicality tests), for auditory

attention and for associative and semantic memory.

Thus, an interesting perspective would also be to use this

paradigm as a diagnostic tool to determine which specific

computations and cognitive functions are impaired in children

with learning difficulties or in patients with degenerative

disorders.
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ABSTRACT 

 

Learning the meaning of novel words is a multifaceted cognitive task that is 

omnipresent in everyday life. However, until now, it is still unclear how the maturation of 

cognitive functions, neural ripening and degeneration influence this ability. Moreover, how 

cognitive stimulating activities like music influence novel word learning throughout the lifespan 

is still an open issue. In the present study, we used electroencephalography (EEG) in association 

with a cross-sectional approach in children, young adults, and older adults, and evaluated 

behavioral and electrophysiological markers (i.e., N200 and N400 components) of word 

learning in order to describe qualitative and quantitative trajectories across lifespan. 

Furthermore, we tested whether music training may have a beneficial influence on cognitive 

functioning during word learning, and whether this intervention can potentially be used for 

counteracting aging processes by pandering neural reserve capacity. Our results provide 

evidence for a facilitation of word learning from childhood to adulthood that is mirrored by 

lower error rates, faster reaction times, and a more efficient access to lexical-semantic 

representations. Importantly, the faculty of word learning is preserved in older adults who, 

however, seem to show some difficulties i  og iti e ultitaski g  situatio s. Across all age 

cohorts, music training seems to benefit word learning, and this positive influence is manifested 

in terms of behavioral and neural facilitation. Ho e er, the usi ia ’s ad a tage i  older 

adults only is less clear-cut, compared to children and young adults. These results have 

important implications for education and healthy aging.  

  

 

Keywords: EEG, word learning, lexical-semantic access, cognitive functions, plasticity, music 

training 

 

  



133 

 

INTRODUCTION 

The aging human brain is characterized by grey (Crivello, Tzourio-Mazoyer, Tzourio, & 

Mazoyer, 2014; Jäncke, Mérillat, Liem, & Hänggi, 2015) and white (Bender, Völkle, & Raz, 2016; 

Hirsiger et al., 2016) matter changes in cortical (Crivello et al., 2014) and subcortical (Ziegler et 

al., 2012) brain regions, that are accompanied by an inter-individual variable decline of several 

cognitive functions (Shafto & Tyler, 2014), including attention (Erel & Levy, 2016; Fama & 

Sullivan, 2015), short-term- and working memory (Rhodes & Katz, 2017; Rieckmann, Pudas, & 

Nyberg, 2017), as well as episodic memory (Fjell et al., 2016). However, due to compensatory 

functional mechanisms that are reflected by the recruitment of auxiliary brain regions or 

increased functional connectivity, there is no simple relationship between aging, brain changes, 

and the preservation of cognitive functions (Shafto & Tyler, 2014). Furthermore, although older 

adults often demonstrate auditory dysfunctions (Giroud et al., 2018) that render speech 

processing in noisy environments particularly difficult (Coffey, Mogilever, & Zatorre, 2017), 

core language functions like lexical-semantic access and syntactic processing are relatively 

unaffected by aging (Shafto & Tyler, 2014). Nevertheless, since increased longevity is generally 

associated with a higher prevalence of cognitive impairments that lead to social and healthcare 

burden (Rechel et al., 2013), there is increased interest in the scientific community to test for 

the influence of different leisure activities on cognitive functioning that might counteract the 

detrimental effect of aging on the central nervous system (Lazarou et al., 2017; Olsen et al., 

2015; Rogenmoser, Kernbach, Schlaug, & Gaser, 2018). 

 

In the last decades, the investigation of professional musicians (MUS; Bermudez, 

Lerch, Evans, & Zatorre, 2009; Jäncke, 2009; Schön, Magne, & Besson, 2004) and children 

undergoing music training (Magne, Schön, & Besson, 2006; Zuk, Benjamin, Kenyon, & Gaab, 

2014) has attracted increasing attention in the field of cognitive neuroscience. A main reason 

for the fast development of this specific branch of research is that professional MUS are 

particularly suited to be used as in vivo model for evaluating functional and structural brain 

changes that are mediated by a high amount of deliberate practice (Ericsson, Krampe, & 

Heizmann, 2007; Krampe & Ericsson, 1996). Currently, there is evidence from both cross-

sectional studies in adults (Bangert & Schlaug, 2006; Elmer, Hänggi, Meyer, & Jäncke, 2013; 

Schön et al., 2004) and longitudinal studies in children and adolescents (Chobert, Francois, 

Velay, & Besson, 2014; Francois, Chobert, Besson, & Schön, 2013; Habibi et al., 2017; Moreno 

et al., 2009; Nan et al., 2018; Tierney, Krizman, & Kraus, 2015) indicating that music training 
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promotes functional and structural changes in the primary and associative auditory cortex 

(Elmer, Meyer, & Jancke, 2012; Schneider, Sluming, Roberts, Bleeck, & Rupp, 2005), motor- and 

somatosensory cortex (Bangert & Schlaug, 2006; Münte, Altenmüller, & Jäncke, 2002), ventral 

and dorsal part of the prefrontal cortex (Bermudez et al., 2009; Sluming, Brooks, Howard, 

Downes, & Roberts, 2007), as well as in inferior-parietal brain regions (Bermudez et al., 2009) 

and in the corpus callosum (Elmer, Hänggi, & Jäncke, 2016; Schlaug, Jäncke, Huang, & 

Steinmetz, 1995). Such functional and structural differences between musically trained and 

untrained individuals have been shown to be related to superior auditory perception (Kraus & 

Chandrasekaran, 2010; Seppänen, Hämäläinen, Pesonen, & Tervaniemi, 2013; Vuust, Brattico, 

Seppänen, Näätänen, & Tervaniemi, 2012), several aspects of speech processing (Besson, 

Chobert, & Marie, 2011) as well as to an optimization of cognitive functions (Dittinger, 

Valizadeh, Jäncke, Besson, & Elmer, 2017; Schulze & Koelsch, 2012; Zuk et al., 2014). In 

particular, MUS are often characterized by behavioral and functional advantages in processing 

acoustic cues varying in pitch, voice-onset time, duration, and prosody (Chobert et al., 2014; 

Elmer et al., 2013; Francois & Schön, 2011; Kühnis, Elmer, Meyer, & Jäncke, 2013; Magne et al., 

2006; Marie, Delogu, Lampis, Belardinelli, & Besson, 2011), and frequently demonstrate 

increased short-term memory-, working memory-, and attention functions compared to non-

musicians NM; “ hulze & Koels h, ; “trait, “later, O’Co ell, & Kraus, ; )uk et al., 

2014). Finally, it is noteworthy to mention that music training has also been proposed to 

decelerate the effects of brain aging (Rogenmoser et al., 2018), to postpone age-related 

temporal speech processing deficits (Parbery-Clark, Anderson, Hittner, & Kraus, 2012), and to 

have a beneficial effect on speech-in-noise perception and working memory functions 

(Parbery-Clark, Skoe, Lam, & Kraus, 2009; Zendel & Alain, 2012). 

 

Recently, Dittinger and colleagues (Dittinger et al., 2016; Dittinger, Chobert, Ziegler, & 

Besson, 2017; Dittinger, Valizadeh, et al., 2017) proposed a novel experimental approach that 

enables to evaluate the influence of music training on speech-related cognitive functions in a 

holistic manner by using concatenated word learning tasks. Thereby, the authors compared 

electrophysiological markers reflecting phonological categorization (i.e., N200 component; 

Connolly & Phillips, 1994; Friedrich & Friederici, 2008), attentional functions (i.e., N200 

component; Patel & Azzam, 2005), cognitive control (i.e., N200 component; Kropotov, 

Ponomarev, Pronina, & Jäncke, 2017; Kropotov, Ponomarev, Tereshchenko, Müller, & Jäncke, 

2016), as well as semantic processing and verbal memory functions (i.e., N400 component; 
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Kutas & Federmeier, 2011) between young adult professional MUS and NM (Dittinger et al., 

2016; Dittinger, Valizadeh, et al., 2017) as well as between children with and without music 

training (Dittinger, Chobert, et al., 2017) while the participants learned novel words. In 

particular, young adults and children (1) learned the meaning of novel words through picture-

word associations (i.e., learning phase), (2) judged whether combinations of pictures and words 

matched or mismatched those previously learned (i.e., matching task), and (3) generalized the 

meaning of the learned words to semantically affine pictures (i.e., semantic task; see Figure 1). 

The results of these previous studies consistently revealed a behavioral advantage of musically-

trained compared to untrained individuals in novel word learning that was accompanied by a 

faster development of the N200 and N400 components during learning, possibly reflecting 

auditory categorization, attentional functions, and verbal memory functions (Dittinger et al., 

2016). Furthermore, during the matching and semantic tasks only MUS demonstrated a 

posterior N400 effect (i.e., difference between mismatching and matching, or semantically 

unrelated and related words), that is taken to reflect the successful integration of the newly 

learned words into lexical-semantic memory (Kutas & Federmeier, 2011). In this context, it is 

noteworthy to emphasize that the investigation of the neural correlates of word learning is not 

only advantageous for examining the intertwining of bottom-up and top-down processes that 

are mediated by music training, but also for testing the development of speech processing and 

cognitive functions across the lifespan in an ecologically valid manner. In fact, learning the 

meaning of novel words through picture-word associations is a multifaceted cognitive task that 

relies o  se eral parallel pro esses i.e., og iti e ultitaski g , i ludi g a  a urate 

discrimination of spectral and temporal speech attributes, phonological categorization, 

attentional functions, associative-, working-, episodic-, as well as lexical-semantic memory 

(Dittinger et al., 2016). 

 

Notwithstanding that a better understanding of the neural underpinnings underlying 

perceptual, linguistic, and cognitive aspects of word learning in infants and adults is a 

newsworthy topic (Havas, Laine, & Rodríguez Fornells, 2017; Rodríguez-Fornells, Cunillera, 

Mestres-Missé, & de Diego-Balaguer, 2009), currently it is still under debate whether (1) this 

ability changes throughout lifespan, (2) whether the preservation of lexical-semantic functions 

may compensate the deterioration of perceptual and cognitive functions in older adults, and 

(3) whether children, young adults, and older adults differ in the recruitment of  phonological 

categorization mechanisms, working memory functions, or associative memory, episodic 
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memory and lexical-semantic memory. This topic is rendered even more interesting by the fact 

that at least three factors, that are known to have an influence on word learning, namely 

speech perception, vocabulary knowledge, and working memory functions, are differentially 

affected by aging (Daneman & Green, 1986). In fact, while older adults normally have a larger 

vocabulary than children and adults (Ferrand, 1998) enabling them to anchor the meaning of 

novel words more efficiently on established lexical-semantic representations, at the same time 

they are characterized by hearing impairments (Giroud et al., 2018) and reduced working 

memory capacity (Cabeza, Anderson, Locantore, & McIntosh, 2002; Long, Shaw, Lisa, Long, & 

Shaw, 2000).  

 

In the present EEG study, we evaluated (1) the influence of lifelong music training on 

novel word learning in a population of older adults by applying the same set of concatenated 

picture-word association tasks previously used by Dittinger and colleagues for examining word 

learning in children (Dittinger, Chobert, et al., 2017) and young adults (Dittinger et al., 2016) 

with and without music training. Furthermore, (2) we compared the data of older adult 

participants with those of the children (Dittinger, Chobert, et al., 2017) and young adults 

(Dittinger et al., 2016) in order to estimate the developmental trajectory of word learning 

across the lifespan. Finally, (3) we also evaluated putative interactions between aging, music 

training, and word learning by testing the influence of music training on the preservation of 

speech-related cognitive functions (Rogenmoser et al., 2018). According to the previous results 

of Dittinger and colleagues, we expected that (1) older adult musicians would outperform age-

matched non-musicians and that this superiority would be reflected by lower error rates as well 

as by a faster development of the N200 and N400 components. Furthermore, (2) by taking into 

account the developmental trajectory, we predicted that N200 and N400 amplitudes would be 

reduced as a function of aging (Shafto & Tyler, 2014). Finally, (3) we predicted that music 

training would have a beneficial effect on word learning across all three cohorts. 

 

MATERIALS & METHODS 

Participants  

In the present EEG study, we measured 14 older adult professional MUS and 14 NM 

who did not differ in age (MUS: mean age = 60.6 years, SD = 5.7; NM: mean age = 58.5 years, 

SD = 6.1; F(1,24) = .81, p = .38) or socioeconomic status (criteria of the National Institute of 

Statistics and Economic Studies). Due to EEG artefacts (i.e., movement and muscle artefacts), 
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two participants had to be excluded from further analyses, resulting in 13 MUS (5 female; five 

pianists, two saxophonists, two clarinetists, one flautist, one violinist, one cembalo and one 

organ player) and 13 NM (6 female) who entered data analysis. None of the participants 

reported present or past neurological or audiological deficits, and all individuals had an 

unremarkable audiological status (i.e., all tested frequencies could be heard below a threshold 

of  dB, fre ue -range of 250-  Hz  as re ealed  pure to e audio etr  MAICO “T , 

MAICO Diagnostic, GmbH, Berlin). All older adults were right-handed (Annett, 1970) and native 

German speakers. Furthermore, although bilinguals were excluded, the participants spoke on 

average three foreign languages fluently (MUS: 3.1, NM: 3.3), but none of them had experience 

with Thai or another tonal language. All MUS started music training before the age of ten years 

(mean age of commencement = 6.6 years, SD = 1.0 years), and at the time of EEG measurements 

they still practiced their musical instrument for at least two hours a day (mean hours/day during 

the last year = 3.1 h, SD = 0.9 h), resulting in an average of 54 years of musical practice (range 

= 44-64 years, SD = 3.3 years). NM never regularly played a musical instrument (i.e., no formal 

music lessons). The local ethic committee (Kantonale Ethikkommission of the Canton of Zurich) 

approved the study (in accordance with the declaration of Helsinki) and written consent was 

obtained from all participants who were paid for participation. 

 

A second target of the present work was to address relationships between music training 

and word learning from a developmental perspective. With this purpose in mind, the data of 

the older adult participants were additionally compared with those previously collected by 

Dittinger et al., in children (i.e., musically trained and untrained children; Dittinger, Chobert, et 

al., 2017) and young adults (i.e., professional musicians and non-musicians; Dittinger et al., 

2016). The demographic data of the children, young and older adults are summarized in Table 

1, whereas a more comprehensive description of the samples of children and young adults is 

reported elsewhere (Dittinger et al., 2016; Dittinger, Chobert, et al., 2017).  

 

Psychometric and autobiographical data of the older adults sample 

Cognitive ability: Standardized psychometric tests showed that the older adult MUS 

and NM were comparable in crystalline intelligence (F(1,26) < 1; Mehrfachwahl-Wortschatz-

I tellige ztest, MWT-B , Lehrl, 1977), fluid intelligence (F(1,26) = 1.72, p = .20; Kurztest für 

allgemeine Intellige z, KAI ; Lehrl & Fischer, 1992), verbal memory as well as verbal learning 
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abilities (F(1,26) < 1; Verbaler Lern- und Merkfähigkeitstest, VLMT; Helmstaedter, Lendt, & Lux, 

2001).   

 

Table 1. Overview of the demographic data of children, young and older adult participants.  

MUS = musicians, NM = non-musicians, SD = standard deviation. 
  

 
Children Young Adults Older Adults 

12 MUS 11 NM 15 MUS 15 NM 13 MUS 13 NM 

Mean age (years) 

SD 

11.1 

1.1 

10.4 

1.7 

25.1 

3.9 

25.7 

4.8 

60.6 

5.7 

58.5 

6.1 

% Females 50 45 53 53 39 46 

Mother tongue French French French French German German 

Years music training 

SD 

4.9 

1.1 

0 

-- 

17 

4.1 

0 

-- 

54 

3.3 

0 

-- 

Age of onset music training 

SD 

5.9 

1.0 

-- 

 

8.1 

2.4 
-- 

6.6 

1.0 
-- 

Musical aptitude (ERRs 

musicality task) 
19.3 30.2 6.7 17.6 9.5 16.2 

 

History of music training and musical aptitudes: History of music training was 

assessed by an in-house questionnaire (Elmer et al., 2012) that was specifically designed to 

collect data about the age of onset of music training, the instruments played, the number of 

years of music training, and the estimated number of training hours per day/week during every 

three-year-period of life. Furthermore, musical aptitudes were tested by asking participants to 

judge whether pairs of piano melodies were same or different in terms of melody or rhythm. 

These two musicality tests (i.e., adapted from the MBEA battery, Peretz, Champod, & Hyde, 

2003) confirmed better performance in MUS than NM, and this was especially the case in the 

melodic condition (percentages of error: MUS: melody = 10.3 %, rhythm = 8.6 %; NM: melody 

= 25.6 %, rhythm = 6.8 %; Tukey, melody = .03, rhythm = .98; Group x Task interaction: F(1,24) = 

5.85, p = .02). Please consider that for reasons of simplification of the manuscript, the 

psychometric and autobiographic data of the children and young adults are not described here 

but can be found in the two previous studies of Dittinger et al. (Dittinger et al., 2016; Dittinger, 

Chobert, et al., 2017). 

 

Experimental stimuli for all three cohorts 

Auditory stimuli: Nine natural Thai monosyllabic words were selected for the 

experiment (the same as those previously used by Dittinger et al., 2016). These words varied in 

vowel duration, with short (/ba1/, /pa1/ and /pha1/; 261 ms on average) and long vowels 

(/ba:1/, /pa:1/, /pha:1/, /ba:0/, /pa:0/ and /pha:0/; 531 ms on average), fundamental 

frequency, with low-tone (/ba1/, /pa1/, /pha1/, /ba:1/, /pa:1/ and /pha:1/; F0 = 175 Hz on 
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average) and mid-tone vowels (/ba:0/, /pa:0/ and /pha:0/; F0 = 218 Hz on average) as well as 

in voicing contrasts (/ba1/, /ba:1/ and /ba:0/, Voice Onset Time (VOT) = -144 ms versus /pa1/, 

/pa:1/ and /pa:0/, VOT = 3 ms) and aspiration contrasts (/pa1/, /pa:1/ and /pa:0/, VOT = 3 ms 

versus /pha1/, /pha:1/ and /pha:0/, VOT = 77 ms). Stimuli were recorded by a female Thai-

French bilingual. For each word 5 versions were recorded and presented during the experiment 

in order to reproduce natural speech variability. Sound pressure level was normalized across all 

words to a mean level of 70 dB by using the Praat software 

(http://www.fon.hum.uva.nl/praat/).  

 

Visual stimuli: For the learning phase, nine pictures representing familiar objects (i.e., 

bear, flower, key, chair, bell, eye, strawberry, train, glass) were selected based on the 

standardized set of 260 pictures built by Snodgrass & Vanderwart (Snodgrass & Vanderwart, 

1980), matched for name and image agreement, familiarity, and visual complexity. The same 

pictures as in the learning phase were also presented in the matching task. For the semantic 

task, 54 new pictures that the participants had not seen before in the experiment and that were 

semantically related or unrelated to the meaning of the newly-learned words were chosen from 

the internet by two of the authors (ED and MB). In a pilot experiment, a sample of university 

students (n = 60; age range = 19-25 years) judged the semantic relatedness of the new pictures 

a d those prese ted i  the lear i g phase. The stude ts’ rati gs o fir ed that half of the 

presented pairs were semantically related and the other half were semantically unrelated. 

 

Experimental tasks 

Participants were tested individually in a quiet experimental room (i.e., Faraday cage) 

while they sat in a comfortable chair at about 1 meter from a computer screen. Auditory stimuli 

were presented through HiFi headphones (Sennheiser, HD590) at 70dB sound pressure level. 

Visual and auditory stimuli presentation, as well as the collection of behavioral data, was 

o trolled  the Prese tatio  soft are Neuro eha ioral “ ste s, Al a , Califor ia, 

version 11.0).  

 

Learning phase: Participants were instructed to learn the meaning of the nine words 

(i.e., in children we only used 6 words) by means of picture-word associations. For instance, a 

drawing of an eye was followed by the word /pha1/ and thus, /pha1/ was the word for eye in 

our foreig  la guage see Figure A . Ea h of the i e pi ture-word pairs was presented 20 
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times, resulting in 180 trials that were pseudo-randomly presented (i.e., no immediate 

repetition of the same association) in two blocks of 3 min each. The picture was presented first 

followed by one out of the nine auditory words (i.e., stimulus-onset asynchrony, SOA = 750 ms), 

and total trial duration was 2000 ms. In the learning phase, we used two different lists, so that 

across participants different pictures were associated with different words. During the learning 

phase, no behavioral response was required, but the participants were informed that the 

learning process would be evaluated in the successive tasks. 

 

 

 

 

 

 

Figure 1. Experimental design.  

(A) Participants learned novel words 

through picture-word associations. 

(B) Afterwards, participants 

performed two tasks consisting of 

deciding whether pictures and 

words presented matched or 

mismatched the previously learned 

associations (matching task), and 

whether novel pictures were 

semantically related or unrelated to 

the learned words (semantic task). 

 

Matching task: In the matching task, participants were exposed to one of the nine 

pictures that was followed, after 750 ms (SOA), by one of the words that matched or 

mismatched the previously learned associations. For instance, while the drawing of an eye 

followed by /pha1/ (i.e., eye) was a match, the drawing of a flower followed by /pha1/ was a 

mismatch (see Figure 1B). Participants were asked to press one out of two response keys as 

quickly and accurately as possible (i.e., response hand was counter-balanced across 

participants). Further ore, at the e d of ea h trial a ro  of X  appeared o  the s ree , a d 

participants were asked to blink during this time period (1000 ms; total trial duration: 3750 ms) 

in order to minimize eye movement artifacts during word presentation. Each word was 

presented 20 times, 10 times in match- and mismatch conditions. The total of 180 trials was 

pseudo-randomly presented (i.e., no immediate repetition of the same association and no 

more than four successive same responses) within two blocks of 5.6 min each. 
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Semantic task: During the semantic task, new pictures that were semantically related 

or unrelated to those previously learned were used. The presentation of a new picture was 

followed (SOA = 1500 ms) by one of the words that was semantically related or unrelated. For 

instance, while the picture of glasses was semantically related to the previously learned word 

/pha1/ (i.e., eye), the picture of a watering can was semantically unrelated to /pha1/ (see Figure 

1B). Participants were asked to press one out of two response keys as quickly and accurately as 

possible. A familiarization task including four trials was administrated before starting the task, 

and response hand was counter-balanced across participants. At the end of the trial a row of 

X  appeared o  the s ree , a d parti ipa ts ere asked to li k duri g this ti e period 0 

ms, total trial duration = 4500 ms). Each word was presented 12 times but none of the new 

pictures were repeated, so that on each trial the word was associated with a different related 

or unrelated picture. Half of the picture-word pairs were semantically related and half were 

semantically unrelated. A total of 108 trials was presented pseudo-randomly (i.e., no 

immediate repetition of the same association and no more than four successive same 

responses) within two blocks of 4 min each.  

 

EEG data acquisition in the older adult sample 

The EEG was continuously recorded at a sampling rate of 1000 Hz with a high-pass 

filter of 0.1 Hz by using an EEG amplifier system (Brainproducts, Munich, Germany) with 32 

active Ag/Cl electrodes located at standard positions according to the international 10/20 

system (Jasper, 1958). The reference electrode was placed on the nose, and electrode 

i peda e as kept elo   kΩ. EEG data ere a al zed usi g the Brai  Visio  A al zer 

software (Version 1.05.0005 & Version 2.1.0; Brain Products, GmbH). All data were filtered 

offline with a bandpass filter of 0.1-30 Hz (slope of 24 dB/oct), and independent component 

analysis (ICA) and inverse ICA were used to identify and correct vertical and horizontal ocular 

movements. Finally, DC-detrend (length 100 ms) and removal of artifacts above a maximum-

minimum criterion of 75 µV over the entire epoch were applied automatically. For each 

participant, event-related potentials (ERPs) were computed time-locked to the onset of the 

words, segmented into 1700 ms epochs (i.e., including a 200 ms pre-stimulus baseline), and 

averaged for each condition. Individual averages were then used to compute the grand average 

across MUS, NM as well as all participants. Only trials with correct responses entered statistical 

analyses. Please consider that the pre-processing procedures applied in the cohorts of children 
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and young adults are reported in the two previous studies of Dittinger et al. (Dittinger et al., 

2016; Dittinger, Chobert, et al., 2017). 

 

Statistical analyses 

In the present work, we addressed two different topics with a focus on (1) putative 

relationships between music training and the preservation of speech-related cognitive 

functions in older adult participants, and (2) on the intertwining of word learning, music 

training, and aging (i.e., integration of the data of the two previous Dittinger et al. studies). In 

order to address these two main purposes, separate statistical analyses were performed for 

the older adults and the lifespan perspective by using analyses of variance (ANOVAs, Statistica 

software version 12.0, StatSoft Inc., Tulsa). The evaluation of error rates (ERRs) and reaction 

times (RTs) always included Group (MUS vs. NM) as between-subject factor and Condition (i.e., 

match vs. mismatch in the matching task; related vs. unrelated in the semantic task) as within-

subject factor. Otherwise, for the comparative analyses across cohorts (i.e., lifespan 

perspective), the factor Age (older adults vs. young adults vs. children) was treated as an 

additional between-subject factor.  

 

The EEG analyses focused on ERPs that are sensitive to phonological categorization, 

attention, and cognitive control (N200) as well as to verbal memory functions and lexical-

semantic access (N400; Ditti ger et al., ; Ditti ger, D’I perio, & Besso , ; Kutas & 

Federmeier, 2011). In particular, we evaluated mean amplitudes (i.e., based on previous 

literature and visual inspection of the data) of the N200 and N400 components elicited during 

the learning phase (N200: 250-350 ms, N400: 350-550 ms), and the matching and semantic 

tasks (N200: 250-350 ms, N400: 350-450 ms). The ANOVAs always included Group (MUS vs. 

NM) as a between-subject factor and Anterior/Posterior [frontal (F3, Fz, F4) vs. central (C3, Cz, 

C4) vs. parietal (P3, Pz, P4)] as within-subject factor1. In addition, the ANOVAs included specific 

factors for each task. To follow the learning dynamics during the learning phase, the ANOVA 

included the factor Block [Block 1 (trials 1-45) vs. 2 (trials 46-90) vs. 3 (trials 91-135) vs. 4 (trials 

136-180)]. By contrast, during the test phase (i.e., matching and semantic tasks), the factor 

Condition (match vs. mismatch or related vs. unrelated) was included in order to evaluate 

                                                      
1 Based on previous results (Dittinger et al., 2016; Dittinger, Chobert, Ziegler, & Besson, 2017) showing no strong lateralization 
of the N200 and N400 effects, and in order to simplify the comparative approach, no laterality factor was considered in the 
EEG analyses. 
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whether words have been learned. Furthermore, in a similar way as for the evaluation of the 

behavioral data, the comparative analyses (i.e., lifespan perspective) included the factor Age 

(older adults vs. young adults vs. children) as an additional between-subject factor. Post-hoc 

Tukey tests (i.e., reducing the probability of Type I errors) were used to determine the origin of 

significant main effects or interactions.  

 

RESULTS 

OLDER ADULTS 

Behavioral data  

The evaluation of ERRs in the matching and semantic tasks showed that the main 

effects of Group or the interactions involving the Group factor did not reach significance 

(matching task: main effect of Group: F(1,24) = 2.63, p = .12; Group x Condition interaction: F(1,24) 

= 2.85, p = .10; semantic task: main effect of Group: F(1,24) = 1.77, p = .20; Group x Condition 

interaction: F < 1). However, all participants made fewer errors to match (13.2 %, SD = 1.8) than 

to mismatch words (27.5 %, SD = 1.9; main effect of Condition: F(1,24) = 46.02, p < .001), with no 

significant difference between related (31.3 %, SD = 2.7) and unrelated words in the semantic 

task (35.5 %, SD = 2.1; main effect of Condition: F(1,24) = 1.28, p = .27).  

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Older adults: 

behavioral data.  

Percentages of errors 

(first row) and reaction 

times (second row) in 

the matching (left 

column) and semantic 

(right column) tasks are 

shown for MUS (red) 

and NM (black).  
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In line with ERRs, no significant between-group differences were found on RTs in the 

matching and semantic tasks (matching task: main effect of Group: F < 1; Group x Condition 

interaction: F(1,24) = 1.68, p = .21; semantic task: main effect of Group and Group x Condition 

interaction: both F < 1) but RTs were faster to match (1129 ms, SD = 47) or to related words 

(1323 ms, SD = 53) compared to mismatch (1226 ms, SD = 45) or unrelated words (1536 ms, SD 

= 51; matching task: main effect of Condition: F(1,24) = 13.97, p = .001; semantic task: main effect 

of Condition: F(1,24) = 52.60, p = .001).  

 

Electrophysiological data  
 

In the learning phase, and in line with previous results, the N400 component was larger 

over frontal (-0.25 µV, SD = 1.01) and central (0.22 µV, SD = 1.04) sites compared to parietal 

sites (1.08 µV, SD = 1.13; Tukey, both p < .001; main effect of Anterior/Posterior: F(2,48) = 21.99, 

p < .001). In addition, both the N400 and N200 components were larger in Block 4 (N400: -0.03 

µV, SD = 0.99 and N200: -0.45 µV, SD = 1.17) than in Block 1 (N400: 1.28 µV, SD = 1.05; Tukey, 

p = .05, main effect of Block: F(3,72) = 3.04, p = .03 and N200: 0.95 µV, SD = 1.28, Tukey, p = .04; 

main effect of Block: F(3,72) = 3.95, p = .01, see Figure 3A). However, the N400 increase was only 

significant for MUS, with significantly larger N400 in Block 2 (-0.21 µV, SD = 1.91) compared to 

Block 1 (2.09 µV, SD = 1.80; Tukey, p = .03; main effects of Block: MUS: F(3,36) = 3.06, p = .04 and 

NM: F(3,36) = 1.14, p = .35; Group x Block x Anterior/Posterior interaction: F(6,144) = 2.32, p = .04). 

No significant between-group differences were revealed for the N200 component. 

 

In the matching task, the main effect of Group or the interactions involving the Group 

factor were not significant neither for the N400 (main effect of Group: F < 1; Group x Condition 

interaction: F(1,24) = 1.71, p = .20; Group x Anterior/Posterior interaction: F < 1) nor for the N200 

(main effect of Group: F < 1; Group x Condition interaction: F(1,24) = 1.76, p = .20; Group x 

Anterior/Posterior interaction: F(2,48) = 1.46, p = .24). However, participants showed larger N400 

and N200 to mismatch (N400: -3.01 µV, SD = 0.63 and N200: -3.78 µV, SD = 0.53) than to match 

words (N400: -1.95 µV, SD = 0.81 and N200: -3.06 µV, SD = 0.61) over parietal sites (Condition 

x Anterior/Posterior interactions: N400: F(2,48) = 10.65, p < .001 and N200: F(2,48) = 16.95, p < 

.001, Tukey, both p < .001, see Figure 3B).  

 



145 

 

 
 

Figure 3. Older adults: electrophysiological data. ERPs recorded (A) at the central electrode (Cz) in the 

learning phase, and (B) at the parietal electrode (Pz) in the matching and semantic tasks, are overlapped 

for (A) blocks and (B) conditions, separately for all participants (ALL), musicians (MUS), and non-musicians 

NM . Voltage alues are s aled fro  A  − .  to + .  μV a d B  − .  to + .  μV. I  this a d su se ue t 
figures, time in milliseconds is reported in the abscissa and the amplitude of the effects in microvolt is 

depicted in the ordinate. Time zero corresponds to word onset and negativity is plotted upwards. The level 

of significance is represented by stars with * p < .05, ** p < .01, ***p < .001, and n.s. = not significant. 

Topographic voltage distribution maps of the differences between (A) the first two blocks (Block 2 minus 

1) and (B) the two conditions (mismatch minus match, and unrelated minus related, respectively) are 

illustrated for the N200 and N400 components. 

 

Finally, in the semantic task the N400 was smaller in MUS (2.69 µV, SD = 0.78) 

compared to NM (0.50 µV, SD = 0.78; main effect of Group: F(1,24) = 4.01, p = .05, see Figure 3B), 

but the N400 effect (i.e., the difference between unrelated and related words) was not 

significant (main effect of Condition: F < 1, Condition x Anterior/Posterior interaction: F(2,48) = 

1.06, p = .36). Nevertheless, in MUS, the N200 was larger in response to unrelated (2.47 µV, SD 

= 1.56) than to related words (3.44 µV, SD = 1.67; main effect of Condition: F(1,12) = 6.72, p = .02) 

with no such difference in NM (main effect of Condition: F(1,12) = 3.76, p = .08; Group x Condition 

interaction: F(1,24) = 7.92, p = .01).  
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LIFESPAN PERSPECTIVE 

Behavioral data 

In the matching task, MUS made overall fewer errors than NM, and all participants 

made fewer errors to match than to mismatch words (main effects of Group and Condition: 

F(1,69) = 10.88, p = .002 and F(1,69) = 69.59, p < .001, respectively; see Table 2 and Figure 4). 

Specifically, MUS made fewer errors than NM in response to mismatch words (Tukey, p < .001), 

with no between-group differences for matching words (Tukey, p = .66; Group x Condition 

interaction (F(1,69) = 6.74, p = .01; see Table 2). Young adults also made fewer errors than 

children (Tukey, p = .03; main effect of Age: F(2,69) = 3.81, p = .03; see Table 2). More specifically, 

young adults made fewer errors than older adults and children to mismatch words (Tukey, p = 

.06 and p = .002, respectively) but not to match words (Tukey, both p = .99; Age x Condition 

interaction: F(2,69) = 5.27, p = .007; see Table 2).  

 

According to RTs, the main effect of Group was not significant (F < 1), but RTs were 

faster to match compared to mismatch words (main effect of Condition: F(1,69) = 54.84, p < .001; 

see Figure 4). RTs were also faster in older and young adults compared to children (Tukey, p = 

.02 and p < .001, respectively; main effect of Age: F(2,69) = 10.67, p < .001). Finally, older adults 

responded faster than children to mismatch words (Tukey, p = .02) but young adults responded 

faster than children to both match and mismatch words (Tukey, p = .01 and p < .001, 

respectively; Age x Condition: F(2,69) = 8.20, p < .001; see Table 2).  

 

Table 2. Error rates (ERRs) and reaction times (RTs) are shown for all participants (ALL), musicians 

(MUS) and non-musicians (NM), averaged across conditions (Overall), separately for match and 

mismatch trials in the matching task, and for related and unrelated trials in the semantic task. 

Values in bold relate to significant effects. 
 

  ERRs [%] RTs [ms] 

Overall Match/ 

Related 

Mismatch/ 

Unrelated 

Overall Match/ 

Related 

Mismatch/ 

Unrelated 

M
a

tc
h

in
g

 t
a

sk
 ALL 20.3 14.5 26.0 1203 1151 1255 

MUS 17.0 13.0 20.9 1185 1143 1228 

NM 23.5 15.8 30.7 1221 1160 1282 

Older adults 20.3 13.2 27.5 1177 1129 1226 

Young Adults 16.8 14.2 19.4 1060 1042 1078 

Children 23.6 15.9 30.8 1372 1283 1459 

S
e

m
a

n
ti

c 
ta

sk
 ALL 29.7 30.9 28.4 1616 1509 1722 

MUS 26.1 28.3 23.8 1613 1513 1712 

NM 33.2 33.5 32.9 1618 1505 1732 

Older adults 33.4 31.3 35.5 1429 1323 1536 

Young Adults 27.1 31.8 22.4 1270 1209 1333 

Children 28.5 29.7 27.2 2146 1996 2296 
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Figure 4. Lifespan perspective: behavioral data. Percentages of errors (first row) and reaction times (second 

row) in the matching (left column) and semantic (right column) tasks are shown for all participants (blue), MUS 

(red), NM (black), as well as for older adults (O), young adults (Y) and children (C).  

 

In the semantic task, MUS made overall fewer errors than NM (main effect of Group: 

F(1,69) = 11.32, p = .001), and older adults committed more errors than young adults (Tukey, p = 

.04; main effect of Age: F(2,69) = 3.35, p = .04). Furthermore, while young adults made more 

errors to related compared to unrelated words (main effect of Condition: F(1,24) = 12.48, p = 

.002), this difference was not significant either in older adults (main effect of Condition: F (1,24) 

= 1.28, p = .27) or in children (main effect of Condition: F < 1; Age x Condition: (F(2,69) = 3.98, p 

= .02; see Figure 4).  

 

The evaluation of RTs in the semantic task did not reveal a significant main effect of 

Group (F < 1), but all participants responded faster to related than to unrelated words (main 

effect of Condition: F(1,69) = 148.99, p < .001; see Figure 4 and Table 2), and older and young 

adults responded faster than children (Tukey, both p < .001; main effect of Age: F(2,69) = 49.68, 

p < .001).  

 

Electrophysiological data 

In the learning phase, we only revealed a significant increase in N400 and N200 

amplitudes from Block 1 to Block 2 in MUS (main effects of Block: MUS: N400: F(1,37) = 26.81, p 
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< .001; N200: F(1,37) = 21.61, p < .001; and NM: N400: F(1,36) = 2.51, p = .12; N200: F(1,36) = 1.48, p 

= .23; Group x Block interactions: N400: F(1,73) = 6.49, p = .01; N200: F(1,73) = 6.62, p = .01, see 

Table 3 and Figure 5). Moreover, the increase in N200 amplitudes was significant in young 

adults and children (main effects of Block: F(1,29) = 14.02, p < .001 and F(1,22) = 8.34, p = .009, 

respectively), but not in older adults (main effect of Block: F(1,25) = 2.37, p = .14; Age x Block x 

Anterior/Posterior: F(4,146) = 3.23, p = .01). Additionally, in children, this increase was largest 

over frontal and central sites (Tukey, p < .001 and p = .004, respectively; Block x 

Anterior/Posterior interaction: F(2,44) = 4.10, p = .02). Finally, N400 and N200 components were 

largest in children, intermediate in young adults, and smallest in older adults (Tukey, all p < .05; 

main effects of Age: N400: F(2,73) = 29.97, p < .001 and N200: F(2,73) = 12.49, p < .001; see Table 

3 and Figure 5). 

 

Table 3. Mean amplitudes (µV) and standard deviations (SD) are shown for all participants (ALL), musicians (MUS) 

and non-musicians (NM), averaged across conditions (Overall), separately for Blocks during the training phase 

(Block 1, Block 2), for match and mismatch trials in the matching task, and for related and unrelated trials in the 

semantic task. Values in bold relate to significant effects. 
 

 

 N400 N200 

Overall Block 1/ 

Match/ 

Related 

Block 2/ 

Mismatch/ 

Unrelated 

Overall Block 1/ 

Match/ 

Related 

Block 2/ 

Mismatch/ 

Unrelated 

µV SD µV SD µV SD µV SD µV SD µV SD 

Le
a

rn
in

g
 

ALL -1.87 0.48 -1.28 0.45 -2.46 0.52 -0.39 0.55 -0.76 0.57 -1.96 0.54 

MUS -1.60 0.35 -0.70 0.71 -2.50 0.78 0.49 0.50 -0.15 0.94 -2.07 0.88 

NM -2.15 0.36 -1.80 0.71 -2.33 0.87 -1.45 0.46 -1.38 0.61 -1.85 0.61 

Older adults 0.68 0.44 1.28 0.78 0.07 0.89 -3.12 0.53 0.95 1.29 0.02 1.29 

Young adults -2.10 0.41 -1.85 0.73 -2.35 0.83 -0.76 0.57 -1.10 0.71 -1.81 0.58 

Children -4.20 0.46 -3.29 0.83 -5.11 0.95 -1.96 0.54 -2.12 0.90 -4.12 0.81 

M
a

tc
h

in
g

 t
a

sk
 

ALL (parietal) -2.02 0.34 -1.61 0.36 -2.42 0.32 -3.42 0.30 -2.80 0.31 -4.04 0.30 

MUS -1.81 0.45 -1.42 0.86 -2.21 0.81 -2.24 0.39 -1.85 0.76 -2.63 0.73 

NM -1.97 0.46 -1.96 0.88 -1.98 0.82 -2.27 0.40 -2.22 0.77 -2.31 0.74 

Older adults -2.02 0.55 -1.92 1.07 -2.13 1.00 -2.54 0.49 -2.45 0.93 -2.64 0.90 

Young adults -0.18 0.52 -0.19 0.99 -0.16 0.93 -1.14 0.46 -0.71 0.87 -1.58 0.83 

Children -3.47 0.59 -2.96 1.14 -3.99 1.06 -3.08 0.52 -2.96 0.99 -3.20 0.95 

M
U

S
 Older adults -2.57 0.78 -2.25 1.51 -2.89 1.41 -3.03 0.64 -2.69 1.32 -3.38 1.27 

Young adults 0.58 0.73 0.75 1.41 0.42 1.31 -0.15 0.64 0.46 1.23 -0.75 1.18 

Children -3.45 0.82 -2.75 1.57 -4.15 1.47 -3.55 0.67 -3.33 1.37 -3.77 1.32 

N
M

 Older adults -1.47 0.78 -1.58 1.51 -1.37 1.40 -2.06 0.74 -2.21 1.33 -1.90 1.26 

Young adults -0.94 0.73 -1.13 1.40 -0.75 1.32 -2.14 0.69 -1.87 1.23 -2.41 1.17 

Children -3.50 0.85 -3.16 1.64 -3.83 1.54 -2.61 0.80 -2.58 1.44 -2.63 1.38 

S
e

m
a

n
ti

c 
ta

sk
 

ALL (parietal) 1.06 0.32 1.29 0.34 0.83 0.29 0.18 0.34 0.52 0.38 -0.17 0.30 

MUS 

            (parietal) 

-0.14 

1.57 

0.36 

0.47 

0.08 

2.05 

0.76 

0.49 

-0.36 

1.08 

0.62 

0.46 

0.04 0.39 0.68 0.86 -0.59 0.72 

NM 

            (parietal) 

-1.09 

0.55 

0.37 

0.44 

-1.29 

0.52 

0.77 

0.47 

-0.89 

0.58 

0.63 

0.34 

-0.44 0.40 -0.84 0.88 -0.04 0.74 

Older adults 1.74 0.45 1.69 0.94 1.78 0.76 2.24 0.49 2.07 1.06 2.41 0.89 

Young adults 0.15 0.42 0.22 0.87 0.08 0.71 0.68 0.45 1.11 0.99 0.25 0.83 

Children -3.73 0.48 -3.72 1.00 -3.73 0.81 -3.51 0.52 -3.41 1.13 -3.60 0.95 

M
U

S
 Older adults 2.85 0.64 2.96 1.33 2.74 1.08 2.95 0.69 3.44 1.51 2.47 1.26 

Young adults 0.50 0.59 0.75 1.24 0.25 1.00 1.19 0.64 1.86 1.40 0.52 1.18 

Children -3.78 0.66 -3.48 1.38 -4.08 1.12 -4.01 0.72 -3.26 1.57 -4.76 1.32 

N
M

 Older adults 0.62 0.63 0.41 1.34 0.82 1.08 1.52 0.68 0.70 1.51 2.35 1.26 

Young adults -0.20 0.59 -0.31 1.24 -0.10 1.01 0.17 0.65 0.36 1.40 -0.02 1.17 

Children -3.68 0.69 -3.97 1.44 -3.39 1.17 -3.01 0.75 -3.57 1.64 -2.45 1.37 
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In the matching task, N400 and N200 components were larger to mismatch than to 

match words over parietal sites in all participants (Tukey, both p < .001; Condition x 

Anterior/Posterior interactions: N400: F(2,146) = 9.23, p < .001 and N200: F(2,146) = 28.03, p < .001). 

Furthermore, the N400 was larger in older adults and children than in young adults (Tukey, p = 

.05 and p < .001, respectively; main effect of Age: F(2,73) = 9.03, p < .001), but only in MUS the 

N200 was larger in older adults and children compared to young adults (MUS: Tukey, both p = 

.006 and p = .002, respectively; main effect of Age: F(2,37) = 8.73, p < .001; NM: main effect of 

Age: F < 1; Group x Age: F(2,73) = 3.28, p = .04; see Table 3 and Figure 6). 

 

 

Figure 5. Lifespan perspective: electrophysiological data learning phase. ERPs recorded at the 

central electrode (Cz) in the learning phase are overlapped for blocks, separately for MUS and 

NM, and for older adults (left), young adults (central) and children (right). Topographic voltage 

distribution maps of the differences between the two blocks (Block 2 minus 1) are illustrated 

for the N  a d N  o po e ts. Voltage alues are s aled fro  − .  to + .  μV. 
 

In the semantic task, the N400 was larger to unrelated compared to related words over 

parietal electrodes for MUS (Tukey, p < .001; Condition x Anterior/Posterior interaction: F(2,74) 

= 8.61, p < .001), but not for NM (Condition x Anterior/Posterior interaction: F(2,72) = 2.74, p = 

.08; Group x Age x Condition x Anterior/Posterior interaction: F(4,146) = 2.42, p = .05; see Table 3 

and Figure 6). Moreover, in young adult NM this effect was reversed, with larger N400 in 

response to related than unrelated words over frontal sites (Tukey, p = .004; Condition x 
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Anterior/Posterior interaction: F(2,28) = 10.19, p < .001; Age x Condition x Anterior/Posterior 

interaction, F(4,74) = 2.57, p = .04). Similarly, for the N200, the semantic priming effect was 

significant only in MUS (main effect of Condition: F(1,39) = 10.63, p = .002) but not in NM (main 

effect of Condition: F(1,38) = 1.74, p = .20;  Group x Condition: F(1,73) = 9.43, p = .003, see Table 3 

and Figure 6). Both the N400 and N200 components were largest in children, intermediate in 

young adults, and smallest in older adults (Tukey, all p < .05; main effects of Age: N400: F(2,73) = 

36.04, p < .001 and N200: F(2,73) = 34.55, p < .001), with largest differences over frontal scalp 

positions (N400: Tukey, p = .01; Age x Anterior/Posterior interaction: F(4,146) = 5.70, p < .001; 

N200: Tukey, p = .03; Age x Anterior/Posterior interaction: F(4,146) = 6.60, p < .001). However, 

the smaller N400 in older adults compared to young adults was significant for MUS only (MUS: 

Tukey, p = .05; main effect of Age: F(2,37) = 21.56, p < .001; and NM: Tukey, p = .53; main effect 

of Age: F(2,36) = 15.10, p < .001; Group x Age x Condition x Anterior/Posterior interaction: F(4,146) 

= 2.42, p = .05). 

 

 
Figure 6. Lifespan perspective: electrophysiological data test phase. ERPs recorded at the parietal electrode 

(Pz) in the matching (left column) and semantic (right column) tasks, are overlapped for conditions, separately 

for MUS and NM, and for older adults (first row), young adults (second row) and children (third row). 

Topographic voltage distribution maps of the differences between the two conditions (mismatch minus match, 

and unrelated minus related, respectively) are illustrated for the N200 and N400 components. Voltage values 

are s aled fro  − .  to + .  μV.  
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DISCUSSION 

In the present EEG study, we focused on three topics, namely on (1) whether older 

adult MUS show a similar beneficial effect of music training on word learning, (2) the 

developmental trajectory of word learning across the lifespan, and (3) on putative interactions 

between music training, development, and word learning. In turn, we will separately discuss 

the results related to these purposes by integrating behavioral and electrophysiological data.  

 

Music training and novel word learning in older adults 

During the learning phase, older adults demonstrated fast brain plasticity effects with 

significantly increased N200 and N400 amplitudes from Block 1 to Block 4 that developed after 

only five minutes of learning picture-word associations (see Figure A, ALL . Moreover, in line 

with previous literature on word learning (Batterink & Neville, 2011; Borovsky, Elman, & Kutas, 

2012; Borovsky, Kutas, & Elman, 2010; Dittinger et al., 2016; McLaughlin, Osterhout, & Kim, 

2004; Mestres-Missé, Rodriguez-Fornells, & Münte, 2007; Perfetti, Wlotko, & Hart, 2005), 

N400s to novel words were clearly larger at fronto-central scalp sites than at parietal 

electrodes. Such frontal N400s are in line with previous results showing the contribution of 

frontal brain regions to the acquisition of word meaning (Rodríguez-Fornells et al., 2009) and 

to the maintenance of novel information in working memory (Hagoort, 2014). Notably, N200 

and N400 amplitudes also showed a close similarity to the temporal dynamics of these two 

components previously described in children and young adults (Dittinger et al., 2016; Dittinger, 

Chobert, et al., 2017), possibly indicating a common neural principle underlying word learning 

across the lifespan. 

 

The fact that older adults were able to learn novel words was also evidenced by 

behavioral data of the matching task, indicating lower ERRs and faster RTs to match compared 

to mismatch words (see Figure 2). During the same task, older adults also demonstrated 

significantly increased N200 and N400 amplitudes in response to mismatch compared to match 

words (i.e., N200 and N400 effects), and both components were most pronounced at parietal 

scalp sites (see Figure 3B, ALL ). Such a posterior distribution of the N200 and N400 effects is 

typically observed during linguistic tasks requiring access to lexical-semantic knowledge (Kutas 

& Federmeier, 2011). However, it is also possible that parietal N200s and N400s reflect the 

engagement of processes needed to retrieve information from episodic memory. The 

topographical manifestation of these processes clearly differs from the frontal N400 described 
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in the learning phase. Taken together, behavioral and electrophysiological results converge on 

the view that older adults were able to rapidly learn new words through picture-word 

associations as well as to retrieve these new associations from episodic memory. 

 

Results in the semantic task were not clear-cut, and we only found weak evidence for 

the integration of the meaning of novel words into semantic memory that was reflected by 

faster RTs in response to related compared to unrelated words (see Figure 2). In contrast, ERRs 

and N400 components (no significant differences between related and unrelated words, see 

Figure B, ALL  did ot re eal e ide e for su h a  i tegratio  i to se a ti  e or . 

Therefore, results possibly indicate that older adults were able to recall newly-formed 

associations between pictures and words from episodic memory, but the meaning of the novel 

words was not sufficiently integrated into semantic networks to generalize to new pictures that 

have not been seen before in the experiment. This interpretation will be discussed in more 

details in the lifespan section, where we will also integrate previous results of young adults and 

children. 

 

The evaluation of the influence of music training on word learning revealed that only 

older adult MUS were characterized by a rapid increase of the N400 from Block 1 to Block 2 in 

the learning phase. This result is in line with previous studies (Dittinger et al., 2016; Dittinger, 

Chobert, et al., 2017), that was taken to reflect the faster encoding of novel words in MUS 

compared to NM. However, according to a visual inspection of the ERPs (see Figure 3A), it 

seems that in Block 1 the N400 was larger in older adult NM compared to MUS, whereas in 

Block 4 the N400 was similar between the two groups. Accordingly, an alternative line of 

argumentation is that older adult NM possibly already engaged the full spectrum of processing 

resources for word learning in Block 1, with no further modulatory effects (i.e., N400 increase 

or decrease) in the subsequent blocks. By contrast, older adult MUS possibly recruited their 

processing resources more gradually, as reflected by increased N400 amplitudes across the 

blocks. Such between-group differences in the developmental dynamics of the N400 in the 

learning phase, as well as its realignment at the end of the learning phase, could contribute to 

explain why both older adult MUS and NM performed in a comparable manner in both the 

matching and semantic tasks (see Figure 2). Thereby, it is important to mention that the lack of 

between-group differences in the behavioral data of the matching task is in line with the results 

previously reported in young adults (Dittinger et al., 2016), whereas the similar performance of 
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the two groups in the semantic task was somehow unexpected. It is possible that the cognitive 

advantages, that have previously been shown to be mediated by music training (George & Coch, 

2011; Moreno et al., 2011; Schellenberg, 2004; Strait et al., 2015; Zuk et al., 2014), decline with 

aging, and that putative between-group differences disappear especially in tasks that constitute 

a situatio  of og iti e ultitaski g . In fact, in the semantic task, new pictures have to be 

maintained in working memory while at the same time comparing them with those previously 

learned in order to judge the degree of semantic affinity and initiate a decision. In this context, 

previous work has suggested that older adults have more difficulties than younger adults in 

multitasking situations, and that they generally exhibit inefficient activation patterns in brain 

regions supporting executive functions and cognitive control mechanisms (Allen, Lien, Ruthruff, 

& Voss, ; Nashiro, Qi , O’Co ell, & Basak, . 

 

In the semantic task, the evaluation of the electrophysiological data revealed two 

interesting effects of musical expertise. First, only older adult MUS demonstrated significantly 

larger N200 amplitudes in response to unrelated compared to related words. As mentioned in 

the introduction, N200 amplitude is modulated by different factors including phonological 

processing (Connolly & Phillips, 1994; Friedrich & Friederici, 2008), attention (Patel & Azzam, 

2005), and cognitive control (Kropotov et al., 2016, 2017), that are possibly better preserved in 

older MUS than NM. Moreover, the N200 effect could also indicate a sort of phonological 

mismatch negativity (Connolly & Phillips, 1994) that originated from a pre-activation of the 

words and their respective phonological properties in short-term memory while seeing the 

pictures (always presented first), and from the comparison of this mnemonic representations 

with the auditory presented words. Importantly, since this effect was only uncovered in MUS, 

results suggest that musical expertise influenced novel word processing and categorization in 

the semantic task (Dittinger et al., 2016). Finally, since N200 amplitudes have also been 

proposed to be influenced by contextual effects during word recognition (van den Brink, Brown, 

& Hagoort, 2001), the N200 effect in MUS may also be interpreted as an early semantic priming 

effect that developed faster in older adult MUS compared to NM. However, the N200 did not 

evolve into clear N400 effects in musicians or non-musicians, questioning whether words have 

been integrated into semantic networks.  

 

The significant main effect of musical expertise we revealed in the N400 latency 

window constitutes a second important result of the semantic task. However, this effect started 
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at around 350 ms, and originated from a larger positive shift in older adult MUS compared to 

NM (see Figure 3B). By taking into account the higher degree of N400-related adaptations in 

MUS from Block 1 to Block 2 during the learning phase as well as the compensation of the same 

component in NM during the matching task (i.e., similar N400 amplitudes and effects in both 

groups), it is conceivable to assume that NM more strongly recruited additional top-down 

functions (i.e., attention, short-term memory, and working memory) for managing the 

semantic task. Otherwise, it is also possible that the anticipatory strategy in MUS (as reflected 

by the N200 effect, described above) might be at the origin of the increased N400-related 

positivity observed in MUS compared to NM. In particular, we might suggest that due to pre-

activation of the words, MUS were less dependent on the subsequent recruitment of episodic 

memory functions, resulting in larger positive deflections (Polich, 2007).  

 

In summary, our results suggest that older adults were generally able to rapidly encode 

picture- ord asso iatio s a d to lear  o el ords of a foreig  la guage. Ho e er, the lack 

of semantic priming effects in terms of ERRs and N400 effects during the semantic task leads 

us to conclude that older adults were probably not able to integrate the meaning of the novel 

words into semantic memory. Therefore, future studies should use more word repetitions in 

order to facilitate consolidation processes. Furthermore, even though we found some evidence 

for an influence of musical expertise on novel word learning in older adult participants, the 

beneficial effect was rather weak compared to children (Dittinger, Chobert, et al., 2017) and 

young adults (Dittinger et al., 2016). One possible reason for these rather mild effects is that 

the higher amount of deliberate practice of older adult MUS (i.e., compared to children 

undergoing music training and young musicians) might be counteracted by brain aging. 

Specifically, the decrease of daily music training in older compared to younger adults may not 

suffice to counteract cognitive and neural decline. Therefore, future studies should try to 

disentangle the effects of long-life music training from daily music practice in older adults in 

order to gain additional insights into this speculative argumentation.  

  

Novel word learning across the lifespan: the effect of age 

Speech and language processing undergo several qualitative and quantitative changes 

in the developmental trajectory (Shafto & Tyler, 2014). For example, aging is accompanied by 

an expansion of vocabulary, a differential recruitment of lexical-semantic networks, as well as 

a shift from controlled to automatic processing (Shafto & Tyler, 2014). Such a developmental 
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perspective is reflected by the behavioral data (i.e., ERRs and RTs) of the matching and semantic 

tasks. In fact, during the matching task adults demonstrated lower ERRs compared to children, 

and both older and young adults responded faster than children. Additionally, young adults 

made fewer errors than older adults. Interestingly, behavioral between-group differences 

mainly originated from mismatch trials, indicating that children and older adults were more 

prone than adults to consider a word that mismatched with the picture as a matching word. 

This perspective is compatible with the fact that mismatch trials were more difficult than match 

trials, suggesting that age-related differences may be more pronounced for difficult compared 

to simple task conditions. Finally, in the semantic task older adults committed more errors than 

young adults, and both older and young adults responded faster than children. These results 

might be related to different trajectories of cognitive functions and neural ripening across the 

lifespan (Giorgio et al., 2010; Gogtay et al., 2004). 

 

During the learning phase, children and young adults were characterized by an 

increase of N200 amplitude from Block 1 to Block 2, and children demonstrated the largest 

difference between the two blocks at anterior and central electrodes. Furthermore, both N200 

and N400 amplitudes were smallest in older adults, intermediate in young adults, and largest 

in children. The fast development of the N200 component in children and young adults leads 

to suggest a higher degree of neural plasticity in these two cohorts compared to older adults, 

whereas the decrease of N200 and N400 amplitudes across the lifespan may indicate that 

development and aging are accompanied by less neural effort in the recruitment of associative 

memory functions. In fact, a similar decrease of N200 amplitudes as we found in the present 

study across lifespan has previously been documented by Enoki and colleagues (Enoki, Sanada, 

Yoshinaga, Oka, & Ohtahara, 1993) in a sample of 164 participants in the age range between 4-

77 years. Thereby, the authors argued that increased N200 amplitudes in children may 

correlate with a wider range of attentional focus and reflect immaturity of information 

processing (Friedman, Brown, Vaughan, Cornblatt, & Erlenmeyer-Kimling, 1984). In line with 

this previous work, the fast N200 development we observed over frontal scalp sites in children, 

together with increased N400 amplitudes in the same cohort compared to older and young 

adults, may point to an underdevelopment of prefrontal functions (Gogtay et al., 2004). 

Accordingly, unripe cognitive functions may lead to a larger mobilization of cognitive resources 

and attention functions that are needed for learning novel words. This line of argumentation is 
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compatible with the behavioral data of the matching task, indicating that adults showed lower 

ERRs than children and both older and young adults performed faster than children. 

 

During the matching task, the N400 component was differentially influenced by age. 

In fact, both children and older adults were characterized by increased amplitudes compared 

to young adults. These results possibly suggest that children and older adults invested more 

neural resources than adults for accomplishing the task. However, in children such a orki g 

harder  pro essi g ode as not that efficient as in older adults. In fact, children 

demonstrated longer RTs compared to older adults and committed more errors than young 

adults. However, it is important to mention that older adults were closer to children in terms 

of ERRs and more similar to young adults regarding RTs. Furthermore, children had to learn 

fewer words compared to adults (i.e., six vs. nine words). Finally, during the semantic task, both 

the N200 and N400 components were largest in children, intermediate in young adults, and 

smallest in older adults. Such a decrease of N200 and N400 amplitudes as a function of aging 

might reflect neural and cognitive facilitation for accessing phonological and lexical-semantic 

information. However, this perspective is, at least partially, in contrast with the behavioral and 

physiological data showing that older adults committed more errors than young adults and 

were not characterized by a clear N400 effect. In order to better elucidate the complex 

relationships between ERPs and cognitive functions, future studies should use more 

sophisticated psychological screening procedures (i.e., psychometric tests targeting at better 

capturing attention, short-term-, working-, episodic- and semantic memory) and try to 

correlate these measure with behavioral and electrophysiological data. 

 

Novel word learning across the lifespan: the effect of musicianship 

An additional target of this work, was to determine whether the previously described 

advantage of young adult professional MUS and children undergoing music training in word 

learning (Dittinger et al., 2016; Dittinger, Chobert, et al., 2017) would also be detectable in older 

adult MUS. Such a purpose is particularly fruitful in that it enables to estimate the positive 

influence of music training on word learning by taking into account interactions between this 

specific activity, development, and aging in a large group of participants ranging from childhood 

to late adulthood. Furthermore, until now, it is still unclear whether lifelong music training 

might have a beneficial influence on the aging brain (Rogenmoser et al., 2018; Strait & Kraus, 

2014). The analyses of the N200 and N400 components during the learning phase revealed that 
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only MUS (i.e., averaged across age) demonstrated increased amplitudes in the second- 

compared to the first block of the learning phase. Such short-term brain changes in MUS have 

previously been described by other groups (Seppänen et al., 2013), and posit a high degree of 

neural efficiency for learning speech sounds as a function of music training (Dittinger et al., 

2016; Elmer, Albrecht, Valizadeh, François, & Rodríguez-Fornells, 2018; Elmer, Greber, 

Pushparaj, Kühnis, & Jäncke, 2017). Notably, such an increased neural efficiency also translated 

to a behavioral advantage of MUS (across the three-age groups) in both the matching and 

semantic tasks. In fact, MUS were overall characterized by lower ERRs compared to NM, 

indicating a positive influence of musical expertise on the formation of novel associations in 

episodic memory as well as on the integration of novel associations into semantic memory. 

Furthermore, these results emphasize a relationship between music training and an 

optimization of cognitive functions.  

 

During the matching task, between-group differences were larger on mismatch 

compared to match trials, suggesting that NM were more prone than MUS to consider a word 

that mismatched with the picture as a matching word (i.e., as mentioned earlier in older adults 

and children compared to young adults). These results also extend previous literature showing 

that difficult tasks are typically more sensitive for detecting expertise-related influences (Schön 

et al., 2004). Finally, it is important to accentuate that although the effects in both tasks were 

significant across the three age cohorts, within the sample of older adults the effects were 

rather small (i.e., see previous section), and the overall better performance of MUS compared 

to NM mainly originated from children and young adults.  

 

Notably, during the matching task only within the MUS group children and older adults 

demonstrated increased N200 amplitudes compared to young adults. Since this effect was not 

observed within the group of NM, and children and older adults are generally characterized by 

more susceptible cognitive functioning compared to young adults (Dempster, 1992; Luna et al., 

2001), results are interpreted as indicating a compensatory influence of music training. In this 

vein, previous work reported a positive influence of music training on attention functions (Kraus 

& Chandrasekaran, 2010), phonetic processing (Chobert et al., 2014; Elmer et al., 2012; Kühnis 

et al., 2013) as well as inhibitory functions (Zuk et al., 2014) that was mirrored by modulations 

of the N200 component. Previous studies also carved out that children and older adults often 

demonstrate dysfunctional phonological processing (Carroll, Snowling, Hulme, & Stevenson, 
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2003; Froehlich et al., 2018) and executive functions (Brocki & Bohlin, 2004; Kennedy & Raz, 

2009). Consequently, children and older adults seem to have benefited from music training that 

possibly acts as a vehicle for compensating suboptimal auditory and cognitive processing 

requirements.  

 

During the semantic task, MUS performed better than NM, and this behavioral 

advantage was accompanied by a multifaceted constellation of neural responses. First of all, 

only MUS showed N200 and N400 effects that originated from increased brain responses to 

incongruent- compared to congruent trials. Since N200 and N400 effects with a characteristic 

distribution over posterior electrodes are classically considered to be sensitive markers for the 

integration of information into lexical-semantic memory (Kutas & Federmeier, 2011; Patel & 

Azzam, 2005), results lead to suggest that music training has a beneficial influence on mapping 

the meaning of lexically affine items. However, as previously mentioned, it is also possible that 

these effects were mediated by phonological priming mechanisms or recollection from episodic 

memory. Importantly, it should be reminded that for older adults only no significant N400 

effect was obtained. Therefore, although significant effects could be detected in MUS across 

the three age groups, our data lead to suggest that the number of trials was not sufficient for 

older adults to integrate novel words into semantic networks or that the advantage of MUS in 

semantic processing is less pronounced in older adults.  

 

Finally, our analyses also uncovered smaller N400 amplitudes in older adult MUS 

compared to young adult MUS over frontal electrodes. This result possibly reflects a more 

automated processing of the novel words. Certainly, longitudinal approaches in combination 

with multimodal analyses (i.e., multimodal imaging and psychometric/behavioral data) are 

strictly requested to infer causal relationships between music training, cognitive functioning, 

and word learning across the lifespan.  

 

LIMITATIONS 

A limitation of this study is that two cohorts (i.e., children and young adults) were 

measured in Marseille, whereas the older adult participants were measured in Zurich. In this 

context, it is important to mention that the aspirated phoneme of the Thai word /pha/ is part 

of the German phonetic repertoire but constitutes a non-native phoneme for French speakers. 

Consequently, we cannot exclude that this specific stimulus might have influenced the results. 
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Such a contingency is, for example, supported by a recent study of Dittinger and colleagues 

(Dittinger et al., 2018) who demonstrated that French MUS are better able to distinguish 

between the native (/p/) and the non-native phonemes (/ph/), as reflected by behavioral data 

and larger N200 and P300 amplitudes. A second limitation of this study is that the stimuli we 

used were recorded by a female Thai-French bilingual speaker, this possibly making the stimuli 

easier to perceive for French than Swiss German participants.  

 

CONCLUSION 

In the present work, we used a cross-sectional and comparative approach in three 

cohorts of participants in order to infer whether (1) music training might have a 

neuroprotective influence on word learning in older adults, (2) the ability to learn new words 

through picture-word associations changes throughout lifespan, and (3) to how music training 

interacts with word learning and aging. Our results corroborate that (1) all participants were 

able to learn novel words very fast, (2) music training facilitates the formation of new 

associations in episodic memory (i.e., lower ERRs in the matching task), and that (3) music 

practice facilitates the integration of novel words into semantic networks in children and young 

adults. By contrast, in older adults influences of music training on semantic processing are less 

clear-cut. These results confirm qualitative and quantitative differences in the ability to learn 

new words across lifespan that vary as a function of neural ripening, maturation of cognitive 

functions, age-related decline, and music training.  
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Abstract

Current models of speech and language processing postulate the involvement of two parallel proc-

essing streams (the dual stream model): a ventral stream involved in mapping sensory and

phonological representations onto lexical and conceptual representations and a dorsal stream con-

tributing to sound-to-motor mapping, articulation, and to how verbal information is encoded and

manipulated in memory. Based on previous evidence showing that music training has an influence

on language processing, cognitive functions, and word learning, we examined EEG-based intracra-

nial functional connectivity in the ventral and dorsal streams while musicians and nonmusicians

learned the meaning of novel words through picture–word associations. In accordance with the

dual stream model, word learning was generally associated with increased beta functional connec-

tivity in the ventral stream compared to the dorsal stream. In addition, in the linguistically most

demanding “semantic task,” musicians outperformed nonmusicians, and this behavioral advantage

was accompanied by increased left-hemispheric theta connectivity in both streams. Moreover,

theta coherence in the left dorsal pathway was positively correlated with the number of years of

music training. These results provide evidence for a complex interplay within a network of brain

regions involved in semantic processing and verbal memory functions, and suggest that intensive

music training can modify its functional architecture leading to advantages in novel word learning.

K E YWORD S

dorsal and ventral streams, functional connectivity, music training, plasticity, word learning

1 | INTRODUCTION

Biologically grounded models of speech and language processing (Born-

kessel-Schlesewsky & Schlesewsky, 2013; Friederici, 2009, 2012;

Hagoort, 2014; Hickok & Poeppel, 2007; Rauschecker & Scott, 2009)

postulate that a bilaterally organized ventral stream, projecting from

the posterior superior temporal gyrus (i.e., pSTG) and the inferior parie-

tal lobule (i.e., IPL) toward the temporal pole, contributes to mapping

phonological representations onto lexical-semantic representations.

The left pSTG has been proposed to support phoneme recognition

based on low-level acoustic features, with a higher selectivity for
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consonant-vowel (CV) syllables compared to other natural sounds

(Jäncke, W€ustenberg, Scheich, & Heinze, 2002; Leaver & Rauschecker,

2010). In addition, the middle-posterior part of the middle temporal

gyrus [i.e., MTG, Brodmann area (BA) 21] has been identified as an

important region for word recognition (Binder et al., 1997; Friederici,

2012; Hickok & Poeppel, 2004; Saur et al., 2008), whereas the anterior

temporal lobe accommodates lexical-semantic processing at the

sentence-level and grammatical or compositional aspects of speech

processing (DeWitt & Rauschecker, 2012; Friederici, 2012; Hickok &

Poeppel, 2007).

The second main pathway involved in language processing is

strongly lateralized to the left hemisphere and mediates impulse propa-

gation between the pSTG and the IPL and Broca’s area (Hickok &

Poeppel, 2007; Rilling et al., 2008). This dorsal stream facilitates articu-

latory processes as well as the coupling of the speech signal with artic-

ulatory representations. Such sensorimotor integration mechanisms in

the left hemisphere have previously been shown to support complex

verbal memory functions (Rauschecker, 1998; Rodríguez-Fornells,

Cunillera, Mestres-Miss�e, & de Diego-Balaguer, 2009; Schulze, Vargha-

Khadem, & Mishkin, 2012), for example, when it comes to imagine syl-

lables (Tian, Zarate, & Poeppel, 2016) or to perform rhyming tasks (Pil-

lay, Stengel, Humphries, Book, & Binder, 2014).

The IPL [comprising the angular and supramarginal gyri (AG/SMG)]

constitutes a posterior point of intersection of the two processing

streams. This brain region has previously been shown to house a vari-

ety of supramodal conceptual functions that are important for lan-

guage, including pre-lexical-, lexical-, and verbal mnemonic functions,

phonological categorization (Joanisse, Zevin, & McCandliss, 2007; Tur-

keltaub & Coslett, 2010), semantic processing (Ferreira, G€obel, Hymers,

& Ellis, 2015; Obleser & Kotz, 2010; Price, 2010), short-term memory

(Buchsbaum et al., 2011; Gaab, Gaser, Zaehle, Jancke, & Schlaug, 2003)

and working memory (Buchsbaum et al., 2011). By contrast, Broca’s

area represents the anterior point of convergence of the two process-

ing streams and has been proposed to accommodate both domain-

general and language-selective functions (Fedorenko, Duncan, & Kanw-

isher, 2012). Regarding language processing, this territory has been

associated with the planning and execution of articulation (Eickhoff,

Heim, Zilles, & Amunts, 2009), linguistic- and phonological processes

(Friederici, 2012; Rilling et al., 2008), short-term memory (Hickok et al.,

2014), working-memory (Clos, Amunts, Laird, Fox, & Eickhoff, 2013;

Fedorenko et al., 2012; Hagoort, 2014) and episodic- and semantic

memory (Johnson, Saykin, Flashman, McAllister, & Sparling, 2001).

Nowadays, it is generally acknowledged that professional musi-

cians can serve as a reliable model for better understanding how expe-

riential factors interact with perceptual and higher cognitive functions

(M€unte, Altenm€uller, & Jäncke, 2002). This field of research brought to

light training-related functional (Zuk, Benjamin, Kenyon, & Gaab, 2014)

and structural (Bermudez, Lerch, Evans, & Zatorre, 2009) changes in

several brain regions situated along the two processing streams: in the

pSTG (Bermudez et al., 2009; Elmer, Meyer, & Jancke, 2012) in the IPL

(Schulze, Zysset, Mueller, Friederici, & Koelsch, 2011), in the somato-

sensory and motor cortices (Bangert & Schlaug, 2006; Hyde et al.,

2009), in the ventral (Sluming, Brooks, Howard, Downes, & Roberts,

2007) and dorsal part of the frontal lobe (Bermudez et al., 2009), and in

different subregions of the temporal lobe (Gaser & Schlaug, 2003;

Oechslin, Meyer, & Jäncke, 2010). In this context, it is noteworthy to

mention that such plastic changes are not restricted to local brain

regions but are rather part of complex neural networks. In fact, previ-

ous work showed that musicians are characterized by increased func-

tional and structural connectivity between the left pSTG/IPL and

Broca’s area (Halwani, Loui, R€uber, & Schlaug, 2011; Klein, Liem,

Hänggi, Elmer, & Jäncke, 2016; Oechslin, Imfeld, Loenneker, Meyer, &

Jäncke, 2010), between the bilateral auditory-related cortices (Elmer,

Hänggi, & Jäncke, 2016; K€uhnis, Elmer, & Jäncke, 2014), between the

auditory-related cortex and the somatosensory cortex (Klein et al.,

2016), and within temporal brain regions (Jäncke, Langer, & Hänggi,

2012).

Previous studies have highlighted several brain regions that are

responsive to both speech and music stimuli, including the primary and

associative auditory cortex (Farbood, Heeger, Marcus, Hasson, &

Lerner, 2015; Rogalsky, Rong, Saberi, & Hickok, 2011), the inferior pari-

etal lobe and the ventral part of the prefrontal cortex (Farbood et al.,

2015) as well as brain regions situated in the middle-anterior part of

the temporal lobe (Farbood et al., 2015; Koelsch, 2011). Interestingly,

several brain regions previously shown to be altered as a function of

music training are distributed along the ventral and dorsal processing

streams (Bermudez et al., 2009). Moreover, the influence of music

training on the structural organization of the brain has also been shown

to be accompanied by behavioral advantages in several domains of

speech processing (see Besson, Chobert, & Marie, 2011 for review),

including voice-onset time (VOT; Chobert, Francois, Velay, & Besson,

2014; Elmer et al., 2012), duration (K€uhnis, Elmer, Meyer, & Jäncke,

2013; Tervaniemi et al., 2009), pitch (Marie, Delogu, Lampis, Belardi-

nelli, & Besson, 2011), timbre (Bidelman, Weiss, Moreno, & Alain,

2014), and linguistic and emotional prosody (Lima & Castro, 2011; Mar-

ques, Moreno, Castro, & Besson, 2007). Notably, recent results also

revealed that both short- and long-term music training have a positive

influence on diverse cognitive functions, including auditory- (Strait, Sla-

ter, O’Connell, & Kraus, 2015) and visual attention (Wang, Ossher, &

Reuter-Lorenz, 2015), short-term-, working- and verbal memory

(George & Coch, 2011; Schulze & Koelsch, 2012), and on general exec-

utive functions (Zuk et al., 2014). Based on such a multifaceted influ-

ence of music training on speech processing and cognition, Dittinger

and collaborators recently examined the influence of music training on

novel word learning in adults (Dittinger et al., 2016) and in 8–12-year-

old children (Dittinger, Chobert, Ziegler, & Besson, 2017). Thereby, the

authors focused on the development of the N400 component and on

the N400 effect (unexpected minus expected words) as an index of

novel word learning (frontal N400 or FN400 in a learning phase) and

retrieval from episodic and semantic memory (in matching and seman-

tic tasks). As a main result, the authors revealed a behavioral advantage

of musicians and musically-trained children during the cognitively most

demanding “semantic task” that was associated with larger N400

effects over centro-posterior scalp sites. These findings are particularly

interesting in that they lead to suggest a relationship between music

training and semantic facilitation during word learning.

2 | DITTINGER ET AL.



In this EEG study, we re-evaluated the data of the professional

musicians and non-musicians of the Dittinger et al. (2016) study by

focusing on intracranial functional connectivity in the theta, alpha, and

beta frequency bands to examine the dynamic interplay between key

regions of the ventral- (i.e., between the IPL and middle part of the

middle temporal lobe) and dorsal streams (i.e., between the IPL and

Broca’s region). Although the functional role of these different fre-

quency bands is not yet well understood, low frequency oscillations in

the theta range have been proposed to support neural communication

between distinct brain regions over long-range circuits (Polanía, Nit-

sche, Korman, Batsikadze, & Paulus, 2012; Ward, 2003), information

integration (Ward, 2003), and mnemonic processes (Albouy, Weiss,

Baillet, & Zatorre, 2017). Theta oscillations may also contribute to

“packing” the multitime speech (Giraud & Poeppel, 2012) and possibly

music signal (Doelling & Poeppel, 2015) into units of the appropriate

temporal granularity and to the processing of syntactic and semantic

violations (Bastiaansen, Magyari, & Hagoort, 2010; Carrus, Koelsch, &

Bhattacharya, 2011). Otherwise, beta oscillations have been shown to

be involved in a wide range of cognitive functions such as working

memory (Siegel, Warden, & Miller, 2009) or decision making (Wong,

Fabiszak, Novikov, Daw, & Pesaran, 2016), and to language processing

(Carrus et al., 2011). They also seem to play an important role in music

processing and are increased with music training (Doelling & Poeppel,

2015). Finally, alpha oscillations may support short-term and working

memory functions (Obleser, W€ostmann, Hellbernd, Wilsch, & Maess,

2012) and anticipation and expectation processes (Weisz, Hartmann,

M€uller, Lorenz, & Obleser, 2011).

According to the results of Dittinger et al. (2016), and based on

the literature reviewed above, we expected increased connectivity in

musicians in the bilateral ventral stream which contributes to access

lexical-semantic information. Furthermore, we predicted that neural

oscillations in the left dorsal stream, which has been shown to be func-

tionally (Klein et al., 2016) and structurally (Halwani et al., 2011) influ-

enced by music training, will be more strongly synchronized for

facilitating the preactivation of the phonological word forms, sensory-

to-motor coupling mechanisms (Cunillera et al., 2009; L�opez-Barroso

et al., 2013), and possibly the manipulation of information in working

memory (Albouy et al., 2017).

2 | MATERIALS AND METHODS

2.1 | Participants

According to previous work (Elmer et al., 2012; Klein et al., 2016), we

applied strict criteria and only evaluated the data of musicians who

started music training before the age of 10 years. Consequently, one

subject was excluded from the analyses (i.e., age of

commencement515 years). The professional musicians (MUS, totally

14, 8 women; 3 pianists, 2 accordionists, 4 violinists, 1 cellist, 1 guita-

rist, 1 hornist, 1 tubist, and 1 flautist; mean number of practice

years517.4, range511–24, SD54.1) and nonmusicians (NM, totally

15, 8 women) who participated in the present study did not differ in

age (MUS: mean age525.0 years, age range519–30, SD54.0; NM:

mean age525.7 years, age range519–33, SD54.8; F(1,27)5 .20,

p5 .66) and were comparable in education (F(1,27)50.48, p5 .50) and

in socio-economic background (criteria of the National Institute of Sta-

tistics and Economic Studies; MUS54.4; NM54.9; F(1,27)51.05,

p5 .31). All participants were native French speakers and none of

them was bilingual but all had some knowledge of English as a second

language. Most importantly, none of the participants had previous

experience with the Thai language. None of the subjects reported past

or current audiological or neurological deficits. The study was con-

ducted in accordance with the declaration of Helsinki, and all partici-

pants gave their informed consent before enrolling in the experiment.

2.2 | Cognitive capability and musical aptitudes

Standardized psychometric tests were used to assess between-group

differences in short-term and working memory [forward and reverse

Digit Span, WISC-IV (Wechsler, 2003)], visual attention [NEPSY (Kork-

man, Kirk, & Kemp, 1998)], and fluid intelligence [progressive matrices,

PM47 (Raven, Corporation, & Lewis, 1962)]. Musical aptitudes were

quantified by means of two subtests [adapted from the MBEA battery

(Peretz, Vuvan, Lagrois, & Armony, 2015)] consisting of listening to

short pairs of piano sequences and deciding whether the sequences

were rhythmically or tonally same or different.

2.3 | Stimulus material

2.3.1 | Auditory stimuli

Auditory stimuli consisted of nine natural monosyllabic Thai words,

namely/ba1/, /pa1/, /pha1/, /ba:1/, /pa:1/, /pha:1/, /ba:0/, /pa:0/,

/pha:0/. The words varied in vowel duration, with short- (/ba1/, /pa1/

and /pha1/; 261 ms on average) and long vowels (/ba:1/, /pa:1/,

/pha:1/, /ba:0/, /pa:0/ and /pha:0/; 531 ms on average). They also var-

ied in fundamental frequency, with low tone- (/ba1/, /pa1/, /pha1/,

/ba:1/, /pa:1/ and /pha:1/; F05175 Hz on average) and mid tone

vowels (/ba:0/, /pa:0/ and /pha:0/; F05218 Hz on average). Further-

more, words contained voicing contrasts (/ba1/, /ba:1/ and /ba:0/,

VOT52144 ms vs./pa1/, /pa:1/ and /pa:0/, VOT53 ms) as well as

aspirated contrasts (/pa1/, /pa:1/ and /pa:0/, VOT53 ms vs./pha1/,

/pha:1/ and /pha:0/, VOT577 ms). The stimuli were registered by a

female Thai-French bilingual speaker, digitally recorded, and normalized

to a mean level of 70 dB by using the Praat software (http://www.fon.

hum.uva.nl/praat/).

2.3.2 | Visual stimuli

Nine pictures representing familiar objects (i.e., bear, flower, key, chair,

bell, eye, strawberry, train, and glass) were selected from the set of 260

pictures built by Snodgrass and Vanderwart (1980). These pictures are

black-and-white line drawings standardized on name agreement, image

agreement, familiarity, and visual complexity. For the “semantic task” (i.e.,

see the experimental procedure), new pictures that the participants had

not seen before in the experiment and that were semantically related or

unrelated to the original pictures (and, consequently, to the novel words

meaning) were chosen from the internet by two of the authors (ED and
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MB). Sixty students from our university (age range519–25 years) were

asked to rate the semantic relatedness between new and old pictures on

a scale from 1 (5 unrelated) to 7 (5 related). Half of the presented pairs

were semantically related and the other half were semantically unrelated.

Overall, this was confirmed by the students’ ratings. All pictures were

presented with an angular size of 24.98.

2.4 | Experimental procedure

Encoding and retrieval of newly learned words was assessed by means

of three consecutive tasks consisting of an “associative learning phase,”

a “matching task,” and a “semantic task” (Figure 1). During the “associa-

tive learning phase,” participants had to learn the meaning of auditory

words through picture-word associations. Each of the nine picture-

word pairs was presented 20 times, resulting in 180 trials that were

pseudorandomly presented within two blocks of 3 min each. Each pic-

ture was presented on the screen for 2000 ms (total trial duration), and

one out of the nine words was binaurally presented with a stimulus

onset asynchrony (SOA) of 750 ms. Picture–word associations were

different across participants to avoid spurious effects due to specific

associations and serial order effects. Note that the picture–word asso-

ciations were arbitrary in that the learned meaning did not correspond

to the real meaning of the Thai words. In the “associative learning

phase,” no behavioral response was required from the participants.

During the “matching task”, pictures were presented on the screen fol-

lowed by a word (SOA5750 ms, total trial duration53750 ms) that

matched or mismatched the associations previously learned, and partic-

ipants were asked to press one out of two response keys, accordingly.

Response hand was counter-balanced across participants. A row of “x”

was presented 2750 ms after picture onset, and participants were

asked to blink during this time period (1000 ms) to minimize artefacts

during word presentation and maximize power for independent com-

ponent analysis (i.e., ICA-based artefacts correction). Each word was

pseudorandomly presented 20 times, half in match- and half in mis-

match conditions. A total of 180 trials were presented in two blocks of

5.6 min each. Finally, in the “semantic task,” we tested for semantic

integration and retrieval of the newly learned words by presenting new

pictures that the participants had not seen before and that were

semantically related or unrelated to the meaning of the words previ-

ously learned. In each trial, a new picture was followed by a word

(SOA51500 ms, total trial duration54500 ms), and participants were

asked to press one out of two response keys depending upon whether

the word was semantically related or unrelated to the new picture.

Response hand was counterbalanced across participants, and a familiar-

ization task including four trials was administrated before starting the

task. A row of “x” was presented 3500 ms after picture onset, and par-

ticipants were instructed to blink during this period (1000 ms). Each

word was presented 12 times but none of the new pictures was

repeated so that on each trial the word was associated with different

related (i.e., 50%) or unrelated (i.e., 50%) pictures. A total of 108 trials

were presented pseudorandomly within two blocks of 4 min each. In all

three tasks, auditory stimuli were presented through HiFi headphones

FIGURE 1 Schematic representation of the experimental design [Color figure can be viewed at wileyonlinelibrary.com]
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(HD590, Sennheiser Electronic GmBH, Wedemark, Germany) at 70dB

sound pressure level and stimulus presentation, and the collection of

behavioral responses, were controlled by the “Presentation” software

(NeuroBehavioral Systems, Version 11.0).

2.5 | EEG data acquisition

EEG was continuously recorded with a sampling rate of 512 Hz and a

band-pass filter of 0–102.4 Hz by using a Biosemi amplifier system

(Amsterdam, BioSemi Active 2). Thirty-two active Ag/Cl electrodes (Bio-

semi Pintype) were located at standard positions according to the inter-

national 10/20 System. EEG recordings were referenced on-line to a

common electrode (CMS) included in the headcap (next to Cz). Two addi-

tional electrodes were placed on the left and right mastoids. The electro-

oculogram (EOG) was recorded from flat-type active electrodes placed

1 cm to the left and right of the external canthi, and from an electrode

beneath the right eye. Electrode impedance was kept below 5 kX. EEG

preprocessing was done by using the Brain Vision Analyzer software

(Version 1.05.0005 & Version 2.1.0; Brain Products, GmbH). Thereby, all

data were rereferenced off-line to the averaged left and right mastoids,

filtered with a bandpass filter of 1–30 Hz (slope of 24 dB/oct), and inde-

pendent component analysis (ICA) and inverse ICA were used to identify

and remove components associated with vertical and horizontal ocular

movements. Finally, DC detrends and artifacts above a gradient criterion

of 10 mV/ms or a max–min criterion of 100 mV were automatically

removed. For each participant, EEG responses to the pictures were seg-

mented into single sweeps of 950 ms, including a pre-stimulus baseline

of 200 ms. After baseline correction, the pre-stimulus period was

removed, and the single sweeps were subjected to functional connectiv-

ity analyses by using the sLORETA toolbox (http://www.uzh.ch/keyinst/

loreta.htm). In the present work, we explicitly abstained from evaluating

functional connectivity during the period of acoustic stimulation (i.e., the

words) because such a procedure would reflect the alignment of neural

oscillations due to the often-reported increased auditory acuity of pro-

fessional musicians rather than capture word learning per se.

2.6 | Functional connectivity analyses

Functional connectivity (sLORETA software package; http://www.uzh.

ch/keyinst/loreta.htm) was evaluated using lagged coherence values as

a measure of variability between two oscillatory time series in specific

frequency bands (Lehmann, Faber, Gianotti, Kochi, & Pascual-Marqui,

2006; Thatcher, 2012). Lagged coherence reflects the coherence

between two EEG time series independent from volume conduction

since the instantaneous zero-lag contribution has been excluded math-

ematically (Nolte et al., 2004; Stam & van Straaten, 2012). Such a cor-

rection is desired when using estimated intracranial signals (EEG

tomography), because zero-lag connectivity in a given frequency band

is often due to nonphysiological effects or intrinsic physical artifacts

(e.g., volume conduction and low spatial resolution) that usually affect

connectivity indices. Thus, this measure of functional connectivity is

thought to contain only physiological information.

In the current implementation of sLORETA (Pascual-Marqui et al.,

2011), EEG data are rereferenced to an average reference, and compu-

tations are made within a realistic head model (Fuchs, Kastner, Wagner,

Hawes, & Ebersole, 2002) relying on the Montreal Neurological Insti-

tute (MNI) 152 template (Mazziotta et al., 2001). The 3D solution space

is restricted to cortical gray matter, as determined by the probabilistic

Talairach atlas (Lancaster et al., 2000). The intracranial volume is parti-

tioned in 6,239 voxels at 5 mm spatial resolution. sLORETA images

represent the electric activity at each voxel in the neuroanatomic MNI

space as the exact magnitude of the estimated current density. Ana-

tomical labels and BAs are reported using MNI space, with correction

to Talairach space (Brett, Johnsrude, & Owen, 2002).

Based on the specific hypotheses described in the introduction,

we selected three regions of interest (ROI) in each hemisphere. These

three ROIs (Figure 2a–c) consisted of BA 39/40 (ROI 1, AG/SMG), BA

44/45 (ROI 2, Broca’s area), and BA 21 (ROI 3, middle part of the mid-

dle temporal gyrus, MTG). For functional connectivity analyses in the

ventral and dorsal streams, a method using a single voxel at the cent-

roid of the ROIs was chosen. Details on sLORETA connectivity algo-

rithms can be found in previous reports by Pascual-Marqui et al.

(2011). For each group and for each task, functional connectivity during

the first 750 ms after picture presentation was computed in the theta

(4–7 Hz), alpha (8–12 Hz), and beta frequency range (13–20 Hz).

2.7 | Statistical analyses

All statistical analyses were performed by using IBM SPSS statistics

(version 22). Psychometric data were evaluated by means of univariate

ANOVAs, and musical aptitudes were assessed by a 2 3 2 ANOVA

(i.e., two groups and two subtests). Error rates (ERRs) and reaction

times (RTs) were evaluated for both the “matching task” and the

“semantic task” by means of separate univariate ANOVAs [corrected

for multiple comparisons by using the Bonferroni procedure,

Bonferroni-corrected p value for 2 tests (i.e., 2 tasks)50.03]. Func-

tional connectivity was assessed in all three tasks (i.e., “associative

learning phase,” “matching task,” and “semantic task”) by means of sep-

arate 2 3 2 3 2 ANOVAs (i.e., two groups, two streams, and two hemi-

spheres) for each frequency band [corrected for multiple comparisons,

Bonferroni-corrected p value for 9 tests (i.e., 3 tasks 3 3 frequency

bands)50.005]. Finally, correlation analyses between the error rate in

the semantic task and the cumulative number of training years (nor-

mally distributed, see Figure 5a), as well as left-hemispheric theta con-

nectivity, were computed according to Spearman’s rho (one-tailed)

separately for the ventral and dorsal streams.

3 | RESULTS

3.1 | Cognitive ability and musical aptitudes

Musicians and nonmusicians did not significantly differ in terms of fluid

intelligence (F(1, 27)5 .93, p5 .34), verbal working memory (i.e., reverse

digit span; F(1, 27)52.25, p5 .15), or visual attention (F(1, 27)53.89,

p5 .06). However, musicians scored better on the short-term memory
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test (i.e., forward digit span test; F(1, 27)54.84, p5 .04), and outper-

formed nonmusicians on both tonal and rhythmical subtests of musical

aptitudes (main effect of Group: F(1,27)514.01, p< .001).

3.2 | Behavioral data

The evaluation of ERRs and RTs during the “matching task” did not

reveal significant group differences (ERRs: F(1,27)5 .28, p5 .60, and RTs:

F(1,27)5 .15, p5 .70; see Figure 3a). By contrast, in the “semantic task”

musicians made significantly fewer errors than nonmusicians

(F(1,27)55.02, p5 .03, Bonferroni-corrected; see Figure 3b), whereas

the two groups did not differ in RTs (F(1,27)5 .44, p5 .51, see Figure 3b).

3.3 | Functional connectivity

Functional connectivity did not differ between the two groups in the

“associative learning phase.” By contrast, in both the “matching task”

and in the “semantic task,” results revealed a main effect of stream in

the beta frequency range that originated from increased connectivity in

the bilateral ventral stream compared to the dorsal stream (“matching

task”: F(1,27)519.97, p< .001 and “semantic task”: F(1,27)514.26,

p< .001, Bonferroni-corrected; see Figure 4a). Moreover, in the

“semantic task” we also found a significant group 3 hemisphere inter-

action effect in the theta frequency range (F(1,27)59.37, p5 .005, Bon-

ferroni-corrected). Post-hoc univariate ANOVAs for each hemisphere

yielded a significant group difference in the left (F(1,27)55.66, p5 .02)

but not in the right (F(1,27)5 .21, p5 .65) hemisphere that originated

from increased theta connectivity in musicians compared to nonmusi-

cians (Figure 4b). Finally, to further explore hemispherical contributions

within the two groups, we tested the asymmetry index [i.e., asymmetry

index5 (connectivity left2 connectivity right)/(connectivity left1 con-

nectivity right) 3 0.5] against zero (i.e., no asymmetry). Results showed

symmetrical hemispheric theta connectivity within the musicians group

(one-sample t test against zero, t(13)5 .31, p5 .76, two-tailed), whereas

nonmusicians were characterized by a right-sided asymmetry (one-sam-

ple t test against zero, t(14)524.53, p< .001, two-tailed).

FIGURE 2 Left-hemispheric ROIs positions within the three-dimensional MNI space. (a) Centroid voxel corresponding to BAs 39/40; (b) centroid

voxel corresponding to BAs 44/45; (c) centroid voxel corresponding to BA 21 [Color figure can be viewed at wileyonlinelibrary.com]
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3.4 | Relationship between functional connectivity

and music training

To verify that the increased left-hemispheric theta connectivity we

revealed in musicians was related to training, we performed additional

correlative analyses. In particular, within the musicians group we corre-

lated the number of training years with left-sided theta connectivity in

the “semantic task,” separately for the ventral and the dorsal streams

(i.e., according to Spearman’s rho for non-Gaussian distributed data,

one-tailed, Figure 5a). Results revealed a significant positive relationship

FIGURE 3 Behavioral results (ERRs: upper part and RTs: lower part) are shown separately for musicians (MUS) and nonmusicians (NM). (a)

Matching task; (b) Semantic task. The bars depict SE of mean. *p< .05, n.s.5 not significant [Color figure can be viewed at

wileyonlinelibrary.com]

FIGURE 4 Mean functional connectivity. (a) Beta connectivity averaged across hemispheres and groups is shown separately for the tasks

(“matching task” and “semantic task”) and processing streams (dorsal; ventral). (b) Theta connectivity during the “semantic task” averaged

across processing streams is shown separately for the hemispheres (“left” and “right”), and groups (MUS; NM). Mean values with SE bars.

*p< .05; ***p< .001; n.s.5not significant [Color figure can be viewed at wileyonlinelibrary.com]

DITTINGER ET AL. | 7

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com


for the dorsal stream (r(14)5 .52, p5 .03, Figure 5b) but not for the ven-

tral stream (r(14)5 .08, p5 .39). By contrast, no significant correlations

were obtained between error rates in the semantic task and number of

training years (r(14)5 .24, p5 .21, one-tailed) or left-sided theta connec-

tivity (dorsal stream: r(28)52.12, p5 .27; ventral stream: r(28)52.12,

p5 .28, one-tailed).

4 | DISCUSSION

In this study, we compared novel word learning in musicians and

nonmusicians by using three concatenated tasks that are depend-

ent upon a variety of perceptual and cognitive functions typically

involved in both music and language processing (Dittinger et al.,

2016). Based on previous evidence pointing to an optimization of

perceptual discrimination (Chobert et al., 2014; Marie et al., 2011),

short-term and working memory (George & Coch, 2011; Schulze &

Koelsch, 2012), executive functions (Zuk et al., 2014), and audio–

visual integration (Bidelman, 2016; Paraskevopoulos, Kraneburg,

Herholz, Bamidis, & Pantev, 2015) in musicians, we predicted that

the musicians’ advantage in word learning would translate into

increased EEG-based functional connectivity along the ventral- and

dorsal processing streams. Results consistently revealed increased

beta coherence in the ventral compared to the dorsal stream during

both the “matching-” and “semantic tasks.” Moreover, musicians

outperformed nonmusicians during the cognitively most demanding

“semantic task” and exhibited increased theta coherence over the

left hemisphere compared to nonmusicians. Finally, left-dorsal func-

tional connectivity in the theta frequency range was positively cor-

related with the number of years of music training, leading to

suggest training-related adaptations. In turn, we will discuss these

findings in more details by integrating the results in neuro-linguistic

and musical frameworks.

4.1 | Neural dynamics underlying word learning and

semantic generalization

As expected and in line with current models of speech and language

processing (Bornkessel-Schlesewsky & Schlesewsky, 2013; Friederici,

2012; Hagoort, 2014; Hickok & Poeppel, 2007; Rauschecker & Scott,

2009), results generally revealed increased beta functional connectivity

in the ventral stream compared to the dorsal stream during both the

“matching- “and “semantic tasks.” This connectivity pattern is taken to

reflect the neural dynamics underlying novel word learning and, specifi-

cally the mapping of phonological information with lexical-semantic

representations. Several arguments support this interpretation. First,

increased activity in the IPL was observed during the learning of new

phonological associations (i.e., using pseudowords; Breitenstein et al.,

2005) and during the retrieval of previously learned novel words (Cor-

nelissen et al., 2004; Hult�en, Laaksonen, Vihla, Laine, & Salmelin, 2010).

In addition, activity in the IPL has been shown to be modulated by the

semantic richness of words (Ferreira et al., 2015), leading to suggest

that this region also contributes to the retrieval of semantic information

(Obleser & Kotz, 2010; Price, 2010). Second, the middle-posterior part

of the MTG is involved in mediating lexical-semantic access at the

word level (Friederici, 2012; Hickok & Poeppel, 2007), and the retrieval

of semantic information in word learning tasks (Mestres-Miss�e, C�amara,

Rodriguez-Fornells, Rotte, & M€unte, 2008). For example, activity in the

MTG is increased when participants retrieve meaningful word-forms

compared to word-forms without meaning (Takashima, Bakker, van

Hell, Janzen, & McQueen, 2014). Third, increased beta coherence dur-

ing word encoding has previously been shown to be predictive of suc-

cessful retrieval (Weiss & Rappelsberger, 2000). In addition, it has been

proposed that beta oscillations contribute to the maintenance of a cog-

nitive state (Engel & Fries, 2010), as for example, in the context of rep-

etition priming paradigms (Ghuman, Bar, Dobbins, & Schnyer, 2008).

Taken together, these results emphasize a crucial role of beta

FIGURE 5 (a) Bimodal distribution of the variable “cumulative number of training years” with a superimposed Gaussian function. (b)

Significant positive correlation between the left-hemispheric theta connectivity in the dorsal stream during the “semantic task” and the

cumulative number of training years (one-tailed) [Color figure can be viewed at wileyonlinelibrary.com]
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oscillations in mediating learning and retrieval of newly learned words

from semantic memory.

4.2 | Novel word learning and musical expertise

In line with our main hypothesis, musicians outperformed nonmusicians

in the most difficult “semantic task,” in which pictures that had not

been presented before in the experiment were paired with the newly

learned words to test for semantic generalization. This finding is not

surprising since difficult tasks are typically more sensitive for detecting

expertise-related influences than simple ones (Sch€on, Magne, & Bes-

son, 2004). The positive influence of music training on semantic proc-

essing extends previous findings showing a facilitation of speech

perception and syntactic processing in musicians compared to nonmu-

sicians (Besson et al., 2011; Gordon, Fehd, & McCandliss, 2015;

Jentschke & Koelsch, 2009). While the specific origin of the behavioral

advantage we revealed in musicians is still unclear, Dittinger et al.

(2016) proposed two complementary interpretations, namely “cascad-

ing effects” and “multidimensional facilitation effects.” According to

“cascading effects,” the behavioral advantage of musicians may be

driven by enhanced auditory perception that facilitates the building-up

of new phonological representations and lexical-semantic access (bot-

tom–up effects). Otherwise, the multidimensional nature of music

training may also improve several cognitive functions such as picture–

word integration, short- and long-term memory that are necessary for

word learning (top–down effects).

4.3 | Musicians exhibit increased theta coherence in

the left hemisphere

In the “semantic task,” results revealed increased theta coherence in

musicians compared to nonmusicians in the left but not in the right

hemisphere, irrespective of processing stream. However, this finding

does not necessarily mean that the left hemisphere was more strongly

involved than the right one, and especially it does not preclude a right-

hemispheric contribution to language learning (Price, 2010; Vigneau

et al., 2011). In fact, the additional statistical analyses performed on

asymmetry index data clearly showed symmetrical theta connectivity in

musicians and a right-sided asymmetry in nonmusicians. The symmetri-

cal recruitment of the two processing streams in musicians is, at least

in part, compatible with results showing that individuals with a more

symmetrical distribution of the arcuate fasciculus performed better at

remembering previously learned words compared to those character-

ized by a strong left-hemispheric asymmetry (Catani et al., 2007).

Moreover, the right-sided theta asymmetry found in nonmusicians is in

line with the results of Takashima et al. (2014) showing higher right-

than left-hemispheric connectivity between the STG and the MTG for

successfully recognized words associated with complex and colored

pictures. Even though the different laterality effects we observed as a

function of music training are relevant for better comprehending expe-

riential influences, the underlying mechanisms still need to be worked

out.

4.4 | Theta coherence in the left dorsal stream is

increased in musicians compared to nonmusicians

In line with previous literature indicating an influence of music training

on the functional (Klein et al., 2016) and structural (Halwani et al.,

2011; Oechslin et al., 2010) architecture of the left dorsal stream, theta

coherence was increased between the left IPL and Broca’s area in

musicians compared to nonmusicians. In addition, functional connectiv-

ity in the left dorsal stream was correlated with the number of years of

music training, thereby pointing to an influence of music training on

the neural dynamics involved in novel word learning. As increased func-

tional connectivity in the left dorsal stream was paralleled by a behav-

ioral advantage in the “semantic task,” results are interpreted as

indicating a contribution of this connectivity pattern to task-related

mnemonic functions. In this context, there are several alternative

explanations that may account for the mnemonic advantage of musi-

cians. A first possibility is that increased theta synchronization between

the left IPL and Broca’s area contributed to build more robust multimo-

dal memory traces by linking novel phonological representations to the

respective articulatory codes (L�opez-Barroso et al., 2013). Such

sensory-to-motor coupling mechanisms are required for retrieving the

phonological codes of new words (i.e., Thai) that are not part of the

phonetic repertoire of the mother tongue (i.e., French). A second possi-

bility is that musicians possibly preactivated the target words corre-

sponding to the pictures by using articulatory strategies. A similar

mechanisms has previously been described by Tian and collaborators

(Tian et al., 2016) who found increased activity in a left frontal-parietal

sensorimotor network when participants were instructed to imaging

consonant-vowel syllables by using an articulation-based imagery strat-

egy compared to a hearing-based one. Finally, based on recent results,

it may be that increased theta oscillations in the left dorsal stream of

musicians are related to the manipulation of acoustic information in

working memory (Albouy et al., 2017). In fact, working memory is nec-

essarily required for retrieving from memory the old learned pictures

semantically related to the new ones while at the same time selecting

the corresponding target word. Certainly, all these lines of argumenta-

tion are not conclusive, and can only be proofed by applying word

learning tasks specifically targeting at increasing computational

demands on sensory-to-motor coupling mechanisms, articulatory-

based imagery strategies, and working memory load in a parametric

manner.

5 | LIMITATIONS

A limitation of this study is that we used a source estimation approach

for evaluating functional connectivity between a-priori defined brain

regions without taking into account the underlying grey- and white-

matter architecture. Consequently, we cannot exclude that the align-

ment of neural oscillations between the ROIs was indirectly mediated

by other brain regions. Therefore, future studies should try to combine

functional and structural connectivity with morphometric analyses in

order to better comprehend the differential contribution of the dorsal

and ventral streams to word learning in individuals with and without
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music training. In addition, the results of the present study were inter-

preted according to sound-to-meaning and sound-to-articulation map-

ping mechanisms. However, we are aware that other distinctions have

been proposed by several authors (Bornkessel-Schlesewsky & Schle-

sewsky, 2013; see Cloutman, 2013 for review) by taking into account

time-variant (i.e., dorsal stream) and time-invariant (i.e., ventral stream)

neural computation in the two processing streams. According to this

framework, the coupling of speech sounds with articulation and work-

ing memory functions may rely on time-dependent processes in the

dorsal stream, whereas the building-up of word representations

through sound-to-meaning mapping mechanisms may engage the time-

independent ventral stream. Finally, increased theta functional connec-

tivity in both the ventral and dorsal processing streams in professional

musicians compared to nonmusicians does not necessarily imply that

music training was the cause of these findings. For example, while the

correlation between left theta connectivity in the dorsal stream and

the number of years of music training was significant, no such correla-

tion was found with the level of performance in the semantic task.

Therefore, longitudinal experiments with nonmusicians are needed to

demonstrate a causal link between music training and increased func-

tional connectivity.

6 | CONCLUSIONS

In line with previous models of speech processing (Friederici, 2012;

Hickok & Poeppel, 2004, 2007), we found that the bilateral ventral

stream generally contributed to novel word learning, irrespective of

musical expertise. In addition, we provided evidence for a relationship

between the behavioral advantages of musicians in the “semantic task”

and the alignment of theta oscillations in the left-sided ventral- and

dorsal streams. This specific connectivity pattern was interpreted as

reflecting facilitated access to lexical-semantic information though the

engagement of articulation strategies and manipulation of information

in working memory. Our results not only constitute a first step toward

a better understanding of the influence of music training on dynamic

neural networks during word learning, but also complement previous

knowledge about the contribution of the ventral and dorsal streams to

word learning.
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ABSTRACT 

Previous studies evidenced transfer effects from professional music training to novel word 

learning, but whether such an advantage is driven by cascading effects from better auditory 

perception and attention to semantic processing, or by the interplay of perceptive and cognitive 

functions, has not yet been investigated. Here, we used an ecologically valid word learning 

design with four different sets of novel words that allowed to neutralize potential perceptive 

and associative learning advantages in musicians during word learning. We asked whether under 

such conditions musicians would still integrate novel learned words more efficiently into 

semantic memory, how associative learning mechanisms contribute to novel word learning, and 

whether musicians would remember the newly learned words better than non-musicians one 

month later. Behavioral and electrophysiological data failed to evidence an advantage for 

musicians on the day of learning (Day 1), with musicians and non-musicians integrating the novel 

words equally well into semantic networks. By contrast, musicians showed significantly lower 

error increases from Day 1 to Day 30 compared to non-musicians for all novel words. In addition, 

for the set of words that were perceptively difficult to discriminate, only musicians showed 

typical N400 effects over parietal sites on Day 30. These results show that music training 

strengthens long-term memory functions. Moreover, they suggest that transfer effects from 

music training to word learning (i.e., semantic levels of speech processing) are in large part 

driven by increased auditory sensitivity, but profit additionally from reinforced (long-term) 

memory functions. These findings highlight the positive impact of music training for the 

acquisition of foreign (mainly tonal and quantitative) languages. 

 

Keywords: word learning, musical expertise, long-term memory, N400  
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INTRODUCTION 

Playing a musical instrument at a professional level is a multidimensional task that 

requires acute auditory perception, focused attention, the ability to maintain auditory 

information in short- and long-term memory, as well as specific motor abilities. Typically, 

professional musicians start playing their instrument at a very young age, and train for years, 

many hours per week. Nowadays, there is accumulating evidence showing that such an intensive 

training strongly promotes brain plasticity (Münte, Altenmüller, & Jäncke, 2002). Most 

importantly for the present study, music training-related advantages have been shown to 

transfer to other domains such as language (for review, see Asaridou & McQueen, 2013; Besson, 

Chobert, & Marie, 2011; Kraus & Chandrasekaran, 2010), at the segmental (Bidelman, Weiss, 

Moreno, & Alain, 2014; Chobert, Marie, François, Schön, & Besson, 2011; Elmer, Meyer, & 

Jancke, 2012), supra-segmental (Marie, Delogu, Lampis, Belardinelli, & Besson, 2011; Wong & 

Perrachione, 2007), and even syntactic level of speech processing (Fitzroy & Sanders, 2012). 

There is also some evidence that long-term music training positively improves auditory attention 

“trait, “later, O’Co ell, & Kraus, 0 ), visual attention (Wang, Ossher, & Reuter-Lorenz, 2015), 

working and verbal memory (George & Coch, 2011), executive functions (Zuk, Benjamin, Kenyon, 

& Gaab, 2014), and general intelligence (Schellenberg, 2004, 2011). 

 

Recently, Dittinger and colleagues (Dittinger et al., 2016; Dittinger, Chobert, Ziegler, & 

Besson, 2017; Dittinger, Scherer, Jäncke, Besson, & Elmer, under review) showed that music 

training also influences the semantic level of speech processing by comparing participants with 

and without music training from three independent samples: children, young adults and older 

adults (to a smaller extent). Specifically, the authors focused on novel word learning (a 

multidimensional task based on both perceptive and cognitive functions) and conducted a series 

of experiments that comprised phonological categorization tasks, a picture-word association 

learning phase, as well as a test phase that included a matching and a semantic task (i.e., does 

the word matches or not with the previously learned picture-word association and is the word 

semantically related or not to a novel picture?). Both, behavioral measures and Event-Related 

Potentials (ERPs) were analyzed. In line with the hypotheses, results of behavioral and 

electrophysiological data showed that musicians outperformed non-musicians during the 

phonological categorization tasks based on aspiration and pitch, two non-native phonetic 

contrasts for French-speaking participants Ditti ger et al., 0 6; Ditti ger, D’I perio, & Besso , 

2018). Moreover, only musicians showed significant N400 increase in amplitude from the first 
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to the second half of the learning phase over fronto-central regions (Batterink & Neville, 2011; 

Francois, Cunillera, Garcia, Laine, & Rodriguez-Fornells, 2017; McLaughlin, Osterhout, & Kim, 

2004). Finally, in both tasks of the test phase, only musicians were characterized by significantly 

larger N400 amplitude to words that were unexpected compared to words that were expected 

based on previous picture-word association learning. The N400 effects (i.e., the difference 

between unexpected minus expected words) was largest over centro-parietal sites, a scalp 

distribution that is comparable to the N400 effect for known words (Kutas & Federmeier, 2011). 

These results at the electrophysiological level were accompanied by higher level of performance 

in the semantic task. Importantly, results described above for young adults (Dittinger et al., 2016) 

were similar in children (Dittinger et al., 2017) but less clear-cut in older adults (Dittinger et al., 

under review). Overall, they showed that the effects of music training transfer to semantic levels 

of speech processing.  

 

Two main interpretations have been proposed to explain transfer effects from music 

training to novel word learning (Dittinger et al., 2016). First, according to the cascading 

interpretation, enhanced auditory perception and attention possibly drive transfer effects in 

musicians by facilitating the cascade of processing stages involved in novel word learning (speech 

perception, building phonological, lexical and semantic representations; Besson, Barbaroux, & 

Dittinger, 2017). Second, according to the multi-dimensional interpretation, that refers to the 

multi-dimensionality of music training, musicians not only show enhanced speech perception, 

but also improved attention (Strait et al., 2015), working and/or short-term memory (George & 

Coch, 2011; Schulze, Dowling, & Tillmann, 2012), and executive functions (Zuk et al., 2014), 

functions that may all contribute to novel word learning. The aim of the present series of 

experiment was to better understand why musicians are at the advantage in novel word learning 

by trying to disentangle these two interpretations. 

 

In Experiment 1 (E1), and to reduce the influence of auditory perception and associative 

learning, we used an experimental design similar to Dittinger et al. (2016), with the same stimuli 

(see Figure 1) but with one important modification. Rather than performing only one learning 

phase (to learn picture-word associations) followed by only one matching task (to test for 

associative learning), participants performed a variable number of short learning-matching task 

cycles until they all reached a level of 83 % correct responses in the matching task. In this way, 

all participants had learned the associations equally well when they were presented with the 
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semantic task. Consequently, if differences in novel word learning between musicians and non-

musicians are still found using this procedure, they are unlikely to reflect better auditory 

perception and associative learning.  

 

In Experiment 2 (E2), the specific influence of enhanced auditory speech perception 

and attention in musicians (Bidelman et al., 2014; Strait, Kraus, Parbery-Clark, & Ashley, 2010; 

Strait et al., 2015) was further reduced by using Finnish disyllabic words that, in contrast with 

the monosyllabic Thai words used by Dittinger et al. (2016), were easy to discriminate for all 

participants. In sum, in E1 and E2, we tested the hypothesis that if musicians and non-musicians 

still differ in the semantic task when the impact of auditory perception, auditory attention and 

associative learning has been strongly reduced, these results would show that other functions, 

such as semantic processing (i.e., better integration of novel words into pre-existing semantic 

networks), executive and/or memory functions, also contribute to explain the advantage of 

musicians in novel word learning. 

 

Finally, based on previous results showing more efficient cross-modal integration in 

musicians than in non-musicians (Bidelman, 2016; Paraskevopoulos, Kuchenbuch, Herholz, & 

Pantev, 2012), Experiments 3 and 4 (E3 and E4) aimed at further investigating the processes 

involved in cross-modal integration of novel visual picture and auditory word associations. To 

this end, we manipulated the amount of semantic information available to the participants. In 

E3, disyllabic Finnish words were associated with non-objects, thereby providing a control 

condition in which participants had to learn an association between two items that, at the start 

of learning, were non-meaningful and unknown (i.e., Finnish words and pictures of non-objects 

with no semantic content, see Figure 1). By contrast, in E4, known French words were associated 

with meaningful, known but non-correspo di g pictures e.g., the ord fro age  -cheese-, was 

presented together with the picture of a hat). This experiment provided another control 

condition in which a new association had to be learned between two known items (i.e., known 

word and known, but unrelated, meaningful picture, see Figure 1). If professional musicians 

perform better than non-musicians in these two tasks, this will suggest that their advantage in 

novel word learning relies on their ability to build novel picture-word associations more 

efficiently than non-musicians, possibly through facilitation in cross-modal integration.  

 

In sum, these four experiments (see Figure 1 below) were designed to test the following 

three issues: first, do musicians still outperform non-musicians in the semantic task when 
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between-group differences in word perception and associative learning have been neutralized? 

In other words, is semantic integration faster and/or better in musicians even without the 

advantage of better auditory perception and attention (E1 and E2)? Second, to further 

investigate the contribution of associative learning and cross-modal integration to novel word 

learning, we manipulated the amount of semantic information available to the participants (E3 

and E4). Final but not least, the third aim was to investigate what remained of novel word 

learning after a one-month period, and whether musicians would remember newly-learned 

words better than non-musicians. A positive finding would extend to long-term memory 

previous results showing enhanced working- and short-term memory in musicians (George & 

Coch, 2011; Schulze et al., 2012).  

 

 
 

Figure 1. Experimental design. (A) Participants performed four independent novel word learning experiments on 

two days (Day 1 and Day 2). Levels of performance in all experiments were re-tested after 30 days. (B) Each 

experiment was composed of Learning-Matching task cycles and a Semantic task. The cycles included word 

learning phases during which each word was paired with its respective picture, and matching tasks during which 

words were presented with one of the pictures, either matching or mismatching the previously learned 

associations. Once the participant reached 83% correct responses, she/he entered the semantic task where 

words were presented with novel pictures that were either semantically related or unrelated to the novel words.  
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MATERIALS & METHODS 

Participants  

Thirty-three participants contributed data, out of which 17 were professional musicians 

(MUS, 8 women), and 16 were controls without formal music training (non-musicians, NM, 8 

women), but were involved in a regular leisure activity (e.g. sports, dance, theatre). Out of these, 

two MUS and one NM were considered outliers based on behavioural performance (+/- 2 SD 

away from the mean; see Methods, Statistical Analyses), resulting in equal samples of 15 

analysed datasets for each group. The experiments lasted for altogether nine hours on three 

different days (i.e., two sessions on consecutive days, and the third session about 30 days later). 

The two groups did not significantly differ in age (MUS: mean age = 25.7 years, age range = 19-

36, SD = 1.5; NM: mean age = 26.0 years, age range = 20-35, SD = 1.5; F(1,28) = .02, p = .90). All 

participants were native French speakers, had comparable education levels (university degree), 

and reported no past or current audiological or neurological deficits. The MUS group practiced 

their instruments for an average of 18.3 years (range = 11-29, SD = 5.1) and included five 

violinists, three clarinetists, two pianists, two flautists, one oboist, one trombonist, and one 

trumpeter. None of the participants was bilingual, but all spoke English as a second language and 

all participants had a rudimentary knowledge of a third language (mainly Spanish, Italian or 

German). The study was conducted in accordance with the Helsinki declaration. All participants 

gave their informed consent before enrolling in the experiment and received monetary 

compensation for participating.  

 

Screening measures 

Cognitive ability: Standardized psychometric tests were used to examine short-term- 

and working memory (forward and reverse Digit Span, WAIS-III; Wechsler, Coalson, & Raiford, 

1997), auditory attention (Associated Responses, adapted from the NEPSY-II child battery; 

Korkman, Kirk, & Kemp, 2007), visual attention (D2-R; Brickenkamp, Schmidt-Atzert, & 

Liepmann, 2015), lexical and semantic fluency (Verbal Fluency; Cardebat, Doyon, Puel, Goulet, 

& Joanette, 1990), and non-verbal general intelligence (Matrices, WAIS-III; Wechsler et al., 

1997). 

 

Musical aptitude: Participants performed two musicality tests (adapted from the MBEA 

battery; Peretz, Champod, & Hyde, 2003) consisting in judging whether pairs of piano melodies 

were same or different, one test based on melodic and the other one on rhythmic information. 
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Experimental stimuli  

Auditory stimuli: For E1, twelve natural Thai monosyllabic words were selected: /ba1/, 

/pa1/, /pha1/, /ba:1/, /pa:1/, /pha:1/, /ba0/, /pa0/, /pha0/, /ba:0/, /pa:0/, /pha:0/1. These words 

varied in vowel duration, with short (261 ms on average) and long vowels (531 ms on average), 

and in fundamental frequency, with low-tone (F0 = 175 Hz, on average) and mid-tone vowels (F0 

= 218 Hz on average). Furthermore, words contained contrasts based on Voice Onset Time (VOT; 

/b/ = -144 ms vs. /p/, VOT = 3 ms vs. /ph/ = 77 ms). Stimuli were recorded by a female Thai-

French bilingual, ensuring that all words were produced naturally. For E2 and E3, 48 natural 

Finnish disyllabic words were selected, including non-native phonetic features for French 

speakers (i.e., geminate stops, e.g. Noppa, Teltta; initial a d pro ou ced H s, e.g. Ha hi, Hylje; 

non-native vowels for French speakers, e.g. Jänis, Sähkö; for the full list see Supplementary 

Figure 1). Two lists of 24 words without same initial syllables were created and presented in the 

two Experiments, counterbalanced across participants. Finally, for E4, 24 natural French 

disyllabic words without same initial syllable (e.g., Fléchette, Valise, Echelle; for the full list see 

Supplementary Figure 1) were chosen. Words of E2, E3, and E4 were recorded by a female 

Finnish-French bilingual. For each word in each experiment, 4 versions were digitally recorded 

in order to reproduce natural speech variability. Sound pressure level was normalized across all 

words to a mean level of 70 dB by using the Praat software (Boersma & Weenink, 2011).  

 

Visual stimuli: For the learning phase, black and white line drawings were selected. In 

E1, E2 and E4 these drawings represented familiar objects (e.g., bear, flower, banana, scissors, 

fork, desk; see Supplementary Figure 1) that were chosen from the Snodgrass and Vanderwart 

(Snodgrass & Vanderwart, 1980) pictures’ set2. Only pictures with disyllabic French names were 

selected, and controlled for name agreement, image agreement, familiarity, image complexity, 

age of acquisition, and frequency, based on the French normative measures for the Snodgrass 

& Vanderwart pictures (Alario & Ferrand, 1999). For E1, the same pictures were used as in 

Dittinger et al. (2016), and for E2 and 4 pictures were counterbalanced across participants. In 

E3, line drawings corresponded to the best-rated non-objects (i.e., do not resemble a real object) 

created by Kroll and Potter (Kroll & Potter, 1984) by tracing parts of drawings of real objects and 

                                                           
1 Following phonetic transcription in Thai, 1 refers to low-tone, 0 to mid-tone, ph to aspirated voicing and the colon to long 

vowel duration 
 

2 Pictures were based on the standardized set of 260 pictures built by Snodgrass and Vanderwart (1980), but retraced in Office 

PowerPoint to ensure sufficient resolution and quality.  
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regularizing the resulting figures3. For all four experiments, the same pictures as in the learning 

phase were then presented in the matching task. For the semantic task of E1, E2, and E4, new 

pictures that the participants had not seen before in the learning-matching task cycles and that 

were semantically related or unrelated to the meaning of the newly-learned words, were 

selected from the internet. For the semantic task of E3, new visually related or unrelated pictures 

were created manually in Office PowerPoint (for examples, see Figure 1B). All pictures were 

pretested with students from our university (n = 15; age range = 18-30 years). Specifically, they 

were asked to rate the semantic or visual relatedness between new and old pictures on a scale 

from 1 to 5, with 1 being not related at all and 5 being very well related. Only picture pairs that 

were on average rated higher than 4 in related conditions and lower than 2 in unrelated 

conditions were accepted for the experiments. 

 

Experimental tasks 

Participants were tested individually in a quiet experimental room (i.e., Faraday cage), 

where they sat in a comfortable chair at about 1 meter from a CRT computer screen. Auditory 

stimuli were presented through HiFi headphones (Sennheiser, HD590) at 70dB sound pressure 

level. Visual and auditory stimuli presentation, as well as the collection of behavioral data, were 

controlled via the Prese tatio ’’ soft are NeuroBeha ioral “yste s, Versio  .0). Four 

independent Experiments were performed, two on Day 1 (always E1 and E4 with E1 first) and 

two on Day 24 (always E2 and E3 with E2 first), and each Experiment was composed of Learning-

Matching task cycles, followed by a Semantic Task (see Figure 1A and 1B). Moreover, in order to 

test for long-term memory effects, participants performed again the semantic tasks of all four 

Experiments around 30 days (range: 24-41 days) after Day 1.  

 

Learning-Matching task cycle 

One learning-matching task cycle consisted of one learning block (i.e., one presentation 

of each picture-word association), followed by one matching task (i.e., one match and one 

mismatch condition for each picture-word association). The number of cycles was based on the 

participa t’s perce tage of correct responses in the matching task (and thus variable across 

participants): as long as the percentage was below 83 % correct responses, the participant 

                                                           
3 As for Snodgrass and Vanderwart (1980) pictures, non-objects from Kroll and Potter (1984) were retraced in Office 

PowerPoint to ensure sufficient resolution and quality.  
 

4 To si plify, e refer to oth Day  a d Day  as Day  i.e., i itial lear i g sessio ) throughout the paper.  
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performed another learning-matching task cycle. Once the participant reached at least 83 % 

correct responses twice in a row, the semantic task was presented (described below).  

 

Word learning phase:  Participants were asked to learn the meaning of the novel words 

using picture-word associations. In E1, 12 picture-word associations had to be learned, based on 

known pictures and natural Thai monosyllabic words previously used by Dittinger et al. (2016). 

In E2, E3 and E4, 24 picture-word associations had to be learned, with known pictures and 

natural Finnish disyllabic words in E2, non-objects and natural Finnish disyllabic words in E3, and 

known pictures and known French disyllabic words in E4 (see Figure 1B). The number of 

associations to be learned in each experiment was determined based on pilot studies showing 

that associations were clearly more difficult to learn in E1 than in the other experiments. To give 

some examples, in E1, a drawing of a flower was followed by the auditory presentation of the 

word /pa1/ and thus, /pa1/ was the word for flower in our foreig  language. In E2, a drawing 

of a bird, as follo ed y the ord Li tu , therefore Li tu  as the ord for ird. In E4, 

fro age  ea i g cheese i  Fre ch) as the ord for hat. A d fi ally, i  E3, participa ts ere 

asked to learn the visual appearance (given by the picture of the non-object) of the novel word 

Ru pu  see Figure 1B). In one block of learning, each picture-word association was presented 

once, resulting in 12 trials for E1, and 24 trials for E2, E3 and E4. The picture was presented first 

and then followed after 750 ms by one of the words. Total trial duration was 2000 ms. Different 

lists were built, so that across participants, different pictures were associated with different 

words (together with the counterbalancing of Finnish words and known pictures mentioned 

above; for one example of a learning list see Supplementary Figure 1). No behavioral response 

was required from the participants during this word learning phase. Duration of one learning 

block was about half a minute for E1, and one minute for E2, E3, and E4. 

 

Matching task: One of the pictures was presented, followed after 750 ms by an auditory 

word that matched or mismatched the associations previously learned in the word learning 

phase. After 2750 ms, a row of X s appeared on the screen for 1000 ms, and participants were 

asked to blink during this time period in order to minimize eye movement artifacts during the 

next trial. Total trial duration was 3750 ms. To give some examples, in E1, the drawing of a flower 

followed by /pa1/ (i.e., flower) was a match and the drawing of a key followed by /pa1/ was a 

mismatch (see Figure 1B, for more examples in E2, E3 and E4). Participants were asked to press 

one out of two response keys accordingly, as quickly and accurately as possible, after having 
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heard the word. Response hand was counter-balanced across participants. In one run of the 

matching task, each word was presented twice, once in a match- and once in a mismatch 

condition. The total of 24 trials in E1 and 48 trials in E2, E3 and E4 were pseudo-randomly 

presented (i.e., no more than four successive atches  or is atches ). Duration of one 

matching block was 1.5 min in E1 and 3 min in E2, E3, and E4. 

 

Semantic Task 

One of the new pictures was presented, followed after 1500 ms by an auditory word 

that was semantically (i.e., E1, E2 and E4) or visually (i.e., E3) related, or unrelated. After 3500 

s, a ro  of X s appeared o  the scree  for 000 s, and participants were asked to blink 

during this time period. Total trial duration was 4500 ms. For instance, while the picture of soil 

was semantically related to the pre iously lear ed ord /pa / i.e., flo er ) in E1, the picture 

of a lock was semantically unrelated to /pa1/ (see Figure 1B for more examples in E2, E3 and E4). 

Participants were asked to press one out of two response keys accordingly, as quickly and 

accurately as possible, after having heard the word. Response hand was counter-balanced across 

participants. Four trials were presented first to familiarize participants with the task. Each word 

was presented 12 times, but none of the new pictures were repeated, so that on each trial the 

word was associated with a different related or unrelated picture. Half of the picture-word pairs 

were semantically or visually related and half were semantically or visually unrelated. A total of 

144 trials in E1, and 288 trials in E2, E3 and E4 were presented pseudo-randomly (i.e., no 

consecutive associations referring to the same word, and no more than four successive related  

or u related  associatio s) within two blocks in E1, and within four blocks in E2, E3, and E4. 

Duration of one block was 5.4 min.  

 

Long-term memory session  

To test for long-term memory of the novel words, participants came back about 30 days 

after the first experimental session, on average. For each Experiment, they were first asked to 

freely recall the words and to write them down, before starting the semantic task. Then, they 

performed the semantic tasks. The order of Experiments was counter-balanced across 

participants for this session. 

 

EEG data acquisition and analysis 

The Electroencephalogram (EEG) was continuously recorded at a sampling rate of 512 

Hz with a band-pass filter of 0-102.4 Hz by using a Biosemi amplifier system (Amsterdam, 
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BioSemi Active 2) with 32 active Ag/Cl electrodes (Biosemi Pintype) located at standard positions 

according to the international 10/20 System (Jasper, 1958). The electro-oculogram (EOG) was 

recorded from flat-type active electrodes placed 1 cm to the left and right of the external canthi 

and from an electrode beneath the right eye. Two additional electrodes were placed on the left 

and right mastoids. Electrode impedance was kept elo   kΩ. EEG data ere analyzed using 

the Brain Vision Analyzer software (Version 1.05.0005; Brain Products, Gmbh). All data were re-

referenced off-line to the averaged left and right mastoids, filtered with a bandpass filter from 

0.1-30 Hz (slope of 24 dB/oct), and independent component analysis (ICA) and inverse ICA were 

used to identify and remove components associated with vertical and horizontal ocular 

movements. Data were segmented into 1200 ms epochs, time-locked to word onset, and 

including a 200 ms baseline. DC-detrend and removal of artifacts above a gradient criterion of 

10 µV/ms or a max-min criterion of 100 µV over the entire epoch, were applied. Averages were 

computed for each participant and for each condition in each experiment and these individual 

averages were then averaged into the grand averages across all participants. 

 

Statistical analyses 

Analyses of Variance (ANOVAs) were computed using the Statistica software (Version 

12.0, StatSoft Inc., Tulsa). ANOVAs always included Group (MUS vs. NM) as between-subject 

factor, and specific factors for each task. Regarding data registered on Day 1, univariate ANOVAs 

(only the Group factor) were computed on the number of learning cycles. For the matching and 

semantic tasks, ANOVAs were computed on error rates (ERRs) and on reaction times (RTs), first 

by considering each Experiment separately, and second by including Experiment (E1 vs. E2 vs. 

E3 vs. E4) as an additional within-subject factor (for this between-experiments comparison, only 

additional significant effects are reported). ANOVAs included Condition (Matching task: match 

vs. mismatch and Semantic task: related vs. unrelated) as within-subject factors. ANOVAs in the 

matching task also included Moment in the learning-matching cycles (Matching task: Start vs 

End5) as an additional within-subject factor.  
 

Regarding data registered at Day 30 in the semantic task, ANOVAs were computed on 

the difference in ERRs and in RTs between Day 30 and Day 1 for both related and unrelated 

words. As for Day 1, ANOVAs were first computed separately for each Experiment and second, 

                                                           
5 “tart  refers to the trials of the atchi g tasks of the first t o lear i g- atchi g task cycles, a d E d  refers to the trials of 
the matching tasks of the last two learning-matching task cycles.  
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by including Experiment (E1 vs. E2 vs. E3 vs. E4) as an additional within-subject factor (as noted 

above, for this analyses, only additional significant effects are reported).  

 

For each experiment, the N400 component was analyzed in the semantic task by 

computing the mean amplitude in the 400-550 ms latency band. Only correct responses were 

considered in these analyses. ANOVAs always included Group (MUS vs. NM) as a between-

subject factor, and Condition (related vs. unrelated) as within-subject factor, together with 

Laterality (left: F3, C3, P3; midline: Fz, Cz, Pz; right: F4, C4, P4) and Anterior/Posterior (frontal: 

F3, Fz, F4; central: C3, Cz, C4; parietal: P3, Pz, P4). As for behavior, ANOVAs were first computed 

for each Experiment separately, and second by including Experiment (E1 vs. E2 vs. E3 vs. E4) as 

an additional within-subject factor (as noted above, only additional significant effects are 

reported in this case). Post-hoc Tukey tests (reducing the probability of Type I errors) were used 

to determine the origin of significant main effects and interactions.  

 

RESULTS             

Psychometric measures 

Results of univariate ANOVAs showed no significant differences between groups 

regarding general intelligence (F < 1), auditory or visual attention (F(1, 28) = 1.55, p = .22 and F(1, 

28) = 1.96, p = .17, respectively), nor verbal or semantic fluency (both F < 1). By contrast, MUS 

showed better working and short-term memory abilities than NM (F(1, 28) = 6.90, p = .01 and F(1, 

28) = 12.83, p = .001, respectively). 

 

Musicality task 

Results of a 2 × 2 ANOVA (i.e., 2 Groups × 2 Tasks) showed that MUS made fewer errors 

(8.1 %, SD = 1.6) than NM (15.2 %, SD = 1.6; main effect of Group: F(1, 28) = 9.32, p = .005), and all 

participants performed better on the rhythmic (9.3 %, SD = 1.1) than on the melodic task (14.1 

%, SD = 1.8; main effect of Task: F(1, 28) = 6.56, p = .02) with no Group × Task interaction. 

 

Learning-Matching task cycles 

Number of cycles: Results of univariate ANOVAs for each experiment showed that for 

all four experiments, the number of cycles necessary to reach the threshold did not significantly 

differ for musicians and non-musicians (main effects of Group: E1, E2, E3, E4: all F < 1). Regarding 

the comparison between experiments, results of the ANOVA (2 Groups x 4 Experiments) showed 
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that participants needed more cycles in E1 (9.0 cycles, SD = 0.5) and fewer cycles in E4 (2.4 

cycles, SD = 0.1) compared to E2 (3.6 cycles, SD = 0.2; Tukey, p < .001 and p = .02, respectively) 

and E3 (3.8 cycles, SD = 0.2; Tukey, p < .001 and p = .005, respectively; main effect of Experiment: 

F(3, 84) = 105.08, p < .001). 

 

Matching task: Results of separate ANOVAs (2 Groups x 2 Moments x 2 Conditions; see 

Table 1A for F- and p-values, and Table 2 for ERR- and RT- values) for each experiment showed 

that for all four experiments, ERRs and RTs did not significantly differ between musicians and 

non-musicians. Moreover, in all four Experiments, participants made fewer errors and 

responded faster in the End- compared to the Start-session. Finally, participants made fewer 

errors and responded faster for match than for mismatch words in E1. By contrast, participants 

made fewer errors for mismatch than for match words in E2, E3 and E4, with no differences on 

RTs. More specifically, while this pattern of results for ERRs was obtained in the Start session of 

E2, E3 and E4, in the End session, ERRs were not significantly different for match and mismatch 

words (Tukey, all p < .001; Moment x Condition interactions: E2: F(1,28) = 21.74, p < .001; E3: F(1,28) 

= 31.56, p < .001; E4: F(1,28) = 21.49, p < .001).  

 

Table 1. Results of statistical analyses on error rates (ERRs) and reaction times (RTs), in the different tasks and 

experiments (E1, E2, E3 and E4). F- and p-values are shown, and significant p-values are in bold and italic. 
 

 

A.         Matching task B.       Semantic task D1 C.      Semantic task D30 

ERRs RTs ERRs RTs ERRs RTs 

F  
(1,28) 

p 
F  

(1,28) 
p 

F  
(1,28) 

p 
F  

(1,28) 
p 

F  
(1,28) 

p 
F  

(1,28) 
p 

Main 

effects of 

Group 

E1 .42 .52 .00 .99 .32 .58 .07 .79 .82 .37 .10 .75 

E2 .69 .41 .51 .48 1.14 .29 .27 .61 7.50 .01 2.90 .10 

E3 .02 .88 1.10 .31 .02 .90 .01 .94 4.93 .04 1.63 .21 

E4 .39 .54 1.45 .24 1.55 .22 3.47 .07 5.56 .03 7.16 .01 

Main 

effects of 

Condition 

E1 5.71 .02 4.21 .05 4.76 .04 49.46 .001 1.18 .29 15.93 .001 

E2 38.45 .001 .40 .53 68.34 .001 67.26 .001 5.86 .02 23.12 .001 

E3 41.87 .001 .18 .67 75.01 .001 73.89 .001 6.94 .01 21.17 .001 

E4 25.65 001 2.90 .10 66.03 .001 41.80 .001 22.57 .001 8.94 .006 

Group x 

Condition  

E1 .24 .63 .00 .98 .01 .96 .03 .86 9.16 .005 .43 .52 

E2 .02 .88 1.02 .32 .80 .38 .25 .62 3.59 .07 .40 .53 

E3 .01 .93 2.83 .10 .02 .88 .83 .37 2.39 .13 1.02 .32 

E4 1.30 .26 .04 .84 .00 .99 1.51 .23 .27 .60 .94 .34 

Main 

effects of 

Moment 

E1 365.63 .001 139.85 .001 

 

E2 337.20 .001 159.91 .001 

E3 302.00 .001 137.80 .001 

E4 54.46 .001 97.81 .001 

Group x 

Moment  

E1 1.81 .19 2.25 .14 

E2 2.03 .17 .03 .87 

E3 1.11 .30 .14 .71 

E4 .69 .41 1.42 .24 

 

Regarding the comparison between experiments (2 Groups x 4 Experiments x 2 

Conditions), in the Start-session participants made more errors and responded slower in E1 and 

made fewer errors and responded faster in E4 compared to E2 and E3 (Tukey, ERRs and RTs: all 
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p < .001). By contrast, in the End-session participants performed similarly (ERRs and RTs) in E1, 

E2 and E3, with fewer errors and faster RTs only in E4 (Tukey, ERRs: all p < .01; and RTs: all p < 

.001; Moment x Experiment interactions: ERRs: F(3,84) = 29.21, p < .001; and RTs: F(3,84) = 10.87, p 

< .001).  

 

Table 2. Matching tasks: error rates and reaction times (standard deviations in brackets) 
 

  E1 E2 E3 E4 

%
 e

rr
o

r 

MUS 

NM 

Start  

End 

Match Overall 

                 Start 

                 End 

      Mismatch Overall 

                 Start 

                 End 

27.0 (1.2) 

28.1 (1.2) 

44.8 (2.1) 

10.3 (1.1) 

24.7 (2.1) 

43.1 (2.4) 

6.3 (1.2) 

30.4 (2.0) 

46.5 (1.2) 

14.3 (1.6) 

21.7 (1.5) 

19.9 (1.5) 

34.0 (2.4) 

7.6 (1.0) 

27.0 (2.1) 

44.0 (2.3) 

10.0 (1.1) 

14.6 (2.0) 

24.0 (2.5) 

5.1 (0.7) 

22.1 (1.4) 

22.4 (1.4) 

36.3 (2.3) 

8.3 (1.1) 

29.1 (1.9) 

48.0 (2.3) 

10.1 (1.1) 

15.5 (2.2) 

24.6 (2.6) 

6.4 (0.9) 

9.2 (1.7) 

7.7 (1.6) 

15.2 (2.9) 

1.6 (0.7) 

11.2 (2.2) 

20.4 (2.8) 

2.0 (0.6) 

5.7 (1.4) 

10.1 (1.7) 

1.3 (0.5) 

R
T

s 
  [

m
s]

 

MUS 

NM 

Start  

End 

Match Overall 

                 Start 

                 End 

      Mismatch Overall 

                 Start 

                 End 

1212 (42) 

1212 (42) 

1423 (60) 

1002 (34) 

1189 (48) 

1398 (50) 

980 (26) 

1235 (41) 

1448 (43) 

1023 (28) 

1130 (42) 

1172 (42) 

1297 (48) 

1006 (43) 

1147 (40) 

1296 (32) 

998 (33) 

1156 (47) 

1298 (38) 

1014 (33) 

1130 (45) 

1197 (45) 

1310 (52) 

1017 (46) 

1166 (47) 

1313 (40) 

1019 (32) 

1161 (46) 

1308 (35) 

1015 (34) 

906 (36) 

844 (36) 

981 (44) 

770 (34) 

862 (35) 

973 (29) 

751 (26) 

889 (40) 

988 (36) 

790 (25) 
 

 
Figure 2. Error rates (upper row) and Reaction Times (RTs; lower row) in the matching tasks are shown separately 

for the four experiments. Results for Match (full bars) and Mismatch (MM; empty bars) words are illustrated for 

musicians (MUS; red) and for non-musician (NM; black), and averaged across the first two (Start) and the last two 

(End) learning-matching task cycles. The learning threshold (i.e., 83 % correct responses) is indicated. In this and 

subsequent figures, the level of significance is represented by stars with * p < .05, ** p < .01, *** p < .001, and 

n.s. p > .05. 
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Semantic Task, Day 1  

Results of separate ANOVAs (i.e., 2 Groups x 2 Conditions; see Table 1B for F- and p-

values, and Table 3 for ERR- and RT-values) in the semantic task of each experiment on Day 1 

showed that for all four experiments, ERRs and RTs did not significantly differ between musicians 

and non-musicians. Moreover, participants made more errors and responded faster to related 

than to unrelated trials in all four Experiments (see Figure 3A). 

 

Regarding the comparison between experiments (i.e., 2 Groups x 4 Experiments x 2 

Conditions), participants made most errors in E1, intermediate errors in E3, and fewest errors in 

E2 and E4 (Tukey, all p < .001; main effect of Experiment: F(3,84) = 80.36, p < .001). More 

specifically, for related trials error rates were higher in E1 and E3 compared to E2 and E4 (Tukey, 

all p < .001), while for unrelated trials error rates were higher in E1 compared to E2, E3 and E4 

(Tukey, all p < .001; Experiment x Condition: F(3,84) = 11.84, p < .001). For RTs, participants 

responded faster to unrelated trials in E3 and E4 compared to E1 and E2 (Tukey, all p < .001), 

while for related trials RTs were similar in all four Experiments (Tukey, all p > .10; Experiment x 

Condition: F(3,84) = 5.24, p = .002).  

 

 
 

Figure 3. (A) Error rates (upper panel) and Reaction Times (RTs; lower pannel) in the semantic tasks on Day 1 are 

shown separately for the four Experiments. Results for Related (Rel; full bars) and Unrelated (Unrel; empty bars) 

words are illustrated for musicians (MUS; red) and non-musicians (NM; black). (B) Error increase (upper panel) 

and RT decrease (lower panel) from Day 1 to Day 30 in the semantic tasks are shown. 
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          Table 3. Semantic tasks: error rates and reaction times (RTs; standard deviations in brackets) 
 

  E1 E2 E3 E4 

% error  

Day 1 

MUS 

NM 

Related  

Unrelated  

33.5 (1.5) 

34.7 (1.5) 

37.7 (1.7) 

30.4 (2.2) 

17.9 (1.8) 

15.1 (1.9) 

25.2 (2.1) 

7.8 (1.0) 

24.9 (2.0) 

24.5 (2.0) 

36.6 (2.5) 

12.8 (1.4) 

17.2 (2.3) 

13.1 (2.3) 

23.0 (2.4) 

7.3 (1.1) 

Error increase 

Day 30 

MUS 

NM 

Related  

Unrelated  

0.3 (1.7) 

2.5 (1.7) 

3.4 (2.3) 

-0.6 (2.1) 

8.1 (2.3) 

17.0 (2.3) 

16.9 (2.9) 

8.2 (1.9) 

8.4 (2.1) 

14.9 (2.1) 

16.4 (2.7) 

7.0 (1.9) 

10.7 (2.9) 

20.4 (2.9) 

24.2 (3.1) 

7.0 (2.4) 

RTs 

Day 1 

MUS 

NM 

Related  

Unrelated 

1308 (45) 

1325 (46) 

1242 (31) 

1392 (36) 

1352 (53) 

1314 (52) 

1271 (36) 

1395 (40) 

1297 (47) 

1292 (46) 

1246 (33) 

1342 (33) 

1339 (50) 

1207 (51) 

1232 (34) 

1315 (39) 

RT decrease 

Day 30 

MUS 

NM 

Related  

Unrelated 

-152 (43) 

-172 (44) 

-121 (34) 

-203 (30) 

-83 (40) 

12 (40) 

21 (30) 

-93 (30) 

-75 (33) 

-16 (33) 

-3 (28) 

-88 (23) 

-85 (36) 

51 (36) 

18 (27) 

-52 (29) 

 
 

Turning to the electrophysiological data (see Figure 4), results of separate ANOVAs for 

each experiment (i.e., 2 Groups x 2 Conditions x 3 Laterality x 3 Anterior/Posterior; see Table 4 

for µV values) showed that in E1, the N400 was larger to unrelated than to related trials over 

parietal sites (Condition x Anterior/Posterior: F(2,56) = 3.27, p = .05). Furthermore, the Group x 

Condition x Laterality and Group x Anterior/Posterior interactions were significant in E1 (F(2, 56) = 

3.23, p = .05 and F(2, 56) = 3.40, p = .04, respectively). Separate ANOVAs for musicians and non-

musicians revealed larger N400 to related than to unrelated trials over frontal sites in MUS 

(related: -2.62 µV, SD = 1.43; unrelated: -1.90 µV, SD = 1.40; Tukey, p = .02; Condition x 

Anterior/Posterior: F(2, 28) = 5.19, p = .01). By contrast, in NM, N400 was larger to unrelated than 

to related trials over midline and right hemisphere (unrelated: -0.03 µV, SD = 1.37, and -0.78 µV, 

SD = 1.16, respectively; related: 0.53 µV, SD = 1.45, and -0.01 µV, SD = 1.20, respectively; Tukey, 

p = .03 and p = .002, respectively; Condition x Laterality: F(2, 28) = 3.32, p = .05). In E2 and E3, the 

N400 was larger to unrelated than to related trials over parietal sites, and to related than to 

unrelated trials over frontal sites (Tukey, E2 and E3 all p < .001; Condition x Anterior/Posterior 

interactions: E2: F(2,56) = 44.93, p < .001; and E3: F(2,56) = 53.09, p < .001). Finally, in E4, the N400 

was larger to related than to unrelated trials over frontal and central sites (Tukey, both p < .001; 

Condition x Anterior/Posterior: F(2,56) = 21.62, p < .001).  

 

Regarding the comparison between experiments (i.e., 2 Groups x 4 Experiments x 2 

Conditions x 3 Laterality x 3 Anterior/Posterior), N400 amplitude was smaller in E1 than in E2, E3 

and E4 (Tukey, all p < .001; main effect of Experiment: F(3,84) = 16.91, p < .001). 
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          Table 4. Semantic tasks: N400 amplitudes in µV, standard deviations in brackets  
 

 E1 E2 E3 E4 

D
a

y
 1

 
Related 

frontal 

central 

parietal 

-0.24 (1.50) 

-1.76 (0.97) 

-0.46 (0.93) 

1.50 (0.83) 

-2.17 (1.28) 

-3.38 (0.82) 

-2.58 (0.81) 

-0.55 (0.74) 

-1.93 (1.08) 

-2.66 (0.75) 

-2.35 (0.66) 

-0.78 (0.60) 

-2.33 (1.56) 

-3.46 (0.97) 

-2.80 (0.97) 

-0.74 (0.89) 

Unrelated 

frontal 

central 

parietal 

-0.32 (1.55) 

-1.61 (0.94) 

-0.49 (0.99) 

1.15 (0.90) 

-2.00 (1.16) 

-2.37 (0.67) 

-2.46 (0.73) 

-1.17 (0.71) 

-2.11 (1.09) 

-1.93 (0.70) 

-2.58 (0.68) 

-1.83 (0.58) 

-1.80 (1.48) 

-2.37 (0.90) 

-2.33 (0.94) 

-0.70 (0.83) 

D
a

y
 3

0
 

Related 

frontal 

central 

parietal 

0.69 (1.50) 

-0.52 (0.96) 

0.34 (0.93) 

2.26 (0.87) 

-0.79 (1.26) 

-1.55 (0.83) 

-1.16 (0.81) 

0.34 (0.71) 

-0.68 (1.30) 

-1.43 (0.86) 

-1.10 (0.76) 

0.51 (0.75) 

-0.62 (1.24) 

-1.43 (0.82) 

-0.96 (0.78) 

0.52 (0.73) 

Unrelated 

frontal 

central 

parietal 

0.57 (1.44) 

-0.35 (0.85) 

0.33 (0.88) 

1.73 (0.89) 

-1.03 (1.25) 

-1.49 (0.76) 

-1.38 (0.79) 

-0.22 (0.73) 

-1.68 (1.09) 

-1.82 (0.76) 

-2.06 (0.66) 

-1.15 (0.61) 

-1.33 (1.24) 

-1.93 (0.87) 

-1.79 (0.78) 

-0.29 (0.67) 
 

 
 

Figure 4. Semantic tasks of the four experiments (E1, E2, E3, and E4) on Day 1. ERPs recorded at frontal (Fz), 

central (Cz) and parietal sites (Pz) are overlapped for semantically Related (dark-red and black lines) and Unrelated 

(light-red and grey lines), separately for musicians (MUS; dark and light red lines) and non-musicians (NM; black 

and grey lines). In this and subsequent figures, time in milliseconds is in abscissa and the amplitude of the effects 

in microvolt is in ordinate. Time zero corresponds to word onset and negativity is plotted upwards. Latency 

windows for statistical analyses are indicated with gray dotted lines. Topographic voltage distribution maps of the 

Unrelated minus Related differences are illustrated for N400 components on Day 1 and on Day 30. Voltage values 

are scaled from – .  μV to + .0 μV. 
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Semantic Task, Day 30  

Results of separate ANOVAs (i.e., 2 Groups x 2 Conditions; see Table 1C for F- and p-

values, and Table 3 for ERR- and RT-values) in the semantic task for each experiment on Day 30, 

revealed a significant Group x Condition interaction in E1 (F(1,28) = 9.16, p = .005). Separate 

ANOVAs for each Condition showed that the error increase from D1 to D30 was smaller in MUS 

than in NM for unrelated words only (MUS: -5.0, SD = 2.9; NM: 3.7; SD = 3.0; main effects of 

Group for unrelated words: F(1,28) = 8.98, p = .006 and for related words: F(1,28) = 3.84, p = .06). In 

the other experiments, the error increase from D1 to D30 was smaller in MUS than in NM for 

both types of words. RT decreases from D1 to D30 were larger in MUS than in NM only in E4. In 

addition, the error-increase was lower for unrelated than for related trials in E2, E3 and E4, and 

the RT decrease was larger for unrelated than for related words in all Experiments (see Figure 

3B).  

 

Regarding the comparison between experiments (2 Groups x 4 Experiments x 2 

Conditions), error increases were smaller and RT decreases were larger in E1 compared to the 

other three Experiments (Tukey, all p < .001). Moreover, error increases were smaller in E3 

compared to E4 (Tukey, p = .05; main effects of Experiment: ERRs: F(3,84) = 33.90, p < .001; and 

RTs: F(3,84) = 9.51, p < .001).  

 

Turning to the electrophysiological data (see Figure 5), results of separate ANOVAs for 

each experiment (i.e., 2 Groups x 2 Conditions x 3 Laterality x 3 Anterior/Posterior; see Table 4 

for µV values) showed larger N400 to unrelated than to related trials over parietal sites in E1 and 

E2 (Tukey, p = .009 and p = .004, respectively; Condition x Anterior/Posterior interactions: F(2,56) 

= 6.13, p = .004 and F(2,56) = 4.50, p = .02, respectively), and over all scalp sites in E3 and E4 (main 

effects of Condition: F(1,28) = 13.53, p < .001, and F(1,28) = 7.54, p = .01, respectively). The Group x 

Condition x Anterior/Posterior interaction was only significant for E1 (F(2, 56) = 3.27, p = .05). 

Separate ANOVAs revealed larger N400 to unrelated than to related trials over parietal sites in 

MUS (unrelated: 1.56 µV, SD = 1.37; related: 2.56 µV, SD = 1.45; Tukey, p < .001; Condition x 

Anterior/Posterior: F(2, 28) = 9.86, p < .001) but not in NM (main effect of Condition and Condition 

x Anterior/Posterior interaction: both F < 1).  

 

Regarding the comparison between experiments (2 Groups x 4 Experiments x 2 

Conditions x 3 Laterality x 3 Anterior/Posterior), the N400s were smaller in E1 than in E2, E3 and 

E4 (Tukey, all p < .001; main effect of Experiment: F(3,84) = 12.50, p < .001).  
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Figure 5. Semantic tasks of the four experiments (E1, E2, E3, and E4) on Day 30. ERPs recorded at frontal (Fz), 

central (Cz) and parietal sites (Pz) are overlapped for semantically Related (dark-red and black lines) and Unrelated 

(light-red and grey lines), separately for musicians (MUS; dark and light red lines) and non-musicians (NM; black 

and grey lines). Topographic voltage distribution maps of the Unrelated minus Related differences are illustrated 

for N400 components on Day 1 and on Day 30. Voltage values are scaled from – .  μV to + .0 μV. 
 

 

DISCUSSION 

By taking into account previous results showing better novel word learning in musicians 

than in non-musicians (Dittinger et al., 2016), here we tried to better understand the origin of 

such an advantage. We adapted the experimental design of Dittinger et al. (2016), and led all 

participants to reach a learning threshold (i.e., 83 % correct responses) before performing a 

semantic task. This task modification reduced the influence of auditory perception and 

associative learning on semantic processing. We asked, whether musicians would still 

outperform non-musicians in the semantic task, how audio-visual integration contributed to the 

usicia ’s ad a tage i  o el ord lear i g, and whether musicians would remember the 

newly-learned words better than non-musicians. Overall, results of both behavioral and 
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electrophysiological data failed in evide ci g a usicia ’s ad a tage i  se a tic processi g or 

associative learning on the day of learning, but showed better long-term memory of the novel 

words. These results point to the importance of auditory perception and attention during 

facilitated novel word learning in musicians in the Dittinger et al. study (2016). Moreover, they 

suggest that the interaction of better perception and long-term memory as a function of music 

training leads to long-term advantages in novel word learning in musicians. These findings are 

discussed in detail below. 

 

Day 1: Learning-matching task cycles 

 In order to neutralize the influence of auditory perception and associative learning, 

participants performed a variable number of short learning-matching task cycles until they all 

reached a level of 83 % correct responses in the matching task. Successful learning in all four 

experiments was reflected by lower error rates and faster reaction times in the End- compared 

to the Start- session. Overall, participants needed five cycles to reach the learning threshold (i.e., 

five repetitions during the learning phases, and five repetitions during the matching tasks). Such 

fast learning is not surprising, in view of the word learning literature evidencing that novel word 

encoding can be successful only with few repetitions (Batterink & Neville, 2011; Borovsky, Elman, 

& Kutas, 2012; Dobel et al., 2010; Mestres-Missé, Rodriguez-Fornells, & Münte, 2007; Perfetti, 

Wlotko, & Hart, 2005). Based on previous results in the Dittinger et al. study (2016), showing 

faster N400 increases with learning in musicians than in non-musicians, we expected between-

group differences on the number of cycles. However, this was not the case, and it is possible 

that fast plasticity effects that were visible on electrophysiological data in Dittinger et al. (2016), 

were not visible at a behavioral level here. Analyzing electrophysiological data of such learning-

matching task cycles may shed some more light on this question in future studies. 

 

Interestingly, the number of cycles varied as a function of the experiment, with 

significantly more cycles in E1 (N = 9) and significantly fewer cycles in E4 (N = 2.4). This likely 

results from the different stimuli used in the different experiments. While in E4, novel words 

were familiar French words, in E1, novel words were unfamiliar monosyllabic Thaï words 

(including aspiration, tonal and duration variations) that were difficult to discriminate. Thus, 

participants clearly needed more cycles in E1 even if the number of words that needed to be 

learned was half the number of words in the other three Experiments (i.e., 12 words compared 
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to 24 words in E2, E3 and E4)6. In E1, participants needed on average nine cycles to reach the 

threshold (i.e., 18 repetitions) which is in line with the 20 repetitions of each picture-word 

association and with the level of performance in the matching task in the Dittinger et al. (2016) 

study.  

 

The interpretation of E1 being the most difficult and E4 being the easiest experiment is 

in line with results in the Start session of the matching tasks showing the highest error rates and 

slowest reaction times in E1, and the lowest error rates and fastest reaction times in E4. 

Importantly, while E4 remained the easiest task in the End session, participants reached a 

comparable level in E1, E2 and E3 (as shown by similar error rates and reaction times). Thus, 

although difficult words need more repetitions during learning, they can also be encoded with 

accuracy. That words were successfully learned in E1 was further reflected by fewer errors for 

match than for mismatch words, and this result is in line with previous literature (Boddy & 

Weinberg, 1981; Dittinger et al., 2016). By contrast, in E2, E3 and E4 error rates were higher for 

match than for mismatch words in the Start session and similar for match and mismatch words 

in the End session. We might interpret this result as suggesting that typical matching effects only 

occur with a certain number of repetitions and after deeper encoding, as was possibly the case 

for words in E1. Alternatively, results may also reflect different response strategies as a function 

of the nature of the stimuli: in E2, E3 and E4, words were easy to discriminate, and it might have 

been possible to recognize the mismatching words based on more shallow information, without 

necessarily remembering the picture-word association. Such a strategy, leading to an advantage 

for mismatch trials, would not have been possible in E1, where words needed to be 

discriminated based on fine-grained auditory perception, and deep encoding is likely to have 

been necessary to respond correctly to match and mismatch trials. 

 

Finally, and most important for the aim of this study, error rates and reaction times in 

the matching task, were similar for musicians and non-musicians in all four experiments, thereby 

reaching the intended aim for this study. Importantly, these results form the basis for assuming 

that the participa ts’ perfor a ce o  the se a tic tasks (on Day 1 and Day 30) was only 

minimally influenced by auditory perception and learning-related processes. 

 

 

                                                           
6 The number of words to be learned in each experiment was decided based on results of pilot studies. 
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Day 1: Semantic task 

For Day 1, the aim of the study was two-fold: first, we aimed at answering the question 

of whether musicians would still outperform non-musicians in the semantic task once between-

group differences in word perception and associative learning had been neutralized (E1 and E2). 

And second, we tried to better understand the contribution of audio-visual integration to the 

usicia ’s ad a tage i  o el ord lear i g E3 a d E4). Behavioral and electrophysiological 

results in the semantic tasks did not reveal significant between-group differences in any of the 

four experiments, thereby faili g to e ide ce a usicia ’s ad a tage i  se a tic integration or 

audio-visual integration on Day 1. 

 

In regard to the Dittinger et al. study (2016), these results suggest the following 

conclusions: first, both musicians and non-musicians were able to rapidly generalize the novel 

ords’ ea i gs to o el co cepts even after fewer learning trials (i.e., about 18 repetitions in 

E1, and 5-8 in E2, E3, and E4) than in Dittinger et al. (2016; 20 repetitions). That novel words had 

been integrated into semantic networks was reflected by typical semantic priming effects 

(Meyer & Schvaneveldt, 1971) with shorter reaction times for related than for unrelated trials in 

all four experiments. However, in all four experiments participants also made more errors to 

related than to unrelated words, thereby producing a speed-accuracy trade off. In Dittinger et 

al. (2016) such a speed-accuracy trade off was also present, and was interpreted as a response 

bias towards rejection (i.e., considering the word as unrelated to the picture), as a consequence 

of task difficulty generating higher uncertainty (Gigerenzer, 1991). That is, when participants 

were not certain whether a picture and a word were semantically related, they tended to 

respond that they were not related. This interpretation is likely to also account for the results 

obtained here.  

 

Turning to electrophysiological data, both musicians and non-musicians had integrated 

the novel words into semantic networks in E1, E2 and E3, as reflected by N400 effects with larger 

amplitudes to unrelated than to related words over parietal sites (Dittinger et al., 2016; Kutas & 

Federmeier, 2011; Kutas & Hillyard, 1980). By contrast, in E4, results showed larger N400 to 

related than to unrelated words (inversed N400 effects) over frontal electrodes. As discussed in 

Dittinger et al. (2016), such reversed N400 effects may reflect ongoing building up and 

consolidation of episodic memory traces even during test phases, and are in line with previous 

literature evidencing increased frontal N400 amplitudes during learning of meaningful novel 
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words (Cunillera et al., 2009; De Diego Balaguer, Toro, Rodriguez-Fornells, & Bachoud-Lévi, 2007; 

Francois et al., 2017). Moreover, since only related trials provided correct information on the 

o el ords’ ea i gs, it is ot surprisi g that related trials elicited larger a plitudes co pared 

to unrelated trials. If this interpretation is correct, results in E4 possibly reflect that words had 

not been integrated into semantic networks at that point of time (as reflected by the lack of 

typical N400 effects over parietal sites), even though E4 seemed to be the easiest experiment 

on Day 1 (as reflected by fastest learning and lowest error rates in the matching and semantic 

tasks). In this respect, results seem to show that the apparition of semantic priming effects is not 

necessarily synchronized with behavioral performance.  

 

Moreover, inversed frontal effects, in addition to parietal N400 effects, were also 

obtained in E2 and E3, and in E1 for musicians only. In fact, we did obtain between-group 

differences regarding the N400 component in E1: while musicians showed larger N400 to related 

than to unrelated words over frontal sites, non-musicians were characterized by larger N400 to 

unrelated than to related words over midline and right hemisphere. This result stands in contrast 

to results in the Dittinger et al. study (2016), in which musicians showed parietal N400 effects 

and non-musicians inversed frontal effects. This finding could suggest that, o ce the usicia ’s 

advantage on auditory perception and associative learning had been neutralized, semantic 

integration (at the electrophysiological level) was not similar between groups, but even slower 

in musicians compared to non-musicians. In regard to results on Day 30 (discussed below), we 

might speculate whether such slower semantic integration in musicians (as reflected by inversed 

frontal rather than parietal N400 effects), led to better encoding and better long-term memory 

traces compared to non-musicians. However, since this result was unexpected in view of our 

hypothesis based on the previous Dittinger et al. study (2016), and since we did not obtain similar 

results in E2, E3 and E4, this interpretation should be taken with caution. 

 

In view of our second aim, general associative learning mechanisms most probably did 

not play a facilitative role during better word learning in musicians in Dittinger et al. (2016). This 

interpretation rests upon results in our control conditions of associating two items (i.e., picture 

and word; E3 and E4), that did not show any between-group differences, independent of 

whether picture-word associations contained semantic information or not. These findings are 

surprising in regard to two previous studies evidencing better audio-visual integration in 

musicians: Bidelman (Bidelman, 2016) investigated audio-visual integration in musicians and 
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non-musicians by using a double-flash illusion, and showed that musicians were both faster and 

more accurate at processing concurrent audio-visual cues than non-musicians, evidencing better 

multisensory integration and audio-visual binding in musicians. Second, Paraskevopoulos and 

colleagues (Paraskevopoulos et al., 2012) used magnetoencephalography to identify the neural 

correlates of an audio-visual incongruency response generated due to violations of a congruent 

rule i.e., the higher the pitch of the to e, the higher the positio  of the circle ). Musicians 

scored significantly better, with increased activity in frontal, temporal, and occipital areas as a 

response to multisensory integration. Importantly however, the discrimination of congruent 

from incongruent trials did not only rely on audio-visual integration, but also on working 

memory, since one has to keep in mind all tone-circle pairs presented and maintain attention on 

the comparison of the audio-visual stimuli to the congruent rule. Based on the very different 

task used in Bidelman (2016), as well as on the fact that Paraskevopoulos et al. (2012) used 

magnetoencephalography, together with the drawback of possibly interpreting their results also 

as a function of working memory, we might question whether results from our experiment are 

comparable to these two studies. In addition, it is possible that our task, possibly reflecting a 

more natural situation for many participants compared to the experimental designs above, 

tapped into higher cross-modal integration processes that would not be different for musicians 

and non-musicians.  

 

Finally, E1 and E3 were more difficult than E2 and E4 (as reflected by higher error rates). 

For E3, such a result was expected based on previous literature evidencing worse memory 

performance for words that are not associated to semantic information (Heikkilä, Alho, Hyvönen, 

& Tiippana, 2015; Savill, Ellis, & Jefferies, 2017; Takashima, Bakker, van Hell, Janzen, & McQueen, 

2017). For E1, this finding is interesting in view of the previous Dittinger et al. studies, and in 

extending previous studies evidencing that difficult task conditions are more sensitive to 

between-group differences (Schön, Magne, & Besson, 2004): in fact, between-group differences 

were obtained in three independent studies using the same experimental design, with clear 

advantages for musically-trained participants in a sample of children (Dittinger et al., 2017) and 

of young adults (Dittinger et al., 2016), and with smaller transfer effects in older adults (Dittinger 

et al., under review). Having failed to reproduce similar results without the advantage of better 

auditory perception and attention in musicians here, our results suggest that between-group 

differences in the Dittinger et al. studies (2016, 2017; under review) were most probably driven 

by better auditory perception and attention.   



210 

 

Day 30: Semantic task 

Participants were re-tested on Day 30, to investigate what remained of newly-learned 

words after a one-month period, and whether musicians would remember the words better than 

non-musicians. Interestingly, musicians outperformed non-musicians in all four experiments on 

Day 30. This result was reflected by smaller error increases from Day 1 to Day 30 for both related 

and unrelated words, except in E1 where this effect was only significant for unrelated words. RT 

decreases from Day 1 to D30 were also larger in MUS than in NM only in E4.  

 

At the electrophysiological level, the N400 was larger to unrelated than to related words 

across all scalp sites in E3 and E4 and only over parietal sites in E1 and E2. This finding suggests 

that ecological valid conditions in regard to novel word learning and semantic processing (i.e., 

E1 and E2) elicited N400 effects restricted to parietal scalp sites, as previously reported in the 

literature (Kutas & Federmeier, 2011; Kutas & Hillyard, 1980). By contrast, results of control 

conditions of associative learning (E3 and E4) showed largely distributed effects, eventually 

reflecting more general processes compared to more specific semantic processes for E1 and E2.  

 

Importantly, in E1 the N400 effect over parietal sites also differed as a function of music 

training with statistically significant effects in musicians but not in non-musicians. Thus, in 

addition to better behavioral performance in all four experiments, between-group differences 

on semantic processing on Day 30 were also reflected by the N400 component, but only when 

words are difficult to discriminate (i.e., Thai words in E1). In the other three experiments (that 

included disyllabic Finnish or French words) both musicians and non-musicians showed similar 

N400 effects.  

 

These findings suggest better long-term memory in musicians, with larger advantages 

for musicians in difficult task conditions (Schön et al., 2004): first, in E1 musicians outperformed 

non-musicians on unrelated trials only (although between-group differences on related trials 

very closely passed statistical significance, with p = .06). Second, only in E4 did we obtain both 

smaller error increases and larger RT decreases in musicians than in non-musicians. 

Remembering the words learned in E4 might have been more difficult compared to E1, E2, and 

E3, since the real meaning of the French words, anchored in deeply encoded memory traces, 

probably interfered with the newly-attached meanings. This interpretation is also in line with a 

delayed apparition of N400 effects over parietal sites in E4 on Day 30 so that semantic 

integration of the novel meanings possibly relied more strongly on consolidation periods to 
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overcome such interference effects (Bakker, Takashima, van Hell, Janzen, & McQueen, 2015; 

Dumay & Gaskell, 2007; Takashima, Bakker, van Hell, Janzen, & McQueen, 2014). Having found 

better long-term memory for the words in E4 in musicians, may reflect smaller interference 

effects in musicians, and may be interpreted along better executive functions in musicians 

(Rogalsky, Rong, Saberi, & Hickok, 2011; Zuk et al., 2014). Third, the significant between-group 

differences on the N400 effect only in E1 (that without doubt was the most difficult experiment, 

see discussion above), further points to the influence of task difficulty.  

 

A final point, related to task difficulty, deserves comments. Although E1 was very 

difficult for all participants, it triggered the lowest error increases and the largest reaction time 

decreases from Day 1 to Day 30. These results may be explained by the increased number of 

repetitions in the learning-matching task cycles in E1 compared to the other Experiments (i.e., 9 

cycles in E1 versus 2.4 in E4, 3.6 in E2 and 3.8 in E3). This double to threefold number of 

repetitions may have resulted in deeper encoding with stronger memory traces for long-term 

memory. This interpretation is also reflected to some extent by the results of E4: while E4 was 

very easy on Day 1, error rates did not significantly differ from those of E2 or E3 on Day 30, and 

error increases in E4 were even higher compared to those in E3, suggesting that the very fast 

learning with the lowest number of repetitions on Day 1 was not enough to create deep memory 

traces. This is an interesting issue and future experiments may focus on the influence of the 

number of repetitions onto long-term memory, by for example testing large groups of 

participants and testing whether participants who learn most slowly (i.e., with the highest 

number of learning-matching task cycles), remember best after 30 days.     

 

Two different interpretations possibly account for better long-term memory in 

musicians. First, even though we did not obtain evidence for better word encoding in musicians 

at a behavioral level (i.e., number of learning cycles), it is possible that musicians have encoded 

the novel words better compared to non-musicians. In this respect it is important to note, that 

the acquisition of novel words is not only a learning process, but also a memory process, since 

remembering words is as important as learning them (Wojcik, 2013). This means that what was 

remembered on Day 30, had been encoded and integrated into memory on Day 1, thereby 

eventually putting the conclusion according to which better novel word learning in musicians is 

mainly driven by auditory perception and attention (presented above) into question. Further 

experiments may shed more light on this issue by focusing on ERPs during novel word encoding 
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(i.e., learning phase on Day 1), and by sorting them as a function of whether or not they are 

subsequently remembered on Day 30 (i.e., examining differences at encoding based on 

subsequent memory, the so-called Dm effect; Paller, Kutas, & Mayes, 1987). 

 

Second, musicians may have profited better from long-term consolidation. In this 

respect, it is possible that they remembered the newly learned words better on Day 30, although 

initial encoding and integration were similar for both groups. While these two interpretations 

are difficult to disentangle with the present data, the important point remains that musicians 

showed better long-term memory performances for novel words, a result that, to the best of 

our knowledge, has not been shown before.  

 

Taken together, these results extend to long-term memory transfer effects previously 

described from music training to working and short-term memory (George & Coch, 2011; Ho, 

Cheung, & Chan, 2003; Kraus, Strait, & Parbery-Clark, 2012; Schulze et al., 2012; for meta-

analysis see Talamini, Altoè, Carretti, & Grassi, 2017). While results of Day 1 suggested that the 

usicia ’s ad a tage i  o el ord lear i g as mainly driven by auditory perception and 

attention, considering results of Day 30 may extend this conclusion by suggesting that the 

interaction of auditory perception and better cognitive functions (especially long-term memory) 

possibly optimizes novel word learning in musicians. Importantly, such interactions of perceptive 

and cognitive functions, as well as transfer effects from music training to long-term memory and 

novel word learning, adds evidence in favor of domain-general networks in the brain underlying 

perception, cognition and language processing (for review on the hotly debated issue of domain-

specific versus domain-general networks in the brain, see Besson, Dittinger, & Barbaroux, 2018). 

 

Conclusion 

In sum, by applying a similar experimental design compared to Dittinger et al. (2016), 

and by comparing four sets of novel words, results showed three main findings: first, based on 

the lack of between-group differe ces o  Day , e co clude that the usicia ’s ad a tage i  

novel word learning does not result from better semantic integration and/or associative 

learning, but strongly relies on better auditory perception and attention. Second, better 

behavioral performance on Day 30 in musicians than in non-musicians suggest that music 

training increases long-term memory of newly-learned words. Third, only when novel words are 

difficult to discriminate (E1), the usicia ’s etter perfor a ce is acco pa ied y larger N400 
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effects. Altogether, these findings show that transfer effects from music training to novel word 

learning (i.e., semantic levels of speech processing) are in large part driven by an enhanced 

auditory system, but profit additionally from reinforced (long-term) memory functions. To the 

best of our knowledge, these results evidence for the first time transfer effects from music 

training to long-term memory. Since short- and long-term memory are crucial cognitive 

functions central to language processing, these results highlight the potential impact of music 

training starting at a young age.  
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  Experiment 1 Experiment 2 Experiment 3 Experiment 4 
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Kirves 

 

Sakset 

 

Bougie 
 

/pa1/ 

 

Jänis 

 

Tähti 

 

Balance 
 

/pa0/ 

 

Huntu 

 

Harja 

 

Collier 

 

/pa:1/ 
 

Pullo 
 

Kangas 
 

Girafe 
 

/pa:0/ 

 

Ruoho 

 

Rumpu 

 

Orteil  

 

/pha1/ 
 

Sanka 

 

Juusto 

 

Gilet 
 

/pha0/ 

 

Farkut 

 

Noppa 

 

Abeille 

 

/pha:1/ 

 

Ryhmä 

 

Lisko 

 

Passoire 

 

/pha:0/ 

 

Hanhi 

 

Sähkö 
 

Mouton 

 

  Norsu 
 

Sydän 
 

Soleil 
 

  Teltta 
 

Varvas 
 

Fenêtre 
 

  Marsu 

 

Mökki 
 

Râteau 

 

  Hylje 
 

Patja 
 

Cactus 

 

  Lehmä 
 

Hillo  
 

Pinceau 

 

  Laskin 
 

Kongi 
 

Tortue 
 

  Molli 

 

Huulet 
 

Maison  
 

  Ketju 
 

Pyssy 
 

Asperge 
 

  Jalka 
 

Mylly 

 

Camion  

 

  Myrsky 

 

Raastin 

 

Poupée 

 

  Sänky 

 

Järvi 
 

Croissant 
 

  Huilu 
 

Huivi 
 

Bocal 
 

 

Supplementary Figure 1. Novel words that needed to be learned are shown for the four Experiments. 
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Language and music are two fascinating activities of the human cognitive repertoire, 

encompassing basic and higher-cognitive abilities, from motor control and auditory perception 

to emotional and attention-related processes (Fitch, 2010; Koelsch, 2014; Kraus & 

Chandrasekaran, 2010; Patel, 2008; Zatorre, 2013). Regarding music processing, structural and 

functional brain changes as a consequence of intensive and regular music training have been 

frequently described (Bangert & Schlaug, 2006; Bermudez, Lerch, Evans, & Zatorre, 2009; Hyde 

et al., 2009; Kühnis, Elmer, Meyer, & Jäncke, 2013; Schneider, Sluming, Roberts, Bleeck, & Rupp, 

2005; Sluming, Brooks, Howard, Downes, & Roberts, 2007), and have been evidenced to 

translate into behavioral advantages (e.g., Kühnis et al., 2013; Schulze, Zysset, Mueller, 

Friederici, & Koelsch, 2011; Zuk et al., 2014). Importantly, growing literature also shows that 

such advantages as a function of music training transfer to language processing (see Besson et 

al., 2011 for review), favoring a domain-general view of the underlying brain networks. However, 

the issue of whether music and language processing rely on shared or distinct neuronal networks 

in the brain, remains a matter of debate. The research presented in this thesis evaluated whether 

brain plasticity mechanisms induced by music training allowed advantages in novel word 

learning22, and whether such potential transfer effects are best explained by cascading effects 

(better auditory perception drives the advantages) or by multidimensional effects (interaction 

of perceptive and cognitive functions). To do so, several questions related to novel word learning 

have been answered, and results are discussed in detail below.  

 

First, we investigated whether professional musicians showed advantages compared to 

non-musicians in phoneme perception, a cornerstone for novel word learning (presented in 

Chapter 3). Results of both behavioral and electrophysiological data showed that musicians 

outperformed non-musicians in the task condition in which non-native phoneme perception was 

relevant. Specifically, musicians made fewer errors and showed larger differences on N200 and 

P300 amplitudes between native and non-native phonemes, suggesting that musicians were 

more sensitive to the difference between phonemes. These results are in line with several 

previous studies revealing transfer effects from music training to the segmental and supra-

segmental levels of speech perception in foreign languages (for review see Chobert & Besson, 

2013): for example, Delogu and colleagues (Delogu, Lampis, & Belardinelli, 2010) demonstrated 

                                                      
22 Based on the auditory stimuli, including non-native attributes for French speakers, used in our experimental designs 

presented in Chapters 3 to 6, our results possibly refer to novel word learning of a foreign language, rather than to word 

acquisition in o e’s other to gue. Readers ay keep this i for atio  i  i d he  i terpreti g our results. 
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that music expertise was associated with better lexical tone processing of monosyllabic 

Mandarin Chinese words during a same-different task (see also Marie, Delogu, Lampis, 

Belardinelli, & Besson, 2011). Similarly, Sadakata and Sekiyama (Sadakata & Sekiyama, 2011) 

showed that musicians enjoyed an advantage in the discrimination of the timing and quality of 

Japanese consonants as well as the quality of Dutch vowels, suggesting better perception of 

acoustical features (i.e., pitch and timing) of speech in a second language. Finally, Marques and 

colleagues (Marques, Moreno, Castro, & Besson, 2007) showed better pitch processing in 

musicians, as was reflected by better behavioral performance and faster ERP latency 

modulations in response to prosodically congruous and incongruous sentence-final words.  

 

By contrast, results of a recent study by Swaminathan and Schellenberg (Swaminathan & 

Schellenberg, 2017) showed no evidence for an association between music training and non-

native phoneme discrimination. Specifically, results showed a positive correlation between 

rhythm perception, but not music training, and speech perception, and the authors concluded 

that natural abilities were a better predictor of speech perception than music training. In this 

context, it is interesting to make a detour to the issue of natural abilities versus training-related 

advantages, an issue that is highly debated. Specifically, natural abilities relate to genetic and 

epigenetic backgrounds that possibly predisposes each individual to experience the world in a 

certain way, a d to seek out for acti ities that fulfill each i di idual’s i ate skills. O e argu e t 

that has been frequently used in favor of a genetic predisposition for music is that all humans 

are able to perceive, produce, and enjoy music, even in the absence of formal music training. 

However, the genetic influences on music development and expertise have been little 

investigated (for review see Tan, McPherson, Peretz, Berkovic, & Wilson, 2014), compared to 

the growing literature on neuroplastic changes as a function of music training. As mentioned 

previously, one way to ascertain the influence of music training, is to conduct longitudinal studies 

with non-musicians trained with music or with an equally interesting non-musical activity 

(Chobert et al. 2014; Forgeard et al. 2008; François et al. 2013; Moreno et al. 2009). However, 

since longitudinal studies are time- and cost-intensive, their implementation is difficult. Thus, 

possibilities of interactions between neuroplastic phenomena and genetic and epigenetic 

predispositions remain unclear, and more developmental perspectives are needed to better 

understand their contri utio  to the usicia ’s rai , as rece tly poi ted out y )uk a d Gaa  

(Zuk et Gaab, 2018). While this issue limits the interpretation of results of several studies (as well 

as of the results presented within this thesis), the recent study by Swaminathan and Schellenberg 
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(Swaminathan & Schellenberg, 2017) mentioned above possibly failed to find between-group 

differences as a function of music training due to the fact that the musicians tested in this study 

had on average only 4.9 years of music training (compared to about 15 years of music training 

for musicians tested here). Taking into consideration that certain transfer effects may only 

develop after extensive music training started at early ages, this negative result may not be 

surprising.  

 

Coming back to our results, the reader might wonder how non-native phoneme perception 

relates to novel word learning. Learning new words is a complex process that consists of several 

steps: the perception of the novel word; the creation of a word representation in phonological 

short-term memory; and finally the relation of the acquired word form to pre-existing 

conceptual knowledge and to the encoding in long-term memory (for detailed descriptions of 

the different phases of word learning, see Service & Craik, 1993). In this context, it has been 

proposed that learners with high phonological short-term memory capacity are better at 

maintaining intact representations of words in short-term memory, which in turn facilitates 

encoding of the word representation in long-term memory (Gathercole, Willis, Braddeley, & 

Emslie, 1992; Gathercole & Baddeley, 1989). Importantly, a phonological mechanism directly 

linked to phonological short-term memory is phonological awareness, which requires the 

recognition and/or manipulation of syllables, phonemes, and other phonological units. In fact, 

upon hearing a novel word, the phonological units already stored in long-term memory are 

possibly activated, and reused to build the mnemonic representation of the novel word (de Jong, 

Seveke, & van Veen, 2000; Ramachandra, Hewitt, & Brackenbury, 2011; Service, Maury, & 

Luotoniemi, 2007). Since the efficiency and accuracy of this process increases with the quality of 

phonological representations available to the learner, better phoneme perception in musicians 

may therefore provide the basis for better word encoding in musicians.  

 

At this point it is tempting to conclude that better novel word learning in musicians is a 

direct consequence of better auditory perception, and thus, results from a cascading effect (as 

described on page 35). However, I will come back to this issue further ahead in the discussion, 

with the conclusion that, rather than considering better auditory perception as the only driving 

factor, the strong interaction between auditory perception and cognitive functions optimally 

boosts novel word learning in musicians.  
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Second, the main aim of this thesis was to determine whether musicians learned the 

meaning of novel words better compared to non-musicians (presented in Chapter 4). 

Specifically, the aim was two-fold: not only were we interested in understanding whether music 

training facilitated novel word learning, but also whether such potential training-related 

advantages were present across the lifespan. Thus, a very similar experimental design (i.e., novel 

word learning task with picture-word associations) was used in children, younger adults as well 

as older adults. Musically-trained children outperformed children without music training in the 

matching task that tested for the efficiency of learning the picture-word associations, as well as 

in the semantic task that tested for semantic integration of the novel words into pre-existing 

semantic networks. Moreover, in both tasks, the expected N200 and N400 effects (i.e., the 

difference between mismatching/unrelated and matching/related trials in the matching and 

semantic tasks, respectively) were larger in children with music training compared to controls. 

Thus, results at both behavioral and electrophysiological levels showed that children with music 

training learned the meaning of novel words more efficiently than children without music 

training. Taking into account that children had followed music training for about only five years, 

these results have potentially strong implications for school education.  

 

Similarly, adult professional musicians made fewer errors than non-musicians in the 

semantic task and in a 5-months re-test session. Additionally, these behavioral advantages were 

accompanied by larger N400 effects in both the semantic and matching tasks. The finding of 

between-group differences on electrophysiological data in both tasks, but better level of 

performance of musicians compared to non-musicians in the semantic task only was somewhat 

surprising, and may reflect the fact that the two tasks tap into different memory systems. To 

decide whether a word matched or mismatched a picture in the matching task, participants 

could refer to the specific picture-word associations stored in episodic memory during learning. 

By contrast, to decide whether a learned word was semantically related or unrelated to a novel 

picture (that the participant had not seen before during the experimental session), participants 

needed to retrieve more general information from semantic memory. It is thus possible that 

musicians built stronger memory traces in episodic memory than non-musicians, and that this 

helped them integrate the novel word meaning into semantic memory and possibly into long-

term memory, a hypothesis that was tested later in the experiment presented in Chapter 6. This 

interpretation possibly explains differences at the electrophysiological level between musicians 

and non-musicians in both the matching and semantic tasks. Moreover, the finding that non-
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musicians had learned the picture-word associations similarly to musicians (as reflected by 

similar error rates in the matching task), but had not integrated the novel words into semantic 

networks (as reflected by higher error rates in non-musicians than in musicians in the semantic 

task), is also in line with this interpretation. However, it is also possible that musicians 

outperformed non-musicians only in the semantic task based on differences in task difficulty, as 

the semantic task was more difficult than the matching task. This interpretation is in line with 

previous literature demonstrating between-group differences only in difficult task conditions 

(Schön et al., 2004). 

 

Finally, results with older adults revealed that the overall faculty of novel word learning 

was preserved with fast increase of the N400 component over fronto-central sites from the first 

to the last Block of the learning phase, and more efficient processing of match compared to 

mismatch words (i.e., lower error rates and faster reaction times) in the matching task. However, 

the influence of music training on novel word learning was not as clear-cut as in the other two 

groups of participants. Older musicians and non-musicians performed similarly (considering both 

error rates and reaction times) in both the matching and semantic tasks. However, in the 

semantic task, N200 effects were larger in musicians than in non-musicians but overall N400 

amplitude was smaller in musicians. Thus, it is possible that transfer effects from music training 

to semantic processing in older participants were reflected by the N200 effects rather than by 

the N400 effect, as was found in children and young adults. The larger N200 effect in musicians 

could have reflected increased word activation and categorization, and the smaller N400 

component could have reflected a reduced cognitive load in musicians in the semantic task so 

that the semantic task required less effort for musicians than for non-musicians. Nevertheless, 

one may be surprised that in older musicians, who showed the longest period of music training, 

between-group differences were not found on the N400 effect, the typical marker of semantic 

processing23. As this result was unexpected, we can only propose post-hoc interpretations.  

 

First, previous literature has shown that, although older and younger adults show overall 

similar levels of performance in speech perception and semantic priming tasks, N400 amplitude 

can be reduced and N400 latency can be delayed with age. For example, Günter and colleagues 

                                                      
23 Nowadays, the N400, rather than specifically reflecting semantic processing, may be more accurately described as 

reflecting neural activity in a multimodal and context dependent long-term memory system (Kutas & Federmeier, 2011). In this 

respect, smaller amplitudes may reflect a smaller amount of brain activity in response to a certain stimulus.  
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(Günter, Jackson, & Mulder, 1992) investigated ERP responses to congruent and incongruent 

final words of sentences in older academics (average age of 55 years). Results showed reduced 

and delayed N400 components in older compared to younger adults, suggesting that the 

semantic priming effect reflected quantitative rather than qualitative differences of semantic 

integration. Similar results were obtained by Kutas and Iragui (Kutas & Iragui, 1998), who 

interpreted these results as slower lexical and semantic access in older adults. More recently, 

Lee and Federmeier (Lee & Federmeier, 2009) also revealed age-differences on the N400 

component. Following the authors’ i terpretatio , you ger adults recruit additio al co trol 

mechanisms for the processing of congruent and incongruent final words of sentences, resulting 

in increased frontal negativities. By contrast, such top-down control mechanisms are possibly in 

part lost in older adults, thereby resulting in smaller N400s. In our experiment, novel word 

learning was very fast, and it is possible that, since N400 components in older participants are 

smaller and delayed, the expected N400 effect would have needed more time to install during 

the semantic task (although behavioral performance was overall comparable to young adults). 

Future studies should investigate whether slower word encoding or longer consolidation periods 

would increase N400 amplitudes and N400 effects in older participants, potentially bringing to 

light transfer effects from music training to semantic processing in older adults as we found in 

children and young adults. In addition, cognitive decline with age is associated with strong 

individual differences, and possibly relies on stronger interactions of linguistic processes, 

working memory resources and the reduction of control processes (Kliesch, Giroud, Pfenninger, 

& Meyer, 2017; Lee & Federmeier, 2009; Wlotko, Lee, & Federmeier, 2010), thereby eventually 

pointing to the importance of testing larger groups of participants in older adults compared to 

children and younger adults to obtain statistically significant effects and/or between-group 

differences. 

 

Second, cognitive decline might not be counteracted by music training, and the advantages 

of younger musicians in novel word learning might fade away with the natural process of aging. 

However, some previous results revealed the importance of music training in postponing (at 

least in part) age-related deficits. Parbery-Clark and colleagues (Parbery-Clark, Anderson, 

Hittner, & Kraus, 2012) compared brainstem responses to speech syllables in young musicians 

and non-musicians (18-32 years), and older musicians and non-musicians (45-65 years). Results 

showed that professional musicians of both ages profited from better phonetic discrimination 

compared to their respective control group, thereby pointing to sustained transfer effects also 
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in older adults, at least at a subcortical level. Moreover, older musicians have been shown to 

perform better on speech-in-noise perception, in part based on better auditory working memory 

compared to non-musicians (Parbery-Clark, Strait, Anderson, Hittner, & Kraus, 2011; Zendel & 

Alain, 2012). Thus, although music training seems to counteract parts of the aging process and 

seems to improve speech perception at the subcortical and cortical level, our data indicate that 

it might not be enough for extending to more complex tasks such as novel word learning, or to 

semantic processing.  

 

Third, considering that the novel words needed to be discriminated based on acoustic 

features24, it is possible that our word learning task included a strong working memory 

component. In this context and similar to the previous point, it is an open issue whether the 

transfer effects from music training to working memory in younger adults (George & Coch, 2011) 

persist in older adults. This is an important issue, since two factors have been shown to possibly 

i flue ce o el ord lear i g: a perso ’s pre-existing vocabulary knowledge as well as working 

memory (Daneman & Green, 1986). While older adults could easily learn new vocabulary when 

considering their generally better vocabulary knowledge compared to younger adults (Kausler, 

1991; Long & Shaw, 2000), they could also have increased difficulty with word learning because 

they typically show reduced working memory capacity (Craik & Jennings, 1992). Furthermore, 

results by Long and Shaw (Long & Shaw, 2000) showed that age differences are minimized when 

the task is ecologically valid, so that older adults have the ability to use their accumulated 

experience and knowledge to compensate for the deleterious effects of aging. Considering that 

our novel words included foreign phonetic contrasts, older participants probably could not profit 

from their extended vocabulary knowledge, therefore making the task more difficult for them, 

compared to children and young adults who typically learn novel words by strongly relying on 

their working memory capacity (Baltes, 1993; Daneman & Green, 1986). As a consequence, N400 

effects possibly did not install by the end of the experimental session. 

 

Related to the novel words used in this experimental design, it is also important to point 

out that the auditory stimuli were recorded by a French-Thai bilingual to guarantee natural 

                                                      
24 To be learned novel words were natural monosyllabic Thai words, that differed on temporal and tonal variations, with 

three different Voice-Onset-Times (/b/ vs. /p/ vs. /ph/), short and long vowels (/a/ vs. /a:/) and low-tone or mid-tone pitch (/a0/ 

vs. /a1/). Importantly, since older adults are typically characterized by hearing impairments (Giroud et al., 2018), all participants 

passed a test of pure tone audiometry (MAICO ST 20, MAICO Diagnostic, GmbH, Berlin) before being accepted to participate in 

the study. As a consequence, all older adults in our study showed an unremarkable audiological status (i.e., all tested frequencies 

could e heard elo  a threshold of 30 dB, fre ue cy-range of 250-8000 Hz). 
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pronunciation of native phonemes for French children and young adults. However, older adult 

participants were German speakers, and we cannot exclude that the difference in mother 

tongue may have influenced the experimental outcome in an unexpected way. For instance, it is 

possible that there was not enough time for semantic integration to install in older adults 

because the auditory stimuli were too difficult to perceive and to discriminate.   

 

In sum, our comparative approach, including children with music training as well as 

professional musicians of younger and older age, shed some light on novel word learning across 

the lifespan, transfer effects from music to speech and how they develop with age. Behavioral 

results have indicated that participants of all ages were able to rapidly learn and integrate novel 

words as reflected by lower error rates and/or faster reaction times to match/ related words 

than to mismatch/ unrelated words. By contrast, while the typical electrophysiological marker 

of novel word learning (i.e., N400 effect) was clearly present in the semantic task in children and 

young adults, it was very small to absent in older adults. Regarding influences of music training, 

children with music training and young professional musicians showed clear advantages 

compared to participants without music training. For older adults, between-group differences 

were less clear-cut. While understanding the neural underpinnings of word learning in infants 

and young adolescents is a topic of interest, not much is known about how these learning 

mechanisms change throughout life, although both younger and older adults continually 

confront a changing world and need to adapt by acquiring new skills and information (as for 

example, novel words). The data presented here contribute to this field of research, and future 

studies are clearly needed to further explore how mechanisms implied in novel word learning 

change with age. Overall, based on previous literature evidencing transfer effects from music 

training to various perceptive and cognitive functions (for a review see Besson et al., 2017) that 

may also subserve language acquisition25, it is not surprising to find transfer effects from music 

training to novel word learning. These findings are in line with growing research evidencing 

transfer effects from music training to different aspects of speech perception (Bidelman et al., 

2014; Chobert, Marie, François, Schön, & Besson, 2011; Elmer et al., 2012; Kraus & 

Chandrasekaran, 2010; Linnavalli, Putkinen, Lipsanen, Huotilainen, & Tervaniemi, 2018; Moreno 

et al., 2009; Nan et al., 2018; Sadakata & Sekiyama, 2011; Tervaniemi et al., 2009; Wong & 

Perrachione, 2007). They point to the potential of music training in facilitating the acquisition of 

                                                      
25 The issue of domain-specific versus domain-general perceptive and cognitive functions underlying language processing is 

a frequently debated hot topic that is considered further ahead in this discussion.  
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novel words of a foreign (mainly tonal or quantitative) language, a result that should have strong 

implications especially for education (Tervaniemi, Tao, & Huotilainen, 2018).  

 

To go one step further in the analyses of electrophysiological data, we investigated the 

dynamics of neuronal oscillations and their synchronization across distributed brain areas during 

novel word learning in young adults (presented in Chapter 5). In this context, Elmer and Jäncke 

(Elmer & Jäncke, 2018) recently pointed to the importance of extending research from 

investigating local changes to the modeling of neural networks. In fact, network approaches will 

possibly allow for a better understanding of the neural dynamics underlying complex cognitive 

functions involved in word learning and to how they are modulated as a function of music 

training.  

 

Results of functional connectivity analyses in the ventral and dorsal streams (according to 

the dual stream model of language processing; Bornkessel-Schlesewsky & Schlesewsky, 2013; 

Friederici, 2012; Hagoort, 2014; Hickok & Poeppel, 2007; Rauschecker & Scott, 2009) showed 

that during the semantic task, word processing was generally associated with increased beta 

functional connectivity in the ventral stream compared to the dorsal stream. This result is in line 

with previous research showing that the ventral stream plays a role in semantic processing 

(Bornkessel-Schlesewsky & Schlesewsky, 2013; Friederici, 2012; Hagoort, 2014; Hickok & 

Poeppel, 2007; Rauschecker & Scott, 2009), and that beta oscillations are indicative of a wide 

range of cognitive functions such as working memory (Siegel, Warden, & Miller, 2009) or 

decision making (Wong, Fabiszak, Novikov, Daw, & Pesaran, 2016). Moreover, beta oscillations 

have been shown to be involved in language processing (Carrus, Koelsch, & Bhattacharya, 2011), 

specifically in the extraction of global phonetic features (Bidelman, 2017), during word encoding 

and retrieval (Weiss & Rappelsberger, 2000), and lexical semantic memory access (Shahin, 

Picton, & Miller, 2009).  

 

Turning to the impact of music training, professional musicians showed increased left-

hemispheric theta connectivity in both the dorsal and ventral streams compared to adult non-

musicians, suggesting that intensive music training eventually modifies the functional 

architecture of the brain leading to cross-domain advantages. Related to the left-hemispheric 

theta co ecti ity , it is important to note that this finding does not mean that the left 

hemisphere was more strongly involved than the right one. Rather, musicians showed a more 
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symmetrical recruitment of the two processing streams, while non-musicians were 

characterized by a right-sided asymmetry, as revealed by additional statistical analyses 

performed on asymmetry index data. This is important in highlighting the right-hemispheric 

contribution to language learning26, and in view of previous results showing that individuals with 

a more symmetrical distribution of the arcuate fasciculus had an advantage when remembering 

previously learned words (Catani et al., 2007).  However, this difference in lateralization between 

musicians and non-musicians was not predicted. It may be that the right-sided theta asymmetry 

found in non-musicians reflected processes similar to those at play in a recent study by 

Takashima et al. (2014) showing higher right-hemispheric connectivity between the STG and the 

MTG for successfully recognized words associated with colored pictures (as is the case in our 

semantic task).  

 

Oscillations in the theta range have previously been proposed to support neural 

communication between distinct brain regions over long-range circuits (Polanía, Nitsche, 

Korman, Batsikadze, & Paulus, 2012; Ward, 2003) and mnemonic processes (Albouy, Weiss, 

Baillet, & Zatorre, 2017). Moreover, they possibly contribute to syllable coding at the word level 

(Bastiaansen, Linden, Keurs, Dijkstra, & Hagoort, 2005; Giraud & Poeppel, 2012), as well as to 

processing of syntactic and semantic violations (Bastiaansen, Magyari, & Hagoort, 2010). Our 

findings are in line with these findings, as well as with recent results by Elmer and colleagues 

(Elmer, Albrecht, Valizadeh, François, & Rodríguez-Fornells, 2018), in which the authors 

e aluated fu ctio al co ecti ity i  the theta fre ue cy ra ge et ee  the IP lo e a d Broca’s 

area (i.e., dorsal stream), as well as between the middle-posterior part of the middle temporal 

gyrus a d Brod a ’s area 21 (i.e., ventral stream) in a word learning task. Similar to our results, 

the authors evidenced a behavioral advantage of musicians compared to non-musicians. By 

contrast, musicians showed a left-hemispheric functional asymmetry in the dorsal stream in the 

theta frequency range (while we found a symmetrical recruitment of the two processing 

streams) and non-musicians showed a shift toward the right hemisphere (similar to our results). 

In line with previous literature showing that music training has an influence on the architecture 

of the left arcuate fasciculus (Oechslin, Imfeld, Loenneker, Meyer, & Jäncke, 2010) the authors 

concluded that music training had contributed to an increased alignment of neural oscillations 

                                                      
26 Typically, language processing is described as strongly lateralized (Concha, Bianco, & Wilson, 2012; Hugdahl, 2000; 

Ocklenburg et al., 2018; Tzourio-Mazoyer, Perrone-Bertolotti, Jobard, Mazoyer, & Baciu, 2017), with a predominant role of the 

left hemisphere for the processing of grammar, vocabulary and meaning (Taylor & Taylor, 1990), and language production 

(Beaumont, 2008; Mazoyer et al., 2014). 
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in the dorsal, but not in the ventral stream. Interestingly, Lopez-Barroso and colleagues (López-

Barroso et al., 2013) also showed that novel word learning was mediated by the dorsal but not 

the ventral stream. It is thus somewhat surprising that musicianship influenced both processing 

streams in our study. However, in both the Elmer et al (2018) and Lopez-Barroso et al (2013) 

studies, the task was to memorize pseudo-words that were presented in the form of auditory 

streams. Thus, increased functional connectivity in the dorsal stream possibly reflected neural 

coupling between phonetic representations stored in the inferior parietal lobe and the planning 

of articulatio  i  Broca’s region. Most importantly, however, no meaning was attached to these 

pseudo-words so that it is not surprising that functional connectivity was not increased in the 

ventral stream, typically more implicated in meaning processing (Bornkessel-Schlesewsky & 

Schlesewsky, 2013; Friederici, 2012; Hagoort, 2014; Hickok & Poeppel, 2007; Rauschecker & 

Scott, 2009). In sum, our results, revealing between-group differences for both the dorsal and 

ventral stream, potentially point to both, better phonetic / articulatory processing and meaning 

processing in adult musicians compared to non-musicians.   

 

The reader might wonder how to interpret the differences in different frequency bands 

(beta band for the increased ventral stream connectivity, and theta band for the between-group 

differences). This is a difficult issue, since the functional role of the different frequency bands is 

not yet well understood. Related to speech processing, authors have suggested that different 

units of the speech signal (e.g., envelope vs. fine structure; phoneme vs. sentential segments) 

possibly relate to different frequency ranges of neural oscillations, coordinating brain activity at 

multiple spatial and temporal scales across distant cortical regions (Giraud & Poeppel, 2012; 

Rufener, Oechslin, Wöstmann, Dellwo, & Meyer, 2016; Yellamsetty & Bidelman, 2018). However, 

since we investigated functional connectivity during the processing of monosyllabic words (i.e., 

very short stimuli), the different interpretations of functional significance between beta and 

theta oscillations (as described in the respective parts above) should be taken with caution. 

 

Finally, a limitation of this work needs to be considered when interpreting these results: 

the functional connectivity analyses, based on EEG data, are estimations of brain networks (i.e., 

mathematical computations) at play during a certain task. In this respect, they are interesting in 

extending ERP analyses presented in Chapter 4. However, the accuracy with which sources of 

neural activity can be localized is affected by a number of factors, and future studies using 

methods with better spatial resolution (e.g., MRI) are needed to better define the role of the 
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dorsal and ventral streams during novel word learning (when words have meaning), and how 

the two processing streams are influenced by music training. In addition, functional connectivity 

computes the alignment of neural oscillations in two spatially distinct, predefined regions, 

without information on the underlying white matter structures that eventually connect these 

two regions.  

 

After having found compelling evidence that intensive music training facilitates the 

acquisition of novel words in children and adults, we aimed to better understand where this 

advantage possibly originated from. This is a complex issue, since first, novel word learning is a 

task including multiple functions, second, music training possibly influences multiple functions, 

and third, effects related to perceptive and different cognitive functions are difficult to 

disentangle. With this challenge in mind, we tried to adapt our experimental design in a way so 

that e shifted eights  of the percepti e a d cog iti e fu ctio s at play. “pecifically, e 

neutralized (i.e., reduced) the impact of auditory perception and attention, as well as learning-

related processes on novel word learning to examine the impact, if any, of other cognitive 

functions. Using the same stimulus material as in our previous experiments (i.e., monosyllabic 

Thai words that are difficult to discriminate), we asked whether semantic integration would still 

be faster and/or better in musicians even without the advantage of better auditory perception 

and attention (Experiment 1). In a second experiment, we modified the stimulus material by 

including disyllabic Finnish words that were easy to discriminate for all participants. Moreover, 

two other experiments specifically aimed at better understanding the contribution of associative 

learning to novel word learning by using picture-word associations with (Experiment 4) or 

without semantic information (Experiment 3). Finally, to investigate long-term memory for novel 

words and to test the hypothesis that musicians would remember newly-learned words better 

than non-musicians, we invited participants to come back one month after the initial day of 

learning.  

 

Results of behavioral and electrophysiological data in this new word learning design are 

presented in Chapter 6. They showed that under such conditions (i.e., neutralized perceptive 

and learning advantages) musicians did not outperform non-musicians anymore in the semantic 

task on the day of learning (i.e. Day 1). Similarly, musicians and non-musicians showed similar 

N400 effects on Day 1. These results were similar in all four experiments. By contrast, in all four 

experiments, musicians showed significantly lower error increases from Day 1 to Day 30 (i.e., 
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retest one month later) compared to non-musicians. At the electrophysiological level, results 

were less consistent across the four experiments, with statistically significant between-group 

differences on the N400 effect on Day 30 only in response to the perceptively difficult Thai words 

(Experiment 1).  

 

Several tentative (and not mutually exclusive) conclusions can be drawn from these results. 

First, behavioral and electrophysiological data on Day 1 failed to evidence that professional 

musicians are at an advantage in novel word learning compared to non-musicians when 

perceptual and/or learning-related facilitation is reduced. Therefore, one likely conclusion is that 

previously obtained between-group differences in semantic processing (presented in Chapter 4) 

reflected cascading effects from better auditory perception to better word learning in musicians 

(i.e., better semantic integration into pre-existing semantic networks). However, this conclusion 

should also be considered in light of the finding of better long-term memory for newly learned 

words in musicians compared to non-musicians on Day 30. This raises the possibility that 

musicians profit better from long-term consolidation. Thus, musicians may have remembered 

the newly learned words better on Day 30, although initial encoding and integration was similar 

for both groups (as shown by results on Day 1). While we typically describe the acquisition of 

novel words as a learning process, it is clear that it is also a memory process, since remembering 

words is as important as learning them (Wojcik, 2013). This means that what was remembered 

on Day 30, had been encoded and integrated into memory on Day 1, thereby putting the 

conclusion above (according to which better novel word learning in musicians is triggered by 

cascading effects from better auditory perception) into question. These two interpretations are 

difficult to disentangle with the present data, and further experiments investigating the 

influence of one night sleep on novel word leaning or sorting the ERPs to the novel words during 

the learning phase (encoding) on Day 1 as a function of whether or not they are subsequently 

remembered on Day 30 (i.e., examining differences at encoding based on subsequent memory, 

the so-called Dm effect first described by Paller, Kutas, & Mayes, 1987) may be helpful in 

shedding light on these issues.  

 

In any event, the important point remains that musicians showed better long-term 

memory for novel words, a result that, to the best of our knowledge, has not been shown before. 

In addition, when novel words are difficult to discriminate (i.e., Thai words) between-group 

differences on semantic processing on Day 30 were also reflected by the N400 component, with 
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statistically significant N400 effects in musicians only. By contrast, in the other three 

experiments (that all included disyllabic Finnish or French words) both musicians and non-

musicians showed similar N400 effects. Again, these findings point to an advantage in musicians 

reflected at the behavioral and electrophysiological level only in difficult task conditions27, as 

previously described elsewhere (Schön et al., 2004), and/or if better auditory perception and 

better cognitive functions can optimally interact. Taken together, these results extend to long-

term memory previously described transfer effects from music training to working and short-

term memory (George & Coch, 2011; Ho et al., 2003; Kraus, Strait, & Parbery-Clark, 2012; 

Schulze, Dowling, & Tillmann, 2012; for review see Talamini, Altoè, Carretti, & Grassi, 2017).  

 

More generally, these results are linked to the fundamental question of whether 

perception and cognition are two sharply distinct systems, or whether there is cognitive 

penetration to perceptive processing. This question has attracted attention in the field of 

neuroscience, psychology and philosophy. On the one hand, results pointed to different 

functional areas for perception and cognition that process specific inputs, are specialized in 

different types of information processing, and form distinct modules (Barrett, 2005; Felleman & 

Van Essen, 1991; Zeki, 1978). On the other hand, other results are more in line with the idea that 

cognitive information influences perceptual processes, and at the same time, cognitive 

processes depend on perceptual information (Goldstone & Barsalou, 1998; Prinz, 2002). 

Nowadays, it seems that perception and cognition are considered to be interrelated 

(Montemayor & Haladjian, 2017; Tacca, 2011), and, based on such a framework, it is not 

surprising that music training positively influences both systems, that during novel word learning 

both syste s are at play, a d that the usicia ’s ad a tage i  o el ord lear i g is est 

described by the working together of these two systems. 

 

Our findings also contribute to the ongoing debate on domain-specific versus domain-

general networks underlying language processing (for review see our recent article, appended 

at the end of this thesis; Besson et al., in press). Specifically, these results argue against language 

as an encapsulated system independent from other cognitive abilities, and support the idea of 

a y fu ctio s-o e structure a d a y structures for o e fu ctio  (Park & Friston, 2013). In 

                                                      
27 That the experiment including the Thai words was the most difficult, was reflected by the fact that all participants needed 

clearly more repetitions to learn the Thai words at a similar level of performance compared to the Finnish and French words of 

the other three experiments. For more details on this issue I refer the reader to Chapter 6.  
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this respect, our findings are important in contrasting the traditional modular view of brain 

organization (Fodor, 1983), that has strongly influenced research in cognitive research for the 

last 35 years, and in evidencing that speech perception is processed in interaction with other 

cognitive abilities, such as memory. This view is also in line with the OPERA hypothesis proposed 

by Patel (Patel, 2008; 2014). Patel’s hypothesis compares the auditory encoding demands made 

by musical training and by speech perception, and states that musical training benefits the neural 

encoding of speech based on the high precision of encoding of auditory attributes after music 

training (Patel, 2012). In addition, following the OPERA hypothesis (as well as our multi-

dimensional interpretation), language and music are processed in interaction with other 

cognitive, emotional and motor abilities. 

 

A final point deserves comments. Our results clearly point to the importance of considering 

the N400 effect not only over centro-parietal sites, but also over frontal scalp sites. We 

consistently observed inversed N400 effects (with larger amplitudes to expected than to 

unexpected words) over frontal scalp sites, not only in this experiment, but also in all the 

experiments presented in Chapter 4. Inversed frontal N400 effects possibly reflect ongoing 

learning processes during the test phase: the frontal distribution is in line with previous literature 

evidencing increased frontal N400 amplitudes during the learning of novel meaningful words 

(Cunillera et al., 2009; De Diego Balaguer, Toro, Rodriguez-Fornells, & Bachoud-Lévi, 2007; 

François et al., 2016). Since only related trials (i.e., expected words) refer to correct picture-word 

associations, participants can only learn from these trials, resulting in larger N400 amplitudes 

than for unrelated trials (i.e., unexpected words). This interpretation is compatible with results 

showing that prefrontal and temporal brain regions are associated with the maintenance of 

novel information in working memory (Hagoort, 2014) and the acquisition of word meaning 

(Rodríguez-Fornells et al., 2009). Additionally, increased frontal N400s might also reflect control 

mechanisms recruited for the processing of expected and unexpected words (Lee & Federmeier, 

2009). In sum, by taking into consideration not only the typical N400 effect over parietal sites, 

but also the additional inversed N400 effect over frontal scalp sites, future studies could possibly 

gain crucial information on the different processes involved during word encoding and 

integration. 

 

Taken together, I think that this thesis provides multiple evidence that professional music 

training facilitates the learning of novel words of a foreign language, especially of tonal or 
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quantitative languages in which fine-tuned auditory perception is crucial. Moreover, by 

investigating the underlying mechanisms, we showed that transfer effects in musicians strongly 

rely on auditory perception, and are additionally boosted by better long-term memory functions. 

The attractiveness of this research direction is possibly anchored in the worldwide growing 

number of multilingual speakers, as well as for patients with language impairments, considering 

rehabilitations via a musical route. 

 

Future directions 

Regarding possible future directions, the very same data obtained in the three experiments 

could be explored in different ways. Specifically, while EEG shows high temporal resolution, its 

spatial resolution is limited. To better understand brain networks underlying novel word 

learning, MRI and DTI approaches might be of interest. We must also acknowledge that the 

interpretation of our results is limited by the fact that we used cross-sectional designs, thereby 

not allowing to infer causality between music training and novel word learning. A goal for future 

research could be performing longitudinal studies, possibly allowing to track whether music 

training improves foreign novel word learning. In this respect it might be of interest starting 

longitudinal studies in children, and following them for several years until young adulthood. This 

kind of longitudinal studies, although complicated and expensive to implement, would allow to 

investigate in more detail the effect of age of acquisition of musical training during normal 

maturation, as well as the traces that early music training can leave in brain structures and 

functions for later language learning.  

 

Conclusion 

Research in the field of neuroscience has devoted a great effort in understanding the 

neural basis of language and music processing (Tillmann, 2012; Zatorre, 2013). Recent studies 

have revealed large overlaps in both brain structures and functions (Besson et al., 2017; Kraus & 

Chandrasekaran, 2010; Patel, 2008), as well as transfer effects from long-term music practice to 

speech perception (Bidelman & Krishnan, 2010; François & Schön, 2014). Thus, considering 

music to have a societal impact has become evident, as well as its implication into educational 

and rehabilitation programs (for reviews, see François, Grau-Sánchez, Duarte, & Rodriguez-

Fornells, 2015; Tervaniemi et al., 2018). In this respect, learning novel words is a key part of 

language acquisition, and understanding the mechanisms behind this capacity can help us 
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understand what makes some people better at learning foreign languages than others. Results 

presented in this thesis, extend the growing literature on transfer effects from music training to 

speech perception and cognitive functions. In addition, they are important in showing that 

professional music training boosts long-term memory functions, thereby possibly facilitating the 

memorization of novel words. Thus, our results point to memory as another piece of the 

fascinating puzzle of functions that subserve efficient novel word learning. They also open new 

perspectives related to beneficial applications of music training for pedagogical purposes, in 

order to improve language acquisition in children and adults, as well as for rehabilitation 

programs of pathological cases in which language functions are impaired. In an interconnected 

world, where the competence of several languages is becoming a prerequisite for social 

interactions and successful careers, they are of uttermost importance. I believe that the findings 

and suggestions provided in this work can contribute to break new ground in the field of 

language, as well as in investigations related to the hot topic of domain-specificity versus 

domain-generality of cognitive functions such as memory. 
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lisée pour une demande de confirmation ou une question oui/non 
en français et aussi dans d’autres langues romanes (sauf dans des 
variétés d’italien méridional, comme le napolitain, voir D’Imperio 
et House, 1997, D’Imperio 2005a, D’Imperio 2011). Par contre, 
la position de l’accent nucléaire (le plus proéminent de la phrase) 
est souvent utilisée pour marquer une information contrastive, 
comme on peut voir en 2. L’accentuation peut être aussi utilisé 
aussi en tant que mécanisme visant à la désambigüisation de réfé-
rents pronominaux, comme on peut voir en (3).

(1) 

             a.          Jean est venu. 

b. Jean est venu ?

(2) 
Marie ARRIVERA demain, elle ne partira pas.

(3) 
a. Anne et Robert sont allés au café hier soir. 
b. Quand ils sont arrivés au comptoir, ELLE a payé, non 
pas Robert.

Pourtant, ces mêmes caractéristiques sont parmi les dernières 
à être complètement maîtrisées à la fois en production et compré-
hension d’une langue seconde, surtout en ce qui concerne le détail 
phonétique fin comme les allongements accentuels ou ceux qui 
marquent la présence d’une frontière prosodique (preboundary 
lengthening) ou bien l’alignement tonal (D’Imperio, Cavone, et 
Petrone, 2014 ; Mennen, 2004). Dans les sections suivantes, nous 
traiterons d’abord les aspects linguistiques de la prosodie et de 
l’intonation (section 1) avant de considérer les lignes de recherches 
les plus récentes concernant le traitement de la prosodie dans les 
paradigmes psycholinguistiques (section 2) et neurolinguistiques, 
visant à mieux comprendre les bases cérébrales de ces processus 
en bénéficiant des méthodes d’analyse en temps réel, telles que les 
mouvements oculaires, les potentiels évoqués et l’imagerie céré-
brale (section 3). Dans la dernière section (section 4), nous résu-
merons les avancées principales dans l’étude des interactions 
entre prosodie et musique et nous donnerons quelques notions 
relatives à la prosodie émotionnelle.

1. Prosodie et intonation : notions 

linguistiques de base

Avant de décrire l’impact de la prosodie et de l’intonation sur le 
traitement et la compréhension de la parole, nous devons définir 
ces termes. En premier lieu, la prosodie peut être envisagée comme 
un système phonologique complexe qui repose sur trois sous- 
systèmes : l’intonation (ou modulations mélodiques de l’énoncé à 
caractère pragmatique), l’accentuation (proéminence au niveau 
du mot et de la phrase) et le phrasé (structuration en constituants 
de nature prosodique dont les frontières sont signalées par une 

rupture rythmique et/ou intonative). Nous défendons donc ici 
une vision structurelle de la prosodie (Beckman, 1996) dans la 
mesure où il s’agit d’un système qui représente plus qu’un simple 
ensemble de propriétés acoustiques/phonétiques (telles que la 
durée segmentale, l’intensité, la fréquence fondamentale [f0] ou 
hauteur perçue [pitch], et la qualité de la voix). Tout phénomène 
prosodique, tel que la proéminence accentuelle ou de phrasé 
(phrasing), peut être signalé par une combinaison d’indices pho-
nétiques différents et cette combinaison peut-être différente pour 
chaque langue. Par exemple, le marquage perceptif de la proémi-
nence, qui pourrait signaler l’accent lexical (stress) ou mélodique 
(pitch accent), peut se manifester aussi bien par des variations des 
paramètres spécifiques de durée et d’intensité que par une modu-
lation de la f0 qui se traduit par une variation de hauteur perçue 
(pitch). En outre, ces propriétés peuvent se combiner de manière 
différente dans différents contextes d’énonciation ainsi que dans 
différentes variétés de langues. Qui plus est, certains patrons de 
durée segmentale, tel l’allongement d’une voyelle en position 
finale de mot, pourraient également être utilisés pour signaler le 
phrasé (phrasing ou forme prosodique), c’est-à-dire le marquage 
d’une rupture prosodique, ou break, correspondant à la frontière 
d’un constituant prosodique. Ainsi, une simple correspondance 
biunivoque entre un élément prosodique et une seule propriété 
acoustique/prosodique ne peut être envisagée. En d’autres termes, 
l’idée qu’un accent soit forcement réalisé par une excursion de f0 
ou par un pic d’intensité (Bolinger, 1978 ; Fry, 1955, 1958) n’est 
pas corroborée par les données issues de langues différentes (Jun, 
2005, 2014). Le concept même d’accent lexical ou de stress doit 
être revu, dans la mesure où la proéminence rythmique au niveau 
du mot peut s’exprimer à travers différentes typologies accen-
tuelles selon la langue étudiée (voir le concept de stress accent vs 
non-stress accent de Beckman, 1986).

En même temps, concevoir les propriétés prosodiques de la 
parole en tant que structures abstraites ne suffirait pas non plus. 
Dans le modèle de la phonologie prosodique classique (Nespor et 
Vogel, 1986 ; Selkirk, 1984), les constituants prosodiques tels que 
la syllabe, le syntagme phonologique ou le syntagme intonatif, 
sont dérivés par des algorithmes syntaxiques qui ne prennent pas 
en compte la variabilité des énoncés. Or, nous savons que la même 
structure syntaxique peut être réalisée avec des ruptures pro-
sodiques différentes ou avec un emplacement accentuel variable 
qui reflète plutôt la portée pragmatique que syntaxique d’un 
énoncé. Par exemple, la question « Qui a mangé le poulet aux 
amandes ce soir ? » peut recevoir une montée initiale (voir Welby, 
2006 ; D’Imperio et al., à paraître) sur « aux amandes » ou bien 
sur « le poulet », ce qui se traduit par un contraste de nature prag-
matique ou de structure de l’information perçu et interprété dif-
féremment par les auditeurs (voir German et D’Imperio, 2015 ; 
D’Imperio, German, et Michelas, 2012 pour la relation entre 
structure de l’information et focus en français ; Cutler, Dahan, et 
van Donselaar, 1997 pour des effets concernant l’anglais et Magne 
et al., 2005, ci-dessous, pour les bases cérébrales du focus prag-
matique).

Les locuteurs peuvent mettre en relief un mot parmi d’autres 
à l’intérieur d’un énoncé grâce au placement de l’accent de focali-
sation, pour les langues telles que l’anglais ou l’italien (D’Imperio, 
2002 ; Grice, D’Imperio, Savino, et Avesani, 2005 ; voir Ladd, 
1996/2008 pour une revue) ou grâce à la présence d’une montée 
initiale en français (German et D’Imperio, 2010 ; 2015). En effet, 
les travaux sur le français suggèrent qu’au lieu d’une simple proé-
minence prosodique, les constituants focalisés ou porteurs de 
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contraste pourraient être signalés par la présence de tons de fron-
tières spécifiques (Di Cristo, 1999 ; Féry, 2001), tels que la mon-
tée initiale LHi (voir figure 1a). Des études plus récentes montrent 
que la focalisation prosodique en français est un phénomène com-
plexe. Ainsi, il existe au moins deux façons de marquer l’accent en 
français et la relation entre accent et prosodie ne peut être modéli-
sée que par une approche intégrée dans laquelle différents niveaux 
linguistiques seraient pris en compte simultanément (D’Imperio 
et al., 2012 ; German et D’Imperio, 2010 ; voir aussi Dohen et 
Lœvenbruck, 2004).

Du côté de la compréhension, il semble que les auditeurs 
recher chent activement les mots accentués dans le discours en rai-
son de leur rôle sémantique central (Cutler, 1982 ; Sedivy, Tanen-
haus, Spivey-Knowlton, Eberhard, et Carlson, 1995). De plus, les 
auditeurs sont capables d’interpréter l’information prosodique 
pour obtenir des indices relatifs à la structuration discursive (Hir-
schberg et Pierrehumbert, 1986), et à la prise de parole (turn-ta-
king), un mécanisme qui se mettrait en place déjà à partir de la 
petite enfance, comme démontré par des travaux récents (Lam-
mertink, Casillas, Benders, Post, et Fikkert, 2015). La structure 
intonative est également primordiale dans l’interprétation du dis-
cours : la dérivation du sens de l’intonation implique la considé-
ration simultanée des contours mélodiques (tunes), du contexte 
propositionnel de la phrase ainsi que du discours dans lequel ils 
apparaissent (Grabe, Gussenhoven, Haan, Marsi, et Post, 1998). 
Cependant, l’intégration entre indices prosodiques et contextuels 
semble être acquise plus tard que la compétence intonative simple 
(après 5 ans, voir Laval et Bert-Erboul, 2005), et pourrait être 
sévèrement altérée dans les populations pathologiques, comme 
dans le cas de la schizophrénie.

Cette complexité signifie aussi que les propriétés objective-
ment mesurables au niveau de l’énoncé, telles que le niveau de 
hauteur (pitch) ou la durée d’une syllabe ne donnent souvent 
qu’une image partielle de la prosodie de l’énoncé. Par consé-
quent, il est très important de décrire l’énoncé comme un système 
prosodique à la fois phonologique et phonétique. En d’autres 
termes, nous souscrivons à la position de Beckman (1996) selon 
laquelle le niveau prosodique du langage parlé doit être analysé 
comme une structure grammaticale, tout en reconnaissant la 
nécessité de modéliser une composante phonétique qui permet de 
traduire le niveau de représentation phonologique en propriétés 

acoustiques concrètes du signal de parole (ou représentation pho-
nétique).

Pour ce faire, nous adoptons un modèle phonologique de l’in-
tonation, le modèle « Autosegmental-Metrical » (théorie AM, voir 
Ladd, 1996/2008), issu du travail de Pierrehumbert (1980) et de 
ses collègues. Ce modèle est également à la base du système de 
transcription prosodique ToBI (Tones and Break Indices) qui a 
été employé pour décrire plusieurs langues du monde (Beckman 
et Ayers-Elam, 1993 ; voir D’Imperio, Grice, et Cangemi, 2016 
pour des approches récentes à partir de ce système) et qui a aussi 
été récemment appliqué à des langues comme le français (Delais- 
Roussarie et al., 2015). Selon la théorie AM, le contour tonal 
d’un énoncé peut être envisagé comme une série de cibles tonales 
(par exemple, des cibles statiques comme les niveaux hauts H 
(High) ou bas L (Low) qui peuvent être associées à des syllabes 
métriquement fortes en donnant lieu à des accents mélodiques ou 
pitch accents (d’où l’utilisation de la notation avec astérisque, 
H*, L*, etc.). Ce système codifie aussi des mouvements com-
plexes, tels que des montées (par exemple : L+H *, voir Figure 2 ; 
ou L*+H) ou des chutes de f0 (par exemple, H+L*), ainsi que les 
tons qui délimitent les frontières prosodiques à différents niveaux 
(telles que H % pour une montée finale de contour questionnant 
en français ou un H- de syntagme intermédiaire, voir Figure 3 ; 
voir D’Imperio et Michelas, 2014 ; Michelas et D’Imperio, 2012 ; 
2015).

Il faut remarquer que l’inventaire exact des accents mélo-
diques tout comme le type et le nombre de niveaux de phrasé 
dépendent strictement de la langue décrite. De plus, ces événe-
ments de nature tonale doivent être considérés en tant que repré-
sentations phonologiques, puisque le détail de leur réalisation 
phonétique (tels que l’alignement tonal exact de leur pic ou bien 
la synchronisation entre ton et segment ; voir D’Imperio, 2011) 
est également spécifique à une langue donnée. Comme souligné 
par les fondateurs de ToBI, ce système ne doit pas être utilisé 
comme un alphabet phonétique international (API) pour l’intona-
tion. Il est donc nécessaire d’opérer au préalable une analyse pho-
nologique des patrons intonatifs potentiels et des niveaux de 
rupture prosodique qui seraient contrastifs dans la langue étudiée. 

Du point de vue du traitement du langage, cette analyse pho-
nologique permet de considérer que les distinctions prosodiques 
perceptivement pertinentes impliquent souvent la combinaison 

FIGURE 1.  Contours de f0 pour la phrase « en genévrier » réalisée comme un seul syntagme accentuel, avec une montée 

initiale (LHi) et une montée inale (LH*), en 1a, ou avec seulement une montée LH* inale (1b). Tiré de German and 

D’Imperio (2015).
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de plus d’un paramètre acoustique, et que ces paramètres sont 
influencés par le contexte segmental de réalisation (c’est-à-dire la 
présence et le type d’attaque consonantique ou de coda sylla-
bique, van Santen et Hirschberg, 1994). Par exemple, un accent 
mélodique montant de type H* verrait son pic déplacé à la fois 
vers la fin ou vers le début d’une syllabe en Italien selon que la 
syllabe à laquelle ce ton est associé est ouverte ou fermée (D’Im-
perio, 2000, 2005b ; Prieto, D’Imperio, et Gili Fivela, 2005) ou 
bien qu’elle est placée au début ou à la fin du syntagme intonatif 
(Silverman et Pierrehumbert, 1990). En d’autres termes, ce 
modèle est basé sur l’idée que les détails prosodiques acoustique-
ment et perceptivement saillants ainsi que les contrastes linguisti-
quement pertinents auxquels ces détails contribuent (au niveau 
lexical, syntaxique et pragmatique) sont essentiels et doivent être 

décrits. Ce modèle semble aussi assez robuste en termes de pou-
voir descriptif, de testabilité et par son applicabilité avérée au 
français (D’Imperio et al., 2012 ; D’Imperio, Bertrand, Di Cristo, 
et Portes, 2007 ; Jun et Fougeron, 2000 ; 2002 ; Post, 2000 ; voir 
aussi D’Imperio, et Michelas et Portes, à paraitre).

2. Traitement de l’intonation et 

de la prosodie en compréhension : 

données psycholinguistiques

Comme nous l’avons vu ci-dessus, la prosodie est un aspect 
fondamental du langage parlé, pourtant longtemps considéré 
comme moins déterminant que la syntaxe ou la sémantique qui 
occupaient le devant de la scène. Le langage était alors considéré 
comme un système comprenant différents niveaux de traitement 
(phonologique, syntaxique, sémantique et éventuellement prag-
matique) hiérarchiquement organisés, chaque niveau étant relati-
vement indépendant des autres niveaux de traitement. L’enjeu 
majeur était de comprendre la structuration syntaxique des 
phrase et dans un deuxième temps, leur signification, leur portée 
sémantique. Or, les résultats de travaux en linguistique, psycho- 
et neurolinguistique ont largement remis en cause ces concep-
tions hiérarchiques et modulaires de l’organisation du langage et 
la manière dont le langage est perçu, compris et produit par les 
locuteurs.

Ainsi, la structuration prosodique d’un énoncé influence 
l’analyse linguistique à plusieurs niveaux au cours de la produc-
tion et la compréhension du langage parlé (voir Wagner et Wat-
son, 2010 pour une revue récente). Les nombreuses fonctions du 
marquage prosodique et intonatif concernent la segmentation 
lexicale (Cutler, Dahan et van Donselaar, 1997 ; Spinelli, Gri-
maud, Meunier et Welby, 2010), la segmentation des phrases en 
constituants syntaxiques, l’interprétation de la signification lin-

FIGURE 2.  Courbe de f0 et spectrogramme de l’énoncé « La mamie 

des amis de Rémy ? Elle viendra demain ». Les lignes de registre du 

premier et du deuxième syntagme intermédiaire sont identiiées par 

les deux lignes horizontales. Tiré de D’Imperio et Michelas (2014).

FIGURE 3.  Courbes de f0 et spectrogrammes des énoncés « La mamie de Rémy demandait l’institutrice » (gauche) et « La mamie 

des amis de Rémy demandait l’institutrice » (droite) produits par 2 locutrices féminines. Le ton de syntagme H- est signalé dans 

les deux cas, mais dans l’énoncé à droite (avec 3 AP), il est clair que ce ton de frontière provoque un rehaussement du pitch accent 

LH* de sorte qu’il revienne à la ligne de registre du syntagme intermédiaire. Tiré de D’Imperio et Michelas (2014).
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guistique (à la fois sémantique et pragmatique) et extra-linguis-
tique, ainsi que l’établissement et le maintien des fonctions 
discursives telles que la prise de tour de parole (voir Venditti et 
Hirschberg, 2003 pour une revue).

Un des rôles principaux de la prosodie et de l’intonation dans 
la reconnaissance des mots est d’aider à la segmentation de la 
chaîne continue des sons de parole en unités distinctes que sont 
les mots. Les résultats d’études dans de nombreuses langues (voir, 
par exemple, pour une revue Otake et Cutler, 1996) ont montré 
que les auditeurs peuvent utiliser la structure rythmique des 
énoncés pour déterminer le positionnement des frontières de mots. 
Comme la structure rythmique diffère selon les langues, les proces-
sus impliqués dans la segmentation des énoncés en mots peuvent 
également être spécifiques à une langue donnée. Par exemple, la 
segmentation se fait sur la base de la syllabe en anglais (Cutler et 
Norris, 1988), mais sur le positionnement de l’accent lexical 
(stress) en français (Mehler, Dommergues, Frauenfelder, et Segui, 
1981) et de la more, qui est une unité prosodique plus petite que 
la syllabe, en japonais (Otake, Hatano, Cutler, et Mehler, 1993). 
Cette spécificité de la langue peut entraîner une mauvaise appli-
cation des procédures de segmentation dans une langue étrangère 
qui auraient une structure rythmique différente (Otake et Cutler, 
1996). Autre exemple : les nourrissons peuvent distinguer percep-
tivement des langues rythmiquement différentes, mais pas celles 
qui sont rythmiquement similaires (Nazzi, Bertoncini, et Mehler, 
1998).

De multiples sources d’information sont traitées simultané-
ment pour construire la structure linguistique d’un énoncé (Nor-
ris, McQueen, et Cutler, 2000 ; Spivey-Knowlton et Tanenhaus, 
1998), mais nous ne savons toujours pas comment les informa-
tions pragmatiques de haut niveau sont combinées aux informa-
tions prosodiques, ou comment et à quel moment les informations 
acoustiques suprasegmentales (pitch, durée, qualité de la voix, 
intensité sonore) s’intègrent pour permettre l’identification d’un 
évènement phonologique de nature linguistique tel qu’un accent 
mélodique et/ou un ton de frontière. Ce manque de connaissances 
est, au moins en partie, lié au fait que la plupart des études sur la 
perception et la fonction de l’intonation et du phrasé prosodique 
en français ont été conduites en utilisant des méthodes « hors 
ligne » ou des jugements de pertinence pour lesquels les processus 
de compréhension ne sont pas indépendants des processus déci-
sionnels (Christophe, Peperkamp, Pallier, Block, et Mehler, 2004 ; 
Michelas et D’Imperio  2015 ; Millotte, René, Wales, et Chris-
tophe, 2008 ; Pynte et Prieur, 1996). Cependant, des recherches 
plus récentes sur le placement et la catégorie d’accent mélodique 
(surtout de contraste ou focus), utilisant des mesures en temps réel, 
ont mis en évidence que le positionnement des accents contrastifs 
est à la base d’inférences contrastives très rapides (Dahan, Tanen-
haus, et Chambers, 2002 ; Ito et Speer, 2008). Malgré ces études, 
il n’y a pas à l’heure actuelle de modèle de la façon dont le sens 
prosodique s’intègre aux autres niveaux linguistiques dans le trai-
tement de la parole.

La relation entre le traitement du phrasé prosodique et de la 
structure syntaxique des énoncés est l’un des aspects les plus étu-
diés en psycholinguistique. Il semble que les indices prosodiques 
associés à la structure syntaxique soient produits à la fois en lec-
ture et en parole spontanée. En fait, la reconnaissance de la struc-
ture syntaxique d’un énoncé serait très largement déterminée par 
le phrasé prosodique (Clifton, Carlson, et Frazier, 2002). Bien 
que la syntaxe puisse fournir des indices pour la prosodie et vice 
versa, la relation entre syntaxe et prosodie n’est pas univoque. Le 

rôle de l’unité prosodique est particulièrement complexe lorsque 
l’objet de l’étude est la parole conversationnelle, et non pas sim-
plement la parole de laboratoire. Bien que la structuration pro-
sodique soit beaucoup plus complexe, la plupart des études en 
traitement de la prosodie considèrent une seule unité prosodique 
maximale, le syntagme intonatif ou Intonation Phrase (IP), basé 
sur de petites unités hiérarchisées, comme le Syntagme Intermé-
diaire ou Intermediate Phrase (IP, voir D’Imperio et Michelas, 
2014 pour le français) et le Syntagme Accentuel ou Accentual 
Phrase (AP, pour le français, voir Jun et Fougeron, 2000). 

Des études récentes en français (D’Imperio et Michelas, 2014 ; 
Michelas et D’Imperio, 2012) ont mis en évidence les caractéris-
tiques phonétiques et phonologiques du syntagme intermédiaire. 
Il aurait, entre autres, une fonction syntaxique dans la mesure où 
sa frontière droite semble placée entre des constituants syn-
taxiques majeurs (e.g., entre un syntagme nominal sujet et un 
syntagme verbal). Cette structuration se baserait largement sur 
un phénomène de reset du registre tonal déterminé par la hauteur 
du premier pic de l’énoncé. De plus, les frontières de syntagme 
intermédiaire, ainsi que celles de syntagme accentuel, seraient uti-
lisées en temps réel pour prédire le statut morphosyntaxique du 
mot qui suit immédiatement un fragment d’énoncé. Dans l’étude 
de Michelas et D’Imperio (2015), ces frontières ont été placées 
après le fragment « La Nana du sauna », qui pouvait être suivi, 
par exemple, soit par « d’Héléna » (donc interne au syntagme 
nominal) ou par « était…. » (donc un syntagme verbal). Nous 
avons modulé la hauteur tonale de la dernière syllabe du frag-
ment, et demandé au sujet de choisir entre les deux complétions 
possibles. Les résultats ont montré que la hauteur tonale est utili-
sée efficacement dans cette tâche : comme dans le cas d’une fron-
tière de syntagme intermédiaire, la dernière syllabe du fragment 
est plus haute (ou bien elle n’est pas abaissée par un phénomène 
de downstep), comme on peut voir en Figure 4b (Michelas et 
D’Imperio, 2015, voir aussi D’Imperio et al., à paraître).

Une des méthodes qui commence à être largement utilisée 
dans l’étude de l’utilisation incrémentale des indices prosodiques 
dans le processus de compréhension du sens pragmatique (tel que 
le contraste) est celle des mouvements oculaires. Elle permet de 
mesurer les délais de fixations oculaires ainsi que leurs distribu-
tions sur une scène visuelle (Visual World Paradigm, Tanenhaus 
et al., 1995). Elle permet aussi de montrer que les fixations sont 
plus ou moins anticipées par rapport à des objets cibles affichés 
sur un écran selon les modifications prosodiques des stimuli. 
Ainsi, cette méthode permet d’étudier les effets d’anticipation du 
contexte syntaxique, sémantique et prosodique. Un autre avan-
tage de cette méthode est que les effets en temps réel de la pro-
sodie peuvent être étudiés dans des milieux assez « naturel ». Par 
exemple, grâce à une étude récente utilisant les mouvements ocu-
laires et exploitant le paradigme de la scène visuelle (Esteve- 
Gibert, Portes, Schafer, Hemforth, et D’Imperio, 2016, à 
paraître), nous avons montré une relation entre les différences 
cognitives individuelles liées aux niveaux d’empathie (perspective 
taking) et le traitement incrémental des indices prosodiques de 
l’énoncé dans le cas de la signalisation du contraste prosodique. 
En effet, les patrons de fixations oculaires des sujets les plus 
empathiques seraient différenciés dès lors que la partie initiale 
(ou pré-nucléaire) du syntagme intonatif est présentée. Ce résul-
tat démontre, pour la première fois, que l’auditeur ne doit pas 
attendre d’avoir perçu l’accent nucléaire (et, donc, le ton de fron-
tière qui le suit) pour opérer un processus d’inférence sémantique 
guidé par l’intonation.
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3. Traitement de l’intonation 

et de la prosodie en compréhension : 

données neurolinguistiques

Nous prendrons ici quelques exemples issus de la neurolinguistique 
qui soulignent les interactions étroites entre prosodie, sémantique 
et syntaxe et qui illustrent l’évolution vers des modèles dynami-
ques de la construction du sens. 

La méthode des Potentiels évoqués (PEs)1 permet de suivre, en 
temps réel, le déroulement des opérations mentales qui président 
à la compréhension du langage. Ainsi, on distingue typiquement 
les composantes N100 et P200, liées au traitement sensoriel et 
perceptif, la composante N200 souvent associée aux processus de 
catégorisation, la composante N400, associée au traitement séman-
tique, et la famille des composantes P300 qui reflètent la prise de 
décision et les processus liés à la détection d’un évènement perti-
nent et parfois surprenant, comme une violation syntaxique dans 
un énoncé ou le non-respect d’une frontière prosodique.

3.1. Interaction des traitements prosodiques, 

sémantiques et syntaxiques

L’une des premières études utilisant la méthode des PEs, réalisée 
par Steinhauer et collaborateurs, a permis de montrer que les 
indices prosodiques, en particulier les frontières prosodiques, 
sont utilisés en temps réel pour construire la structure syntaxique 
des énoncés, et sont associés à une composante positive tardive, 

1. L’enregistrement de l’activité électrique cérébrale (EEG) au moyen 
d’électrodes placées sur le scalp (typiquement insérées dans un casque à 
électrodes) et le moyennage de cette activité en prenant comme origine des 
temps le début de la stimulation (la présentation d’un mot, par exemple) 
permet de faire émerger de l’électrogénèse corticale les variations ou 
composantes qui sont liées au stimulus, au mot. Les composantes des PEs 
sont caractérisées par leur polarité (N pour négatif, P pour positif), leur 
latence par rapport au début du stimulus (N100, composante négative à 
100 ms), leur amplitude et leur signiication fonctionnelle qui est le plus 
souvent encore matière à débats.

probablement de la famille des P300 (Steinhauer, Alter et Friede-
rici, 1999). En montrant qu’une composante des PEs était sen-
sible au traitement prosodique, ces résultats ont ouvert la voie à 
d’autres études visant à examiner les relations entre la prosodie et 
les autres niveaux de traitement linguistique. Ainsi, nous avons 
comparé traitements prosodique et sémantique afin de détermi-
ner s’ils sont indépendants ou interactifs (Astésano, Besson, et 
Alter, 2004). Pour ce faire, nous avons construit des énoncés pro-
sodiquement congruents (phrases interrogatives ou déclaratives) 
ou incongrus (un début de phrase interrogative combiné à une fin 
de phrase déclarative et vice-versa) et des énoncés sémantiquement 
congruents (« la lumière clignotait ») ou incongrus (« la toiture 
conduisait »). Les participants faisaient attention à l’intonation 
ou à la sémantique des énoncés. Les résultats principaux montrent 
que la composante N400 est plus ample lorsque le dernier mot de 
la phrase est incongru que lorsqu’il est congruent (indépendam-
ment de la direction de l’attention) et que l’amplitude d’une com-
posante positive tardive, de la famille des P300, est plus ample 
pour les énoncés prosodiquement incongrus que congruents 
(lorsque les participants prêtent attention à la prosodie). Sur la 
base de cette première analyse, on pourrait conclure que les deux 
types d’incongruité sont associés à des composantes des PEs dif-
férentes et donc à des processus différents, et que, par consé-
quent, traitements sémantique et prosodique sont indépendants. 
Mais les choses ne sont pas si simples. En effet, l’effet de la valeur 
prosodique de l’énoncé est plus fort pour les phrases sémantique-
ment incongrues que pour les phrases congruentes ce qui montre 
que les aspects prosodiques (ici l’intonation) et sémantiques d’un 
énoncé sont traités en temps réel et en interaction. Ils démontrent 
également que la valeur sémantique de l’énoncé est comprise 
automatiquement (indépendamment de la direction de l’atten-
tion) alors qu’il faut prêter attention aux « monstres prosodiques » 
(début de phrase interrogative associé à une fin de phrase décla-
rative) pour qu’ils suscitent un effet au niveau électrophysiolo-
gique.

Il y a bien sûr mille manières de tester les relations entre pro-
sodie et sémantique. Dans une autre expérience (Magne et al., 
2007), nous avons comparé des énoncés métriquement con-

FIGURE 4.  Courbes de f0 pour les deux fragments de phrase « La nana du sauna » dont la dernière syllabe « na » est soit associée à 

une frontière de type AP (a), soit à une frontière de syntagme intermédiaire de type ip (b).
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gruents, pour lesquels l’allongement de la durée syllabique qui se 
produit typiquement à la fin d’un mot est bien placé (« Le con-
cours a regroupé mille candidats »), et des énoncés métriquement 
incongrus, pour lesquels l’allongement syllabique est mal placé 
sur l’avant-dernière syllabe (« Le concours a regroupé mille can-
didats »). Les énoncés, sémantiquement congruents dans les 
exem ples ci-dessus, pouvaient également être sémantiquement 
incongrus (« Le concours a regroupé mille bigoudis » et « Le 
concours a regroupé mille bigoudis »). Les participants faisaient 
attention à la métrique ou à la sémantique des énoncés. Une petite 
parenthèse avant de résumer les résultats obtenus. Modifier la 
durée d’une syllabe sans modifier sa fréquence fondamentale (f0) 
ou son intensité est un problème ardu, que nous avons pu résou-
dre, mais qui montre clairement les interactions très fortes entre 
les différents paramètres acoustiques qui forment les sons. Par 
exemple, la perception de la durée d’un son semble dépendre non 
seulement de sa fréquence, mais aussi de son intensité perçue, la 
sonie. Retournons maintenant aux résultats qui montrent que les 
mots métriquement incongrus suscitent, comme nous l’avons vu 
pour d’autres incongruités prosodiques, des composantes posi-
tives tardives de type  P300, dont la latence varie entre 300 et 
800 ms post-stimulus. Or, dans ce cas, une composante N400 
précède la composante positive tardive, ce qui pourrait signifier 
qu’un allongement syllabique mal placé sur l’avant-dernière syl-
labe perturbe l’accès au sens du mot. De nouveau, ces résultats 
illustrent les interactions qui existent entre traitements prosodique 
(métrique) et sémantique. Des collègues du Max Planck Institute 
à Leipzig, Schmidt-Kassow et Kotz (2009), ont utilisé un proto-
cole très proche pour tester les relations entre métrique et syn-
taxe. Ils ont obtenu des résultats similaires ce qui les a conduits à 
conclure que la valeur métrique d’un énoncé influence non seule-
ment les aspects sémantiques, mais aussi de structuration syn-
taxique. De manière générale, ces résultats sont en accord avec 
les modèles actuels de la compréhension du langage mentionnés 
ci-dessus, selon lesquels les différents indices disponibles (accents, 
intonations, phrasés, sémantiques et syntaxiques) sont utilisés en 
temps réel pour faciliter la compréhension des énoncés (Hagoort, 
2014 ; Norris et al., 2000). 

3.2. La fonction pragmatique de la prosodie

Dans une autre étude (Magne et al., 2005) nous avons testé la 
fonction pragmatique de la prosodie à travers le concept de focus 
prosodique (accent d’emphase). Évidemment, c’est un peu com-
pliqué, mais allons-y ! Nous avons construit de courts dialogues 
sous forme de questions-réponses :

1) A-t-il donné une bague ou un bracelet à sa fiancée ? Il a donné 
une bague à sa fiancée (l’accent focal est là où il doit être, tout 
va bien)

2) A-t-il donné une bague à sa fiancée ou à sa sœur ? Il a donné 
une bague à sa fiancée (ici rien ne va plus, l’accent focal est 
mal placé ; peut-être que le locuteur ne souhaite pas répondre 
à une question dont la réponse peut prêter à conséquences…).

3) A-t-il donné une bague à sa fiancée ou à sa sœur ? Il a donné 
une bague à sa fiancée (l’accent focal est bien placé sur le 
dernier mot, c’est clair, tout va bien)

4) A-t-il donné une bague ou un bracelet à sa fiancée ? Il a donné 
une bague à sa fiancée (de nouveau, rien ne va plus, peut-être 
que le locuteur ne veut pas répondre à la question posée par 
peur d’incidents diplomatiques…)

Ce protocole assez complexe a néanmoins permis d’obtenir 
des résultats très clairs. Un accent focal mal placé suscite des 
variations particulières au niveau des PEs : l’accent focal est donc 
traité en temps réel et permet de mieux comprendre la réponse à 
la question posée. Ces variations sont différentes en fonction de 
la position de l’accent focal dans l’énoncé : au milieu de l’énoncé, 
il crée un effet de surprise qui se traduit par l’occurrence d’une 
composante de type  P300 (comme vu précédemment pour les 
incongruités métriques et d’intonation). À la fin de l’énoncé, il 
crée une incompréhension (il n’y a pas d’autres informations dis-
ponibles pour éclairer le malentendu) qui est associée à une com-
posante N400. Ces jolis résultats, qui n’ont été que très peu cités 
dans la littérature…, montrent que la prosodie, en soulignant la 
valeur pragmatique des énoncés, facilite la fonction communica-
tive du langage.

Enfin, il est également important de noter que des travaux 
récents (Rufener, Oechslin, Wöstmann, Dellwo, et Meyer, 2015) 
ont démontré une relation entre les oscillations neurales de l’EEG 
dans le rang de fréquence thêta (4–8 Hz) lors de l’écoute d’énon-
cés qui sont modulés de manière à préserver l’enveloppe tempo-
relle et dans le rang de fréquence gamma (30-48 Hz) lorsque la 
structure temporelle fine est préservée. Ces résultats vont dans le 
sens du modèle proposé par Poeppel (2003) qui fait l’hypothèse 
d’un isomorphisme entre les modulations de fréquence au niveau 
des rythmes de l’EEG et les oscillations acoustiques du langage 
parlé.

3.3. Les régions cérébrales activées par la prosodie

De nombreux travaux ont utilisé l’Imagerie par Résonance 
Magnétique fonctionnelle (IRMf) pour tenter de localiser les 
régions cérébrales spécifiquement impliquées dans le traitement 
de la prosodie. Les premières études (Meyer, Alter, et Friederici, 
2003 ; Meyer, Steinhauer, Alter, Friederici, et von Cramon, 2004) 
ont souvent comparé des énoncés linguistiquement corrects à des 
énoncés filtrés qui préservent les informations prosodiques d’am-
plitude, de fréquence et de durée, mais qui suppriment les infor-
mations morpho-syntaxiques et lexicales de telle manière que 
l’énoncé est incompréhensible, mais qu’il est possible de recon-
naître le contour prosodique. Les résultats soulignent l’implica-
tion des régions frontales, en particulier des aires fronto-latérales 
de l’hémisphère droit. En outre, les énoncés dont les mots à 
contenu sémantique ont été remplacés par des pseudo-mots (qui 
sont donc syntaxiquement et prosodiquement corrects mais qui 
n’ont pas de sens) activent le planum polare et la région fron-
to-operculaire bilatéralement. Or, des résultats très récents (Nor-
man-Haignere, Kanwisher, et McDermott, 2015) obtenus en 
utilisant des méthodes d’analyse sophistiquées montrent que le 
planum polare serait spécifiquement impliqué lors de l’écoute de 
sons musicaux…

Une idée, largement répandue (bien qu’elle ne soit pas néces-
sairement correcte), est que la prosodie est traitée dans l’hémis-
phère droit. En effet, les résultats des premières études ont montré 
des activations plutôt à droite qu’à gauche. Par exemple, Wein-
traub et collaborateurs (Weintraub, Mesulam, et Kramer, 1981) 
ont testé des participants avec lésions de l’hémisphère droit et des 
participants de contrôle dans une tâche de discrimination de 
phrases déclaratives et interrogatives ; ils ont montré que les 
capacités de discrimination étaient diminuées chez les patients 
avec lésion droite. Des résultats similaires ont été rapportés par 
Bryan (1989) en utilisant la même tâche, mais en ajoutant un 
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groupe de patients avec lésion à gauche ; les patients avec lésion 
à droite avaient plus de difficultés à percevoir l’intonation des 
énoncés que les patients avec lésion à gauche et les participants 
de  contrôle. Ainsi, en accord avec l’idée que la prosodie est la 
musique du langage (voir ci-dessous) et que le traitement de la 
musique se fait dans l’hémisphère droit, les résultats de ces deux 
études suggèrent que le traitement de la prosodie linguistique est 
aussi préférentiellement localisé dans l’hémisphère droit (pour des 
résultats similaires chez le participant sain voir Shipley-Brown, 
Dingwall, Berlin, Yeni-Komshian et Gordon-Salant, 1988).

Cependant, d’autres résultats soulignent que l’intégralité des 
deux hémisphères est nécessaire au traitement de la prosodie lin-
guistique. Par exemple, Perkins et al. (Perkins, Baran, et Gan-
dour, 1996) n’ont pas trouvé de différences significatives entre 
patients avec lésions dans les hémisphères droit ou gauche dans 
une tâche d’identification ou de discrimination de phrases inter-
rogatives ou déclaratives (i.e., avec intonation) et de frontières 
syntaxiques (i.e., sans intonation). Imaizumi et collaborateurs 
(Imaizumi, Mori, Kiritani, Hiroshi, et Tonoike, 1998) ont obtenu 
des résultats similaires (activation bilatérale lors de tâches impli-
quant la prosodie linguistique) en utilisant la Magnétoencéphalo-
graphie (MEG). Plus récemment, Witteman et collaborateurs 
(Witteman, van Ijzendoorn, van de Velde, van Heuven et Schiler, 
2011) ont fait une méta-analyse des études conduites chez des 
patients cérébro-lésés. Ces auteurs insistent sur le fait que ces 
études posent souvent des problèmes au niveau méthodologique, 
comme par exemple, le manque d’un groupe de contrôle adapté, 
le fait que les effets de transfert inter-hémisphérique par le corps 
calleux ne soient pas considérés et que l’hétérogénéité des lésions 
(aussi bien du type de lésions que de leur localisation) dans l’hé-
misphère droit (ou gauche) puisse avoir des conséquences com-
portementales très différentes (Wong, 2002). En fait, les résultats 
conduisent à penser que la spécialisation hémisphérique pour la 
prosodie serait plutôt relative qu’en tout ou rien. Les auteurs con-
cluent qu’il n’y a pas de différences significatives entre les deux 
hémisphères pour le traitement de la prosodie linguistique, et que 
les lésions de l’hémisphère gauche, aussi bien que celles de l’hé-
misphère droit, ont un effet négatif important (voir aussi la revue 
de Baum et Pell, 1999 pour des conclusions similaires). 

Une autre méta-analyse de la perception de la prosodie lin-
guistique a été réalisée récemment par Belyk et Brown (2014), 
cette fois chez des participants sains. Ces auteurs ont considéré 
les données obtenues en utilisant l’IRMf ou la Tomographie par 
Émission de Positons (TEP) en sélectionnant les études selon des 
critères rigoureux (e.g., utilisation de tâches expérimentales por-
tant explicitement sur la perception de la prosodie ; une condition 
de contrôle incluant un traitement de bas niveau ; une analyse 
portant sur la différence entre tâche expérimentale et de contrôle ; 
des analyses sur le cerveau pris dans son ensemble et non pas 
centrées sur des régions d’intérêt...). De nouveau, les problèmes 
méthodologiques sont tels que seules 10 études résistent à cette 
sélection rigoureuse ! Le plus souvent, les résultats montrent des 
activations dans les régions typiquement impliquées dans la per-
ception et la compréhension du langage : des activations bilatérales 
du gyrus frontal inférieur (pars opercularis, aire de Brodmann 44 
[BA44], i.e., aire de Broca et homologue de Broca dans l’hémis-
phère droit), du gyrus frontal moyen, du cortex auditif primaire 
(BA41) et de la partie postérieure du gyrus temporal supérieur, 
du gyrus supra-marginal (BA40) et de l’aire motrice supplémen-
taire plutôt à droite, et des activations du noyau caudé plutôt 
latéralisées à gauche. 

Ainsi, les résultats de ces méta-analyses, réalisées 30 ans après 
les premières études sur la perception de la prosodie linguistique, 
soulignent de nouveau que les résultats, qu’ils soient obtenus 
chez patients ou des participants sains, sont très variables : ils 
révèlent parfois des activations unilatérales (à droite ou à gauche), 
par exemple des régions auditives dans le lobe temporal, et par-
fois des activations bilatérales, par exemple du lobe frontal (Meyer, 
Alter, Friederici, Lohmann, et von Cramon, 2002 ; Strelnikov, 
Vorobyev, Chernigovskaya, et Medvedev, 2006). La question de 
la spécialisation hémisphérique du traitement de la prosodie lin-
guistique reste donc ouverte.

Pour conclure cette section, nous considérons maintenant deux 
hypothèses, liées aux effets du stimulus ou aux effets de la tâche, 
qui ont été proposées pour expliquer la variabilité des résultats 
concernant la localisation du traitement de la prosodie linguis-
tique.

L’hypothèse selon laquelle les différences de latéralisation 
sont liées aux caractéristiques du stimulus repose sur l’idée que 
tous les paramètres acoustiques de la prosodie sont traités dans 
l’hémisphère droit et intégrés avec l’information traitée dans l’hé-
misphère gauche à travers le corps calleux (Klouda, Robin, 
Graff-Radford, et Cooper, 1988). Cependant, d’autres résultats 
montrent que certains paramètres acoustiques sont pris en charge 
par l’un ou l’autre des deux hémisphères : temporel (hémisphère 
gauche) vs spectral (hémisphère droit ; Robin, Tranel, et Damasio, 
1990 ; Van Lancker et Sidtis, 1992), haute (à gauche) vs basse 
fréquence (à droite ; Ivry et Robertson, 1998), et transitions for-
mantiques rapides (à gauche) vs lentes (à droite ; Schwartz et Tallal, 
1980). 

L’hypothèse selon laquelle les différences observées sont liées 
à la tâche repose plutôt sur les niveaux hiérarchiques de la struc-
ture linguistique (Behrens, 1989). Ainsi, les aspects prosodiques 
au niveau de la phrase (intonation, phrasé) relèveraient d’un trai-
tement global pris en charge par l’hémisphère droit alors que les 
aspects prosodiques au niveau du mot (accent lexical) relèveraient 
d’un traitement local dans l’hémisphère gauche. Par exemple, 
Gandour et collègues (2003) ont montré dans une étude utilisant 
l’IRMf et une tâche de discrimination de la taille des fenêtres 
d’intégration temporelle (i.e., fenêtre courte = contours de hau-
teur associés aux tons chinois ; fenêtre longue = contours d’into-
nation), que les contours de hauteur locaux (tons chinois) étaient 
traités dans l’hémisphère gauche alors que les contours de hauteur 
globaux (intonation) étaient traités bilatéralement, avec une pré-
férence pour l’hémisphère droit. Ces résultats vont dans le sens 
du modèle proposé par Poeppel (2001) dans lequel les informa-
tions auditives dans une fenêtre courte (25-50 ms) sont traitées 
préférentiellement dans l’hémisphère gauche et dans une fenêtre 
longue (150-250 ms), plutôt dans l’hémisphère droit. 

En conclusion, et en accord avec l’évolution des modèles lin-
guistiques décrite dans la première section de ce chapitre, le trai-
tement de la prosodie linguistique impliquerait une interaction 
dynamique entre les deux hémisphères. Cette interaction serait 
modulée à la fois par le traitement des paramètres acoustiques 
contenus dans le contour prosodique et par l’importance accor-
dée au niveau de structuration linguistique, avec une sensibilité 
aux informations prosodiques suprasegmentales dans l’hémis-
phère droit et une dominance de l’hémisphère gauche dans le trai-
tement des variations prosodiques au niveau segmental.
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4. Prosodie et musique

On dit souvent que la prosodie est la musique du langage. Mais 
quelle est la réalité scientifique de cette jolie métaphore ? Comme 
nous l’avons vu précédemment, la prosodie repose sur quatre 
paramètres acoustiques, la fréquence, la durée, l’intensité et le 
timbre qui correspondent aux percepts de hauteur, de rythme ou 
de mètre, de sonie et de timbre, et sur leurs interactions. Or, la 
musique repose également sur ces mêmes paramètres acoustiques 
et sur leurs interactions ce qui a conduit les chercheurs à détermi-
ner si le traitement des aspects prosodiques du langage et de la 
musique repose ou pas sur des processus communs (pour une 
analyse des relations entre chant et musique, voir le chapitre de 
Lévêque et al., ce volume). Cette question qui pourrait paraître 
relativement simple et circonscrite a néanmoins une portée théo-
rique importante. En effet, si langage et musique partagent des 
processus communs, le langage ne peut pas être considéré comme 
un système isolé et indépendant des autres activités cognitives, 
comme la musique, par exemple. Au contraire, l’acte de langage, 
dans sa complexité et ses différents niveaux d’organisation (pho-
nologique, prosodique, sémantique, syntaxique, pragmatique) se 
construit en interaction avec les autres fonctions cognitives, telles 
que l’attention, la mémoire et les fonctions exécutives et motrices. 
On voit ainsi qu’une réponse positive remet en cause une organi-
sation strictement hiérarchique et modulaire du langage au profit 
d’une organisation dynamique et interactive où le système lin-
guistique tire profit de toutes les informations disponibles à un 
instant donné  pour construire l’acte de langage.

4.1. Les efets de l’expertise musicale 

sur le traitement de la prosodie

Les musiciens ont développé une meilleure perception auditive et 
ils perçoivent mieux que les non-musiciens des variations de hau-
teur ou de durée dans des phrases musicales. Ceci n’est pas pour 
nous étonner compte tenu qu’un musicien professionnel âgé de 
25 ans, a passé environ 30 000 heures à pratiquer son instrument 
de musique et donc à écouter et à produire des sons. Ce qui est 
plus étonnant est que cet avantage s’étend à la perception des 
différents aspects de la prosodie. Par exemple, dans une première 
série d’expériences nous avons étudié la perception de l’intona-
tion, qui permet on l’a vu, de différencier phrases interrogatives 
(la hauteur monte en fin de phrase : « Tu fumes encore ? ») et 
phrases déclaratives (la hauteur reste stable ou descend en fin de 
phrase : « La petite fille lit un livre d’images »). Nous avons mon-
tré que les adultes musiciens professionnels aussi bien que les 
enfants, entre 9 et 12 ans, qui suivent un apprentissage musical 
depuis 4 à 5 ans en moyenne, sont plus sensibles aux variations 
d’intonation que les non-musiciens, surtout lorsque ces varia-
tions d’intonation sont difficiles à percevoir (faible variation de 
la  f0). Cette plus grande sensibilité se traduit par une latence 
plus  courte et une augmentation de l’amplitude de la compo-
sante  P300, associée, entre autres, à la perception consciente 
d’évènements pertinents (Magne, Schön, et Besson, 2006 ; Schön, 
Magne, et Besson, 2004). En outre, les musiciens adultes sont 
également plus sensibles que les non-musiciens à des variations 
d’intonation dans une langue étrangère qu’ils ne comprennent 
pas (des phrases en Portugais ; Marques, Moreno, Castro, et Bes-
son, 2007). Enfin, nous avons utilisé le protocole expérimental 
décrit plus haut qui permet de manipuler l’allongement sylla-
bique sur le dernier mot (métriquement congruent) ou avant-der-

nier mot (métriquement incongru ; Magne et al., 2007) afin de 
déterminer si les musiciens sont plus sensibles à la métrique d’un 
énoncé (Marie, Magne, et Besson, 2010). En accord avec cette 
hypothèse, les résultats montrent que les musiciens font moins 
d’erreurs et réagissent plus fortement que les non-musiciens à la 
structure des mots au niveau perceptif (augmentation d’ampli-
tude de la composante P200) ce qui semble interférer avec l’inté-
gration du sens des mots (augmentation d’amplitude de la 
composante N400) dans le contexte de l’énoncé (augmentation 
d’amplitude d’une composante positive tardive de type  P300). 
Ainsi, ces différents résultats suggèrent que les musiciens ont 
développé une plus grande sensibilité aux différents paramètres 
acoustiques que les non-musiciens ce qui leur permettrait de 
mieux percevoir des variations de hauteur ou de durée non seule-
ment dans la musique, mais aussi dans le langage. Cependant, des 
facteurs autres que perceptifs, tels que l’attention auditive (très 
difficile à dissocier de la perception auditive) ou la mémoire audi-
tive, peuvent également contribuer à expliquer ces résultats.

L’apprentissage musical facilite également la perception des 
variations de hauteur dans des langues à tons, comme le Chinois 
Mandarin ou le Thaï, dans lesquelles ces variations sont linguisti-
quement pertinentes car elles modifient le sens des mots (Bidelman, 
Gandour, et Krishnan, 2011). Par exemple, le mot monosylla-
bique /di/ prononcé sur un ton haut signifie « bas » alors que /di/ 
prononcé sur un ton descendant signifie « terre ». L’analyse des 
PEs montre que la composante N2 associée à la catégorisation et 
la composante P300, associée, entre autres, à la prise de décision 
sont respectivement de plus courte latence et de plus grande 
amplitude pour les musiciens que pour les non-musiciens (Marie, 
Delogu, Lampis, Olivetti Belardinelli, et Besson, 2011). Ces 
résultats confortent l’idée intuitive selon laquelle les musiciens 
ont des facilités pour apprendre des langues étrangères, et en par-
ticulier, peut-être, les langues à tons… 

En conclusion, il est intéressant de noter un retour d’intérêt 
pour les similarités entre prosodie et musique. En effet, alors que 
de nombreux travaux au cours des 15 dernières années ont eu 
pour but de comparer la structure harmonique des phrases musi-
cales et la structure syntaxique des phrases linguistiques, certains 
auteurs (Heffner et Slevc, 2015) argumentent de manière tout à 
fait convaincante en faveur d’une plus grande similarité entre 
structures prosodiques et musicales qu’entre structures syn-
taxiques et harmoniques. Ceci ouvre évidemment la voie à de 
nouvelles recherches…

4.2. La prosodie émotionnelle

La prosodie est aussi le véhicule privilégié pour la transmission 
des émotions : comment rester insensible à une voix pathétique 
ou refuser une demande énoncée d’une voix très douce… Les pre-
miers travaux dans ce domaine (Schirmer, Kotz, et Friederici, 
2002) ont examiné la fonction émotionnelle de la prosodie en 
manipulant l’intonation joyeuse ou triste d’énoncés sémantique-
ment neutres (« Hier, elle a passé son dernier examen). La présen-
tation visuelle d’un mot cible qui ne correspond pas à l’intonation 
(e.g., le mot « succès » après une intonation triste) est associée à 
une composante N400 plus ample que si le mot cible correspond 
à l’intonation (e.g., le mot « succès » après une intonation joyeuse) 
ce qui montre que, comme la prosodie linguistique, la prosodie 
émotionnelle interagit avec le traitement sémantique. Des tra-
vaux suivants (Kotz et al., 2003), utilisant cette fois l’IRMf, ont 
montré que les intonations tristes et joyeuses activent un réseau 
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bilatéral fronto-temporal ainsi que des régions sous-corticales 
(les ganglions de la base). En outre, l’activation frontale est ren-
forcée lorsque les énoncés sont filtrés de manière à ne retenir que 
les modulations prosodiques (le contenu linguistique n’est pas 
intelligible).

Qu’en est-il des effets de l’expertise musicale sur la perception 
de la prosodie émotionnelle ? Des travaux récents (Lima et Cas-
tro, 2011) montrent que les musiciens reconnaissent plus précisé-
ment que les non-musiciens les émotions de colère, de dégoût, de 
peur, de joie, de tristesse ou de surprise, portées par une phrase 
sémantiquement neutre (e.g., « Elle a voyagé par train »). Par 
conséquent, si vous voulez cacher vos sentiments, mieux vaut ne 
pas parler à un musicien : son oreille entraînée pourrait déceler 
vos secrets…

5. Conclusion

Ce résumé, forcément incomplet, des travaux conduits en linguis-
tique, psycho- et neurolinguistique sur la perception et la produc-
tion de la prosodie permet néanmoins de souligner un aspect 
fondamentalement encourageant : l’évolution convergente des 
conceptions issues de ces différentes approches. En effet, les théo-
ries linguistiques ont évolué à partir d’une conception modulaire 
de l’organisation du langage, accordant un rôle premier à la syn-
taxe, vers une conception dynamique dans laquelle tous les 
indices linguistiques, y compris bien sûr les indices prosodiques, 
sont traités en temps réel et en interaction pour comprendre et 
produire un énoncé. Ces conclusions sont largement en accord 
avec celles basées sur les données acquises en psycho- et neurolin-
guistique et avec les modèles proposés dans ces domaines. On 
assiste donc à la convergence des cercles linguistique, psycholin-
guistique et neurolinguistique et au développement de la « neu-
ro(psycho)linguistique » décrite par Jean-Luc Nespoulous dans 
l’introduction de ce livre, ce qui témoigne s’il en est encore besoin, 
de l’importance de l’interdisciplinarité.
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 4 

 MUSIC IN THE BRAIN 

 Music and Language Processing 

 Mireille Besson, Mylène Barbaroux, and Eva Dittinger 

 Introduction 

 Music and language  1   produce phenomenologically different experiences and require dif-

ferent abilities (for example, playing the violin is not speaking). However, they also share 

interesting commonalities: both are formed of structured sequences of auditory events that 

unfold in time and they rely on the same acoustic parameters (frequency, duration, intensity 

and timbre). These similarities have opened the intriguing possibility that musical train-

ing, by enhancing sensitivity to aspects that are common to music and language, positively 

infl uences language processing (the “cascade” hypothesis). As described below, such transfer 

effects have indeed been demonstrated from musical training to different levels of language 

processing.  2   Importantly, however, recent results have shown that musical training also infl u-

ences cross-modal integration (Paraskevopoulos, Kraneburg, Herholz, Bamidis, & Pantev, 

2015) and higher-order cognitive functions such as attention, working memory, short and 

long-term memory, and executive functions that are of primary importance to processing 

language (the multi-dimensional hypothesis). As a consequence, a currently debated issue 

is whether improvements in these cognitive functions are mediating the impact of musical 

training on language processing. However, as we will argue below, these two interpretations 

are probably best considered as complementary. 

 Transfer Effects from Music to Language 

 Below we review evidence for the infl uence of musical training and musical abilities on dif-

ferent aspects of language processing and executive functions. Results were obtained using 

different methodologies that provide relevant information on behavior (percent correct and 

reaction times, RTs), on the time-course of information processing (event-related potentials, 

ERPs) and on the activation of brain structures (functional magnetic resonance imaging, 

fMRI). 

   At the segmental level   (consonants, vowels and syllables)  ,   musical training is positively 

correlated to the processing of brief speech sounds at multiple stages of the auditory system, 

from the brainstem (Wong, Skoe, Russo, Dees, & Kraus, 2007) to cortical regions (Chobert, 

Francois, Velay, & Besson, 2014; Elmer, Meyer, & Jancke, 2012). Musical training also enhances 
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the discrimination of Mandarin tones in native English-speakers (Bidelman, Gandour, & 

Krishnan, 2011) and of lexical tones in Italian speakers (Delogu, Lampis, & Belardinelli, 

2010). By recording ERPs, Marie et al. (2011) showed that both tone discrimination and 

higher-order decision processes were more effi cient in musicians than in non-musicians. By 

contrast, the automatic orientation of attention was not different in the two groups. 

   Categorical perception   is fundamental to speech perception by allowing listeners to cat-

egorize continuous acoustic changes in the speech signal into discrete phonetic categories. 

Interestingly, Bidelman and Alain (2015) demonstrated an infl uence of musical training, in 

both younger and older musicians, on the categorical perception of speech sounds (vow-

els) by recording both brainstem and cortical evoked responses. Thus, increased auditory 

sensitivity may be one of the driving forces behind enhanced categorical perception and 

enhanced speech processing in musicians. 

   At the supra-segmental level (words, sentences, discourse)  , early research has shown that 

adult musicians and children with musical training are more sensitive than non-musicians 

to linguistic prosody (e.g., fi nal pitch rise in sentences; see Besson, Chobert, & Marie, 2011 

for review; Gordon & Magne, this volume) and to emotional prosody (Lima & Castro, 

2011). Since most of these fi ndings were obtained from cross-sectional studies, it is possible 

that genetic pre-dispositions for music and musical abilities were infl uencing the results. 

To determine whether improvements in linguistic pitch processing were causally linked to 

musical training, Moreno and colleagues (2009) compared non-musician children (8–12 

year old) before and after 6 months of music or painting training. Enhanced perception of 

prosodic intonation was found only in the music group, together with better reading abili-

ties of complex words, providing evidence that musical training was directly related to these 

improvements. 

   At the phonological level  , there is evidence that musical abilities are predictive of phono-

logical skills in children (Anvari, Trainor, Woodside, & Levy, 2002) and in adults (Slevc & 

Miyake, 2006). Moreover, musical training positively infl uences phonological and reading 

abilities in dyslexic children (Habib et al., 2016). These results from cross-sectional stud-

ies are in line with those of a longitudinal study with 6–7 year old children showing that 

two months of rhythm-based training produced roughly comparable enhancements on 

a variety of standardized tests of phonological processing than an equivalent amount of 

training of phonological skills (Bhide, Power, & Goswami, 2013). They are also in line with 

the conclusions of an interesting meta-analysis of longitudinal studies recently conducted 

by Gordon et al. (2015), showing that musical training signifi cantly improves phonological 

awareness skills, even if the effect sizes are small. By contrast, these analyses also showed that 

the evidence for an impact of musical training on reading has not yet been convincingly 

demonstrated. 

   Speech segmentation   is necessary for speech comprehension as is clearly exemplifi ed when 

learning a foreign language that is fi rst perceived as a continuous stream of nonsense words. 

François and colleagues (2013) used a longitudinal approach over two school-years with 

8 year old children to examine the impact of training in music, compared to painting, on the 

ability to extract “words” from a continuous stream of meaningless sung syllables. Implicit 

recognition of meaningless words steadily increased over the two years of music—but not 

of painting training—and this was associated with modulations of a fronto-central negative 

component. 

   Syntactic processing:   since both music and language are structured sequences of events 

that unfold in time and since both syntax and harmony may rely on similar processing 
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principles, several studies have investigated the infl uence of musical training on syntactic 

processing. Jentschke & Koelsch (2009) reported that violations of harmonic structure elic-

ited larger cortical responses in musically trained children than in controls possibly because 

the former made better use of the prosodic and rhythmic cues that constrain syntactic con-

structions (Cason & Schön, 2012). Recent results by Gordon, Fehd, & McCandliss (2015) 

are in line with this hypothesis by showing that children with stronger rhythmic abilities also 

showed higher grammatical competence, as measured by their ability to produce sentences 

with relevant grammatical constructions. 

   Executive functions:   what is meant by “executive functions and cognitive control” (gen-

erally concerned with top-down processes that control behavior) is currently debated in 

the literature (Diamond, 2013). Following Miyake and collaborators (2000), executive func-

tions are linked to cognitive fl exibility, inhibitory control, and working memory. However, 

executive functions are diffi cult to disentangle from one another as well as from short-term 

and long-term memory,  3   and contrastive results have been reported in the literature. For 

instance, results of several experiments showed that adult musicians outperformed non-

musicians in working memory tasks based on musical and verbal stimuli (George & Coch, 

2011; Schulze et al., 2011). However, it is still debated whether these fi ndings refl ect music-

related improvements in working memory, short-term or long-term verbal memory, the 

infl uence of enhanced selective attention and cognitive control or the use of different strate-

gies. Inconsistent fi ndings have also been reported in children (Degé, Kubicek, & Schwarzer, 

2011; Schellenberg, 2011). 

 Recently, Zuk and collaborators (2014) tested both adult and children musicians and 

non-musicians, selected according to strict criteria, and used a large standardized battery 

of executive functions. Adult musicians outperformed non-musicians on tests of cogni-

tive fl exibility and working memory, but not on tests of inhibitory control and processing 

speed. Children with musical training also differed from those without musical training 

on verbal fl uency and trail making but not on tests of working memory and inhibi-

tory control. By contrast, results of longitudinal studies showed larger improvements in 

verbal intelligence and inhibitory control in children from kindergarten involved in an 

intensive and interactive computer-based musical training program for 20 days com-

pared to children involved in visual arts training (Moreno et al., 2011). Moreover, Roden 

and collaborators (2012) reported improved verbal memory in children who followed 

45 minutes of weekly musical training during 18 months compared to children involved 

in natural science training or in no training. Finally, in a longitudinal study including a 

wide age-range (6 to 25 years old) and a large number of participants (N=352), Bergman 

Nutley and collaborators (2014) showed that musical training was positively associated 

with spatial and verbal working memory as well as with processing speed and general 

reasoning. 

 Clearly more experiments are needed to better understand the infl uence of musical train-

ing on executive functions as well as short-term and long-term memory by testing groups 

of participants with wide range of musical abilities, by using standardized tests when they 

are available and by trying to control for the effects of the many different factors that can 

infl uence the results (socio-economic status, bilingualism, etc.). 

   Word learning:   Learning the meaning of new words is a multi-dimensional task that 

requires both perceptive and higher-order cognitive abilities. Since there is evidence that 

musicians show improved auditory perception and attention together with enhanced work-

ing and verbal memory, they should be at an advantage to learn new words in a foreign 
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language like Thai, for example, in which both tones (i.e., patterns of rising and/or falling 

pitch) and vowel length contrasts change the meaning of a word.  4   Support for this hypoth-

esis was provided by Wong & Perrachione (2007) and by Cooper & Wang (2012) who 

showed that both tone pitch identifi cation and musical aptitudes were signifi cantly corre-

lated with word learning success in adult English native speakers. 

 Recently, we conducted a series of experiments (see Figure 4.1A) to further examine 

the infl uence of professional musical training on word learning (Dittinger et al., in press). 

Participants performed a series of experiments including word categorization, learning 

the meaning of monosyllabic words through picture-word associations, a matching, and a 

semantic task to test for learning and semantic generalization. Musicians outperformed non-

musicians when word categorization was most diffi cult because it involved phonetic con-

trasts that belonged to the Thai but not to the French phonemic repertoire. In the learning 

phase, the N400 component, taken as an index that words had acquired meaning (Mestres-

Misse, Rodriguez-Fornells, & Munte, 2007), developed after only 3 minutes of training, 

thereby refl ecting fast brain plasticity in adults. Importantly, this N400 developed faster 

in musicians than in non-musicians (see Figure 4.1B). Moreover, in both the matching 

and semantic tasks, the N400 effect (i.e., the difference between mismatching/semantically 

unrelated and matching/related words) was larger in musicians than in non-musicians (see 

Figure 4.1C). The N400 effect was larger over centro-parietal regions in musicians and 

more frontally distributed in non-musicians, which was taken as evidence that musicians 

were more effi cient at integrating the meaning of novel words into semantic networks. 

Finally, musicians were better than non-musicians at maintaining these novel words in long-

term memory (tested fi ve months later). 

 How can we account for these effects and more generally for the infl uence 
of musical training at various levels of language processing? 

 Two main interpretations, the cascade and multi-dimensional interpretations, can account 

for the results reviewed above. In the cascade interpretation (bottom-up), increased sensitiv-

ity to low-level acoustic parameters such as pitch or duration, that are common to music 

and speech, drives the infl uence of musical training at different levels of language processing 

(e.g., phonetic, phonologic, prosodic, syntactic and semantic; Besson et al., 2011; Cooper & 

Wang, 2012; Wong & Perrachione, 2007). In other words, because musicians perceive speech 

sounds better than non-musicians, they are more sensitive to prosodic cues such as pitch and 

rhythm and they form more accurate phonological representations. This cascades upward, 

facilitating the construction of more stable lexical representations as well as higher levels 

of language processing (e.g., syntactic structures, word learning and semantic processing). 

By contrast, in the multi-dimensional interpretation (top-down), both language and music 

are processed in interaction with other cognitive, emotional and motor functions that are 

enhanced by musical training (similar to the OPERA hypothesis proposed by Patel, 2014). 

Indeed, playing a musical instrument profi ciently is a multi-dimensional ability requiring 

auditory and visual perception, auditory-visuo-motor integration, selective and divided 

attention, motor control, memory, cognitive control, and emotion. 

 In sum, it may come as no surprise that extensive training of these different abilities in 

musicians, from auditory perception to cognitive control, facilitate various levels of language 

processing (Kraus, Strait, & Parbery-Clark, 2012). In this respect the cascade and multi-

dimensional hypotheses are complementary with both bottom-up and top-down processes 
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   Figure 4.1       (A) Illustration of the series of tasks used in the experiment. Phonological categoriza-
tion task of mono-syllabic words based on pitch, vowel length and voice-onset-time (VOT). In the 
word learning phase, participants learned the meaning of new words through picture-word associa-
tions. In the matching task, participants were asked to decide whether picture-word pairs matched or 
mismatched those from the learning phase and, in the semantic tasks, if novel pictures were semanti-
cally related or unrelated to the newly-learned words. Finally, the matching and semantic tasks were 
performed again fi ve months later in a subset of participants to test for long-term memory. (B) The 
increase in N400 amplitude from the fi rst to the second part of the learning phase (block 1 vs. block 2) 
was larger in musicians than in non-musicians. (C) The differences (N400 effect) between match/
semantically related and mismatch/semantically unrelated words were also larger in musicians than in 
non-musicians. 

probably at play to various degrees in most experimental designs. Moreover, the comple-

mentarity of the cascade and multi-dimensional interpretations is also illustrated by the 

results of neuro-imaging experiments investigating the neural basis of music and speech 

processing, a topic to which we now turn. 
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 Shared vs. Distinct Neural Networks for Music and Speech 

 Whether similar levels of processing in language and music activate similar brain regions, 

and whether musical expertise infl uences brain structures considered as speech-specifi c, are 

important issues for our understanding of the anatomo-functional organization of the brain. 

 Broca’s Area: From Speech Production and Syntax to Executive Functions 

 It has long been considered that the region of Broca, in the left inferior frontal cortex, was 

specifi c to speech production and to processing of syntactic structures. However, results of 

early experiments using fMRI showed that Broca’s area was also activated when process-

ing musical structures (Maess, Koelsch, Gunter, & Friederici, 2001). These results led to the 

conclusion that Broca’s area was involved in the processing of syntax, defi ned as the rules 

that structure sequences of events that unfold in time, independently of whether these events 

form linguistic sentences or musical phrases. However, there is now evidence that Broca’s area 

is also activated by the processing of phonological, lexical and semantic information (Sahin, 

Pinker, Cash, Schomer, & Halgren, 2009), thereby calling into question its syntax-specifi city 

and the idea that syntactic constructions are processed independently from lexico-semantic 

information. Finally, and in line with the multi-dimensional view that language, like music, 

is processed in interaction with other cognitive functions, results also point to the activation 

of parts of Broca’s areas in tasks requiring verbal and non-verbal working memory and/

or executive functions (Schulze et al., 2011). Thus, although the functional role of Broca’s 

area is still under debate, current evidence suggests that it may be part of a large prefrontal 

network, that includes language-specifi c as well as general cognitive functions (Fedorenko, 

Duncan, & Kanwisher, 2012; Hagoort, 2014; Schulze et al., 2011). 

 Wernicke’s Area: From Language Comprehension to the 
Fine Temporal Structure of Speech 

 The same general picture emerges when considering Wernicke’s area [part of the planum 

temporale (PT) in the left superior temporal gyrus (STG)], that was initially taken to play a 

major role in language comprehension. There is indeed clear evidence that temporal regions 

are crucial for speech processing. At the same time, there is also growing evidence for the 

functional diversity of these brain regions, with sub-areas sub-serving both linguistic and 

non-linguistic functions (see Liebenthal, Desai, Humphries, Sabri, & Desai, 2014 for results 

of a large meta-analysis). Directly related to our concerns, recent results have highlighted 

the infl uence of musicianship on various regions of the temporal lobe that are involved in 

speech processing. 

 Jäncke and collaborators (2002) showed that the left PT is specialized for decoding pho-

netic features, in particular the fi ne-grained temporal structure of speech such as voice-

onset-time. Interestingly, subsequent research revealed that the left PT is similarly activated 

both by speech and by non-speech sounds (Zaehle, Wüstenberg, Meyer, & Jäncke, 2004) 

and more activated in professional musicians than in non-musicians when the phonetic cat-

egorization task is diffi cult (Elmer, Meyer, & Jäncke, 2012). Moreover, enhanced phonetic 

discrimination in musicians was positively correlated with the cortical surface area of the 

left PT (Elmer, Hänggi, Meyer, & Jäncke, 2013) and with increased structural connectivity 

between the right and left PT (Elmer, Hänggi, & Jäncke, 2016), providing evidence that 
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long-term intensive musical training is associated with anatomical and functional changes in 

speech-specifi c brain regions such as the PT. 

 This is not to say, however, that the PT or, more generally, the superior temporal lobe is 

only involved in temporal speech processing. For instance, results of intra-cranial record-

ings in epileptic patients (Sammler et al., 2013) revealed activation of the left and right 

superior temporal lobes in response to violations of syntactic structures in both music and 

speech. Thus, while these data again provided evidence for shared neuroanatomical regions 

for syntactic processing in both domains, they were also somewhat surprising in showing a 

predominance of frontal regions for music harmonic processing and of temporal regions for 

linguistic syntax processing. 

 Temporal Processing in Music and Speech 

 Results of two recent studies are revealing regarding the issue of shared vs. distinct neural 

substrates in music and speech (Abrams et al., 2011; Rogalsky, Rong, Saberi, & Hickok, 

2011). In both experiments, results of fMRI data showed similar activations of frontal and 

temporal regions of both hemispheres when processing the temporal structure of sentences 

and melodies, thereby arguing against a simple dichotomy between the left hemisphere 

for language and the right hemisphere for music and providing support for shared neu-

ral resources between music and speech. However, as noted by Rogalsky and collaborators 

(2011): “activation overlap does not necessarily imply computational overlap or even the 

involvement of the same neural systems at a fi ner-grained level of analysis” (p. 3846; see 

also Peretz, Vuvan, Lagrois, & Armony, 2015). Indeed, results using a fi ner-grained approach 

based on multivariate pattern analysis showed that the two types of stimuli elicited different 

patterns of spatial activity in music and speech. Thus, the authors concluded that temporal 

structure is encoded differently within the two domains and that distinct cortical networks 

are activated. 

 However, while both experiments examined the processing of temporal structures in 

music and speech, results were quite different in the two studies. In Abrams et al. (2011), 

activations in response to natural music and speech stimuli were found in Broca’s and sur-

rounding areas as well as in the left superior and middle temporal gyri, but the pattern 

of activation associated with temporal disruptions was different for music and speech. By 

contrast, using different rates of presentation of melodic phrases and jabberwocky sentences, 

Rogalsky et al. (2011) found no activation of Broca’s area but increased activity in the tem-

poral lobe, with some differences for melodic phrases and for jabberwocky sentences. Thus, 

confronting these results clearly showed that differences in task design and in participants 

(non-musicians in Abrams et al., 2011 vs. participants with different amount of musical 

training in Rogalsky et al., 2011), as well as differences in stimuli (e.g., sentences had a 

semantic content in the Abrams et al., 2011 study but not in Rogalsky et al., 2011) led to 

notable differences in the processing of temporal structures in music and speech. 

 Music-Specifi c Brain Regions? 

 Some answers to this question can be found in a recent experiment by Angulo-Perkins and 

collaborators (2014). These authors used fMRI, different types of natural stimuli (speech, 

human vocalizations (non-speech), musical excerpts played at the violin, at the piano and 

at the synthetic piano, environmental sounds and monkey vocalizations) and a task that 
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was irrelevant to the aims of the study (detect the presentation of pure tones) to determine 

whether listening to music activates specifi c areas of the temporal lobe. Based on the results 

of a subsidiary analysis showing larger activation in the right planum polare for the violin 

excerpts than for speech, the authors concluded that “the planum polare may be involved in 

the processing of specifi c temporal characteristics that are inherent to music” (p. 136). How-

ever, the evidence for music-specifi c regions in this study was quite weak fi rst because no 

region showed stronger activation for music than for speech in the main analysis (i.e., when 

considering both violin and piano musical excerpts and excluding non-speech vocalizations) 

and second because the bilateral anterior regions of the superior temporal gyrus (aSTG) 

responded similarly to music and human vocalizations (speech and non-speech) compared 

to environmental sounds and monkey vocalizations. 

 Nevertheless, it is interesting that converging results (music activating the planum tem-

porale and planum polare bilaterally) were very recently reported by Norman-Haignere, 

Kanwisher, & McDermott (2015) when non-musician participants performed a task that, as 

in Angulo-Perkins et al. (2014), was irrelevant to the goal of the study (i.e., to detect changes 

in sound level). Moreover, these authors tried to overcome limitations of previous studies 

by using a large number of stimuli (165 sounds) that varied along different dimensions 

(speech, environmental sounds, guitar, pop or rock songs). Results showed that six compo-

nents explained 80% of the variance in the data. Most importantly, while components 1 to 

4 responded to all sound categories, component 5 (located in the STG) responded to sounds 

categorized as speech and component 6 (located in the planum temporale and planum 

polare) to sounds categorized as music. These results thus provided evidence for distinct 

regions involved in some aspects of speech and music processing with a nice fi t with previ-

ous fi ndings of Angulo-Perkins et al. (2014). However, results again showed weak music 

selectivity possibly because the neural populations involved in music processing overlapped 

with the other neuronal populations identifi ed by components 1 to 5. In sum, results of these 

two studies again provided evidence for both shared and distinct neural substrates for music 

and speech. 

 Interim Summary 

 The literature comparing the brain structures involved in music and language processing 

is very rich and we only reviewed a few recent examples. However, we hope that these 

examples clearly illustrate that what we currently know is both complex and exciting. The 

complexity comes from behavioral and anatomical variability (within and between subjects), 

from the diversity of tasks and stimuli used to compare similar levels of processing in music 

and language (and how this similarity is defi ned), and from using diverse experimental 

methods (e.g., behavior, brainstem or cortical evoked potentials, intra-cranial recordings, 

fMRI) and procedures for data analysis. 

 These results are exciting because they strongly contribute to our understanding of 

how language and music are implemented in the human brain. Importantly, when consid-

ered in detail, results of each one of the experiments reported above (Abrams et al., 2011; 

Angulo-Perkins et al., 2014; Norman-Haignere et al., 2015; Rogalsky et al., 2011) showed 

evidence for both shared and distinct neural networks involved in music and speech process-

ing depending upon the level and type of analysis. These results are thus compatible with 

the proposed complementarity of the previously described cascade and multi-dimensional 

interpretations. 
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 General Conclusion 

 Taken together, experimental results related to transfer effects contribute to the evolution of 

our understanding of human cognition. Theoretically, they demonstrate that the computa-

tions necessary for language and music processing are not performed independently from 

other cognitive functions and that language and music are not modular and encapsulated sys-

tems (Fodor, 1983). In line with current views in the neuroscience of language (Friederici & 

Singer, 2015), one way to reconcile the seemingly contradictory fi ndings reported above is to 

consider the brain as a dynamic system (see also Loui,& Przysinda, this volume) in which “the 

functionality of a region is co-determined by the network of regions in which it is embed-

ded at particular moments in time” (p. 136; Hagoort, 2014), this being determined by the 

stimuli, the task demands and the cognitive, emotional, motivational state of the individual. 

Such a dynamic view of the brain functional organization is based on the idea that neuronal 

networks can be “coordinated anew on each occasion” (p. 331; Friederici & Singer, 2015). 

 Pragmatically, evidence that long-term intensive musical training is associated with ana-

tomical and functional changes in various brain regions involved in speech processing (e.g., 

left planum temporale; Elmer et al., 2012; right planum temporale and bilateral planum 

polare, Angulo-Perkins et al., 2014; Norman-Haignere et al., 2015) should encourage the 

use of musical training in the classroom and of music therapy as a remediation method for 

patients with language defi cits. More generally, if common activation for music and speech 

also refl ects the activity of higher-order cognitive networks sustaining attention, memory 

(working memory, short-term and long-term memory), executive functions (inhibition, 

updating and switching), emotion and motivation, musical training can also be benefi cial for 

patients with attention and memory problems. 

 In sum, cognitive neuroscience is a very dynamic fi eld and a lot of data are accumulating 

that sometimes show converging evidence on the functional specialization of brain regions 

for music and language processing and sometimes show diverging results. The fi eld may 

be soon ready for a paradigmatic revolution in the Kuhnian sense (Kuhn, 1970), from cur-

rent static localized networks to dynamic size-varying networks underlying brain high-level 

functioning. 
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 Note s

 1.  We use language as a general term but most of the time we refer to speech.
  2.  See Asaridou and McQueen (2013) for the infl uence of language experience on music abilities 
  3.   Different tasks are typically used to test for cognitive fl exibility (e.g., switching task), inhibitory 

control (e.g., Stroop task, Simon task; Flanker task; Go/No-Go tasks and stop-signal task), working 
memory (e.g., backward digit task; n-back task), short-term memory (forward digit span; non-
word repetition) and long-term memory (delayed recognition, cued-recall or free recall tests). 

  4.   For instance, /pa1/ low tone with a short vowel means “to fi nd” and /pa:1/ low tone with a long 
vowel means “forest.” 
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ABSTRACT
To investigate the modularity of language processing and, speciically, the 
question of whether the language module is informationally encapsulated, 
many experiments examined the impact of music expertise and music 
training on the language system (phonology, semantics and syntax). 
Finding positive evidence would argue against language as an independent 
ability isolated from other cognitive abilities. We irst review the evolution 
of global or “massive” modularity, as advocated by Fodor in his inluential 
book (1983), to reduced local modularity, (Fodor, 2003). We then consider 
experimental data relevant to these issues: the emerging picture favors 
the view that music abilities, as well as other cognitive abilities (attention, 
memory, executive functions) inluence language processing. hese 
inluences are seen in behavior as well as in the complex brain networks 
that sustain behavior. In sum, evidence is accumulating supporting the 
idea that the language system is not independent from other cognitive 
abilities.
Keywords: Language, music, modularity

Comment l’entrainement musical inluence le traitement du langage : 
Preuves contre l’encapsulation informationnelle

RÉSUMÉ
Ain de tester la modularité du traitement du langage et, plus spéciiquement, la 
question de savoir si le module du langage est informationnellement encapsulé, de 
nombreuses expériences ont eu pour but d’étudier l’inluence de l’expertise musicale et 
de l’apprentissage de la musique sur le traitement linguistique, notamment aux niveaux 
phonologique, sémantique et syntaxique. Une inluence positive démontrerait que le 
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langage n’est pas une fonction isolée des autres fonctions cognitives. Nous considérons 
d’abord l’évolution d’une conception modulaire globale ou “massive”, défendue par 
Fodor dans un livre paru en 1983 et qui a fortement inluencé les recherches en sciences 
et neurosciences du langage, vers une conception plus locale et réduite de la modularité, 
comme revue par Fodor en 2003. Nous décrivons ensuite des données expérimentales 
qui montrent que les habiletés musicales, comme d’autres fonctions cognitives 
(attention, mémoire, fonctions exécutives), inluencent le traitement du langage au 
niveau comportemental, aussi bien qu’au niveau des réseaux cérébraux complexes qui 
sous-tendent les comportements. Ainsi, de nombreux résultats sont en accord avec 
l’idée que le langage n’est pas indépendant des autres fonctions cognitives.
Mots-clés : Langage, musique, modularité

1. INTRODUCTION

Language, one of the most human ability2, has long been considered 
as relying on speciic, dedicated processes. However, in recent years, 
neurobiological models have emerged that emphasize the highly dynamic 
and distributed aspects of language processing. (Friederici &  Singer, 
2015; Hagoort, 2014; Hickok & Poeppel, 2007). Nevertheless, how 
these processes are implemented in the brain, how neuronal assemblies 
communicate together to allow us producing and comprehending 
language remains a major mystery. In the irst section of this review, 
we consider the question of whether language is a domain-speciic or 
domain-general cognitive ability in view of the evolution of the concept 
of modularity from massive modularity in Fodor (1983) to reduced local 
modularity in Fodor (2000/2003). Interestingly, the evolution of these 
philosophical considerations parallels progress in our understanding 
of the anatomo-functional organization of the brain developed in 
cognitive and computational neuroscience, from the old idea of one 
function-one structure (e.g., Gall, 1835 and the Classic ‘‘Wernicke-
Lichtheim-Geschwind” model) to many functions-one structure and 
many structures for one function (Park & Friston, 2013). In the second 
section, we focus on work considering the impact of music expertise and 
music training on language processing to test the following hypothesis: if 
language is a domain-speciic and informationally-encapsulated ability, 
music expertise should have no inluence on the various computations 

2 We consider that the language ability is subserved by diferent functions (categorical perception, speech 

segmentation etc…) and one aim is to determine whether (some of) these functions are also involved in music 

abilities.
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involved in language processing. As we will see, many results in the 
literature allow us to reject this hypothesis.

2. MASSIVE MODULARITY VS LOCAL MODULARITY

In his book “he modularity of mind” (1983) that strongly inluenced 
research in cognitive neuroscience for many years, Fodor deined a system 
as modular if it possesses a number of speciic properties: (1) domain 
speciic, (2) mandatory, (3) with limited access to the mental representations 
that they compute, (4) fast, (5) informationally encapsulated, (6) with 
‘shallow’ outputs, (7) with characteristic and speciic breakdown patterns, 
and (8) with a characteristic pace and sequencing of their ontogeny. In this 
framework3, a module is a processing device that only uses the information 
available in its own innate database without being inluenced by anything 
else (the extreme example of a modular system is a relex). Importantly, 
Fodor clearly insisted that ‘informational encapsulation is at the heart of 
modularity’ (2003, p. 107) because this is how modules can be functionally 
speciied. In this context, the “language organ” (Pinker, 1994) was typically 
considered as a modular system that included several hierarchically 
organized sub-modules dedicated to phonetic, phonologic, semantic, 
syntactic, pragmatic aspects of language processing, each sub-module 
doing its own computations without inluence from other computational 
levels and transmitting the results of its own computations to the next 
hierarchical level.

Over the years, numerous results have accumulated against this view4 
that led Fodor to revise his conception of modularity in his less-known 
book, “he mind doesn’t work this way” (2000/2003)5, in which he considers 
that only local systems can be modular. Global systems are not modular 

3 he basic assumption underlying modularity, as deined by Fodor (1983), is that cognitive mental processes 

are computational (i.e. thinking is a form of computation). Cognitive processes are speciic (logico-algebric) 

computations (i.e. formal — non-semantic- operations) on mental representations (i.e. the relationship 

between the world and the mind) that are structured syntactically (i.e. they obey an ensemble of rules that 

deine the relationship between the diferent elements). However, this basic assumption has also been called 

into question by Fodor (2000).
4 For instance, results typically highlighted strong interactions between diferent levels of language processing. 

To take only one example among many, Dehaene et al (2010) showed that learning to read increased the level 

of activation in brain regions involved in phonological processing (in the planum temporale) when listening 

to speech.
5 Fodor (2000/2003) book was also possibly written in response to Pinker (1997) « How the mind works », 

W.W. Norton & Company, New York, London.
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because they use all the information available within the entire system 
to compute their function (see also Hagoort, 2014). Applied to language, 
this implies that the language system is not informationally encapsulated 
because it does not work independently of other cognitive functions that 
provide relevant information (e.g., attention, memory…). Of course, the 
next problem is then to deine local and global systems. Marr (1982) 
advocated the view that global systems can be decomposed into a collection 
of modular, independent, and specialized sub-processes6. In line with this 
view, Park & Friston (2013) more recently proposed a model that may 
possibly reconcile the modular and non-modular theoretical frameworks: 
“Brain functions can be characterized by local integration within 
segregated modules for specialized functions and global integration of 
modules for perception, cognition, and action”. hus, while micro neural 
circuits are possibly characterized by a modular architecture, macroscopic 
brain networks are non-modular and highly interactive, with a pattern of 
interactions that dynamically change over time as a function of context 
and task-demands (“functional integration among segregated brain areas” 
Friston, 2011). Importantly, Park & Friston (2013) proposed that at the level 
of the module (micro-neural circuits), functional connectivity (deined as 
“as statistical dependencies among remote neurophysiological events”) is 
closely related to the underlying structural connectivity (deined as “the 
anatomical connections usually estimated using iber tractography from 
difusion tensor imaging, DTI”). hus, at this level, there is possibly a one-
function-to-one-structure mapping with the idea that structural networks 
are constraining functional networks. However, at the level of global 
systems such as language, there are many function-structure relationships 
so that a neuronal architecture can be involved in diverse cognitive 
functions and a global system such as language may rely on diferent brain 
structures.

Let’s consider, for instance, Broca’s area. It has long been considered 
that this region, in the let inferior frontal cortex (for the problems posed by 
its precise localization, see Tremblay & Dick, 2016), was speciic to speech 
production and to processing of syntactic structures. However, there is 
now clear evidence that Broca’s area is also activated by the processing 
of phonological, lexical and semantic information (Sahin, Pinker, Cash, 
Schomer, Halgren, 2009). Moreover, results also point to the activation of 
parts of Broca’s areas in tasks requiring verbal and non-verbal working 
memory and/or executive functions (Schulze et al., 2011) as well as in 

6 It is important to note that this view was criticized as being open-ended with no empirical failure point: 

any processes can be decomposed into more reined sub-processes (Van Orden, Pennington, & Stone, 2001).
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tasks based on the processing of musical syntax (Maess, Koelsch, Gunter 
& Friederici, 2001, see below). he same general picture also emerges when 
considering Wernicke’s area (part of the Planum Temporale (PT) in the let 
Superior Temporal Gyrus (STG), with similar localization problems as for 
Broca’s area; see Tremblay & Dick, 2016 and DeWitt & Rauschecker, 2013), 
that was initially taken to play a major role in language comprehension. 
Temporal regions are clearly crucial for speech processing but there is also 
growing evidence for their functional diversity, with sub-areas implied 
both in linguistic and in nonlinguistic functions (see Liebenthal, Desai, 
Humphries, Sabri, & Desai, 2014 for results of a large meta-analysis). 
Taken together, these results are important for at least two reasons. First, 
they strongly call into question the one structure-one function mapping 
between Broca’s or Wernicke’areas and speech production, syntax 
processing and speech comprehension. Broca’s or Wernicke’s area do not 
appear to be the brain structures hosting a speech production module, a 
syntactic module or a speech comprehension module that would carry on 
its own computations autonomously, without being inluenced by other 
levels of language processing or by other cognitive functions. Although the 
localization and functional role of Broca’s and Wernicke’s areas are still 
under debate (Tremblay & Dick, 2016), current evidence suggests that they 
may be part of a large prefrontal-temporal network, that includes language-
speciic as well as general cognitive functions that closely interact with one 
another (Fedorenko, Duncan, & Kanwisher, 2012; Hagoort, 2014; Schulze 
et al., 2011).

Second, the repeated inding that Broca’s area is not only involved 
in syntactic processing but also in phonological, lexical and semantic 
processing more generally argues against the idea that syntactic 
constructions are processed independently from lexico-semantic 
information, or put the other way around, these indings argue in favor of 
the idea that syntactic constructions have meaning. Showing that Broca 
area is activated by syntactic as well as by lexico-semantic processing is 
indeed compatible with linguistic theories issued from Cognitive and 
Construction Grammar (e.g., Goldberg, 1995, Langacker, 1991) that 
consider that there is no clear separation between syntax and lexico-
semantic information. As clearly stated by Goldberg (1995, p.7): “In 
Construction Grammar, no strict division is assumed between the lexicon 
and syntax. Lexical constructions and syntactic constructions difer in 
internal complexity, […] but both lexical and syntactic constructions 
are essentially the same type of declaratively represented data structure: 
both pair form with meaning.” For instance, two apparently similar 
grammatical constructions may induce diferences in meaning: in “Bill 
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sent a walrus to Joyce” the accent is on the salience of the path due to the 
use of “to” but in “Bill sent Joyce a walrus”, the accent is on the salience of 
the possessive relationship due to the use of a ditransitive construction. 
Another example: “Sally baked her sister a cake”, Sally baked a cake with 
the intention to give it to her sister and this intention is inferred from the 
grammatical construction (not present in the verb “to bake”)7. Within this 
framework, we previously showed that the same syntactic incongruity (an 
intransitive verb followed by a direct object) was processed diferently 
depending upon the semantic context of the sentence. hus, while there 
was no signiicant diferences between the correct sentence (.g., “L’ennemi a 
préparé un complot”, ‘he enemy prepared a scheme’) and the syntactically 
incongruous sentence with congruent semantics (e.g., *L’ennemi a conspiré 
(INTR) un complot, ‘he enemy conspired a scheme’), the diferences 
observed in behavior (percent errors) and in electrophysiological measures 
(N400 and P600 components) were signiicant when the semantics of the 
sentence did not help resolve the syntactic incongruity (e.g., *L’ennemi a 
déjeuné (INTR) un complot”, *‘he enemy lunched a scheme’ (Magne, 
Besson & Robert, 2014). To end this short and incomplete section on the 
relationships between syntax and semantics, we refer the interested reader 
to the book by Tomasello (1998) “he new psychology of language” in 
which Langacker position is clearly summarized: “he ultimate goal is 
not to create a mathematically coherent grammar that normatively parses 
the linguistic universe into grammatical and ungrammatical sentences 
but rather to detail the structured inventory of symbolic units that make 
up particular natural languages” (p.xiii).

3. HOW MUSIC EXPERTISE AND MUSIC TRAINING 
INFLUENCE LANGUAGE PROCESSING

To further test whether language is a domain-speciic and 
informationally-encapsulated ability, we now focus on the speciic issue 
of the inluence of music expertise and music training8 on the various 
computations involved in language processing. he central hypothesis is 

7 We are thankful to Dr Stéphane Robert for providing us with these examples.
8 Music expertise refers to musicians that are already experts in the domain (i.e., professional musicians). By 

contrast, music training refers to participants that are currently being trained in music and who are not yet 

musicians.
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that if the language system is an informationnaly encapsulated module, 
it should be impermeable to the inluence of other cognitive abilities. 
Consequently, if we can demonstrate that musical abilities, as well as other 
cognitive abilities (attention, memory, executive functions, not reviewed 
here) impact language processing (categorical perception, segmental 
and supra-segmental processes, phonology, syntax and semantics), these 
indings would argue against one of the main characteristics of a modular 
system: encapsulation. Below we review evidence showing that these 
inluences can be seen in behavior as well as in the complex brain networks 
that sustain behavior.

Categorical perception is fundamental to speech perception by 
allowing listeners to categorize continuous acoustic changes in the speech 
signal into discrete phonetic categories. Bidelman and collaborators 
(2014) irst demonstrated that music training in both younger and older 
musicians is associated with more eicient vowel categorical perception 
(/u/ to /a/ continuum) as relected by behavioral measures, more precise 
phase-locking of brainstem responses and increased amplitude of 
cortical evoked responses to relevant speech cues. Moreover, Habib and 
collaborators (2016) tested the eicacy of a newly developed cognitivo-
music training method to improve categorical perception in children 
with dyslexia. hey showed a normalization of the identiication and 
discrimination of inter-categorical boundary on a /ba/-/pa/ continuum 
ater intensive music training clustered on three consecutive days as well 
as ater distributed music training over a 6 weeks period. hus, increased 
auditory sensitivity in musicians and in children with music training is 
possibly one of the driving forces behind enhanced categorical perception 
in musicians.

Speech segmentation is also fundamental to speech comprehension 
as is clearly exempliied when learning a foreign language that is irst 
perceived as a continuous stream of nonsense words. François and 
colleagues (2013) used a longitudinal approach over two school-years with 
8 years old children to examine the impact of music compared to painting 
training on the ability to extract “words” from a continuous stream of 
meaningless sung syllables. Implicit recognition of meaningless words 
steadily increased over the two years of music but not of painting training 
and this was associated with modulations of a frontally distributed N400 
component (FN400).

At the segmental level (consonants, vowels and syllables), music training 
is correlated to the discrimination of Mandarin tones in native English-
speakers (Lee & Hung, 2008) and of lexical tones in Italian speakers 
(Delogu, Lampis & Belardinelli, 2010). Moreover, Marie, Delogu, Lampis, 
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Belardinelli & Besson (2011) showed that, at the cortical level, both lexical 
tone discrimination (as relected by the N200/N300 component) and 
higher-order decision processes (as relected by the P300b component) were 
more eicient in musicians than in non-musicians. Very recently, Dittinger 
et al (2018) tested the impact of musical expertise on the categorization of 
syllables that did (/p/, /b/) or did not (/ph/) belong to the French repertoire. 
Professional musicians outperformed non-musicians  when the task 
required the discrimination of non-native phonemes, and the diference 
between native and non-native phonemes, as relected by the N200 and 
P300 components, was larger in musicians than in non-musicians. Finally, 
in the study mentioned above, Habib et al (2016) also showed that music 
training improved the perception of syllabic duration in children with 
dyslexia.

At the supra-segmental level (words, sentences, discourse), early research 
showed that adult musicians and children with music training are more 
sensitive than non-musicians to linguistic prosody (e.g., inal pitch rise in 
sentences; see Besson and coll. 2011, for review) and to emotional prosody 
(Lima & Castro, 2011; but see Trimmer & Cuddy, 2008, for contrastive 
results). Follow-up studies by Moreno and coll. (2009) used a longitudinal 
approach to compare non-musician children (8-12 years old) before and 
ater 6 months of music or painting training. Results showed enhanced 
perception of prosodic intonation only in the music group, together with 
better reading abilities of complex words.

At the phonological level, there is evidence that musical abilities are 
predictive of phonological skills in children (Anvari, Trainor, Woodside 
& Levy, 2002) and in adults (Slevc & Miyake, 2006). hese results, based on a 
cross-sectional approach, are in line with those of a longitudinal study with 
6-7 years old children showing that two months of rhythm-based training 
produced roughly comparable enhancements on a variety of standardized 
tests of phonological processing than an equivalent amount of training 
of phonological skills (Bhide, Power & Goswami, 2013). hey are also in 
line with the conclusions of an interesting meta-analysis of longitudinal 
studies conducted by Gordon, Fehd & McCandliss (2015) showing that 
music training signiicantly improved phonological awareness skills, even 
if the efect sizes were small. By contrast, these analyses also revealed that 
the evidence for an impact of music training on reading had not yet been 
convincingly demonstrated.

At the syntactic level, Jentschke & Koelsch (2009) reported that, 
as expected, violations of harmonic structures elicited larger cortical 
responses in musically trained children than in controls. More 
surprisingly, violations of linguistic structures also elicited the largest 
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efects in musically trained children, which was taken as evidence that 
the automatic processing of linguistic syntactic structures developed 
faster in children with than without music training, possibly because 
syntax relies on similar processes in both music and language or because 
musically-trained children made better use of the prosodic and rhythmic 
cues that constrain syntactic constructions (Cason & Schön, 2012). 
Results by Gordon et al (2014) also support this interpretation: children 
with stronger rhythmic abilities also showed higher grammatical 
competence, as measured by their ability to produce sentences with 
relevant grammatical constructions. Taken together, these results are 
in line with early indings using fMRI and showing that Broca’s area is 
activated when processing music as well as linguistic syntax (Maess et al, 
2001), that is, when processing structured sequences of events that unfold 
in time, independently of whether these events form linguistic sentences 
or musical phrases.

Finally, at the semantic level, Dittinger and collaborators, recently 
provided evidence that novel word learning was faster and more eicient 
in professional musicians (Dittinger et al, 2016), in children with music 
training (Dittinger et al, 2017) and, although the diferences were 
smaller, in older musicians (Dittinger et al, submitted.) than in controls. 
Speciically, participants were irst asked to learn the meaning of mono-
syllabic haï words through picture-word associations (see Figure 1). 
A frontal N400 component (FN400), taken as an index that words had 
acquired meaning (Mestres-Misse, Rodriguez-Fornells & Münte, 2007), 
developed ater only 3 minutes of training which clearly relected fast 
brain plasticity. Importantly, the N400 developed faster in musicians 
than in non-musicians (see Figure 2). To test whether participants had 
learned the associations, a matching task was used in which picture-word 
pairs were presented that matched or mismatched those learned in the 
learning phase. Finally, to test for semantic generalization, new pictures 
(not seen before in the experiment) were presented that were semantically 
related or unrelated to the newly-learned words (see Figure 1). In both 
the matching and semantic tasks, the N400 efect (i.e., the diference 
between mismatching/unrelated and matching/related words) was larger 
in musicians than in non-musicians (see Figure 3). As typically found in 
the literature, the N400 efect was larger over centro-parietal regions in 
musicians but it was more frontally distributed in non-musicians. his 
was taken as evidence that musicians were more eicient at integrating 
the meaning of novel words into semantic networks than non-musicians 
and this was in line with their higher level of performance in the semantic 
task.
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Figure 1. Schematic representation of the experimental procedure that included a 
learning phase and a test phase (see text for details). 

Figure 2. Event-Related Potentials (ERPs) recorded in the learning phase, when children 
with music training, professional young musicians and elderly musicians (top row) and 
non-musician controls (bottom row) learned the meaning of novel words through picture-
word associations. ERPs recorded at the central site (Cz) to the words are compared between 
the irst and the second learning blocks and the diferences are signiicant for the N200 
and N400 components in musicians but not in non-musicians. Topographical maps are 
presented to illustrate the diferences in scalp distribution of these components between 
Block 1 and Block 2 of the learning phase. On this igure and on the next one, time is on 
the abscissa (in milliseconds, ms) and the amplitude of the efects is on the ordinate (in 
microvolts, µV). 
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Figure 3. ERPs recorded in the test phase, when children with and with no music 
training (top row), professional young-adult musicians and non-musician adults 
(middle row) as well as elderly musicians and elderly controls (bottom row) and non-
musician controls (bottom row) performed the matching task (let columns) and the 
semantic task (right columns). ERPs recorded at the parietal site (Pz) are compared 
between words that matched or mismatched the picture association learned previously 
in the matching tasks as well as between words that were semantically related or 
unrelated to new pictures. In both tasks and in the three groups of participants, efects 
on the N200 and N400 components were overall signiicantly larger in musicians than 
in controls. Topographical maps are presented to illustrate the scalp distribution of 
the efects. 

How can we account for these effects and more generally for the 
inf luence of music training at various levels of language processing? Two 
main interpretations, the cascade and multi-dimensional interpretations, 
have been proposed. Following the cascade interpretation (bottom-up), 
increased sensitivity to low-level acoustic parameters such as pitch or 
duration, that are common to music and speech, drives the inf luence of 
music training at different levels of language processing (e.g., phonetic, 
phonologic, prosodic, syntactic and semantic; Wong, Skoe, Russo, Dees, 
& Kraus, 2007; Besson et al, 2011; Dittinger et al, 2016). In other words, 
because musicians perceive speech sounds better than non-musicians, 
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they are more sensitive to prosodic cues such as pitch and rhythm and 
they form more accurate phonological representations. This, in turn 
(hence the cascade), increases the stability of lexical representations 
and facilitates the construction of syntactic structures, word learning 
and semantic processing.

Following the multi-dimensional interpretation (top-down), that 
shares several aspects with the OPERA hypothesis proposed by Patel 
(2014), both language and music are processed in interaction with other 
cognitive, emotional and motor abilities. For instance, playing a music 
instrument is a multi-dimensional ability that requires auditory and 
visual perception (auditory processing of sounds and visual processing 
of notes on the score), auditory-visuo-motor integration (playing and 
hearing the notes visually presented on the score), selective and divided 
attention (focusing attention on one’s own instrument and dividing 
attention between the diferent instruments of the orchestra and the 
conductor…), motor control (posture and ine movements of the hands, 
elbow, lips…), memory (playing musical pieces by heart is common 
practice in professional musicians), cognitive control (executive 
functions, such as cognitive lexibility, inhibitory control and working 
memory, see Zuk, Benjamin, Kenyon & Gaab, 2014) and emotion (as 
relected by the interpretation of the musical piece). hus, it may come 
as no surprise that extensive training of these diferent abilities in 
musicians, from auditory perception to cognitive control, facilitates 
various levels of language processing. In this respect the cascade and 
multi-dimensional hypotheses are complementary with both bottom-
up and top-down processes probably at play to various degrees in most 
experimental designs. Results of speech in noise perception experiments 
also support this view, by showing that the idelity of the brainstem 
response is correlated with the ability to hear speech in noise that, in 
turn, is correlated with auditory working memory, thereby pointing to 
both bottom-up and top-down inluences between the subcortical and 
cortical levels of speech processing (e.g., Kraus, Strait & Parbery-Clark, 
2012).

Directly related to the issue raised in this second section, the results 
reviewed above clearly demonstrate that the various language processing 
levels that have been examined so far (categorical perception, speech 
segmentation, phonology, syntax and semantics) are not impermeable to 
the inluence of music expertise and music training. It is therefore unlikely 
that language functions as an informationally encapsulated module, 
independently from other cognitive abilities.
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4. CONCLUSION

Science is a never-ending process and more experiments are clearly 
needed to better understand the inluence of music expertise and music 
training on language processing at the behavioral level, by testing groups 
of participants with wide range of musical abilities, by using standardized 
tests when they are available and by trying to control for the efects of 
the many diferent factors that can inluence the results (the task at hand, 
socio-economic status, bilingualism…) using diferent statistical analyses 
based, for instance, on structural equation modelling. At the brain level, 
approaches based on structural and functional connectivity and, may be 
more importantly, on efective connectivity as derived from computational 
modelling, are very promising avenues for future research.

Another issue that we did not address here is whether the many 
associations between music expertise and the various levels of language 
processing reviewed above are causally linked to music training. Indeed, 
some authors have argued that children with good music aptitudes 
(Swaminatha & Schellenberg, 2017) or with higher intelligence (IQ, 
Schellenberg, 2011) are more likely to take music lessons than children 
with lower music aptitudes or IQ scores. While this may be the case, 
results of longitudinal studies have also shown that music training can 
causally inluence language processing. For instance, non-musician 
children trained with music for six or 12 months showed improved pre-
attentive processing of segmental cues (vowel duration and voice-onset-
time; Chobert et al, 2014) as well as increased perception of prosodic cues 
and better reading of complex words (Moreno et al., 2009) compared to 
children trained with painting. Taken together, these results and others 
suggest that both nature and nurture contribute to the strong inluence of 
music training on language processing.

Based on the above, we would like to point out what we consider as 
two major advances in the sciences of language. First, as a global system, 
language can no longer be considered as an autonomous “mental organ” 
(Pinker, 1994) relying on speciic, dedicated processes (Fodor, 1983). 
Rather, current evidence favors the view that language comprehension 
and production are processed in interaction with other cognitive 
abilities such as attention, memory, emotions and actions (Fodor, 2000). 
As nicely written in the article by Tremblay & Dick (2016) that motivated 
this special issue: “As a ield, we need to study the interactions between 
language and other functional systems in order to fully understand the 
neurobiological underpinning of human language and language disorders, 
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and the degree to which it is dependent upon various other cognitive, 
sensorimotor and emotional processes, all of which must come together to 
put language into action.”

Second, while we are still far from understanding the mind-brain 
relationship and how neuronal assemblies can produce thoughts, language 
and music…, advances in brain imaging methods allow us to go beyond 
the localizationist idea of one-to-one mapping between structures and 
functions (Gall, 1835; Broca, 1863) to address the much more complex, but 
probably more realistic view of many functions for one structure and many 
structures for one function (Park & Friston, 2013). his is also relected in 
the evolution of the neurobiological models of language, from static boxes 
connected with stable arrows to dynamic brain networks, à la Facebook, 
with the strength of connections, nodes and hubs strongly and rapidly 
luctuating over time to consider all available information at particular 
moment in time (Friederici & Singer, 2015; Hagoort, 2014; Hickok 
&  Poeppel, 2007). he convergence in the evolution of philosophical, 
linguistics and cognitive neuroscience approaches makes us very optimist 
that a “true” interdisciplinarity is born that will go beyond the old debates 
to open new perspectives on the complex mind/brain problem.
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