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Bacterial Gene Swapping in Nature
Robert V. Miller

In the wild, many microbes routinely swap DNA

and pick up new traits. Might genetically engi-

neered cells released to clean up toxic wastes, kill

pests or perform other services transfer their tai-

lored genes to other organisms, with unwanted

consequences? This biologist assesses the risks.

The Architecture of Life
Donald E. Ingber
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Geologically stable mudflats that form a blanket

hundreds of meters thick on the floor of the deep

ocean might be an ideal place to dispose safely of ra-

dioactive materials from nuclear reactors and dis-

mantled weapons. The idea horrifies some environ-

mentalists, but here are reasons why it deserves addi-

tional scientific investigation.
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As one of the discoverers of nuclear fission, physi-

cist Lise Meitner should have shared in the 1944

Nobel Prize with her chemist colleague Otto Hahn.

But wartime political oppression and anti-Semitism

obscured her full contributions.
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An instantaneous flash of laser light can set up ul-

trasonic vibrations lasting just trillionths of a sec-

ond. Industrial engineers are now learning how to

put these all but imperceptible sound waves to

work in sonar systems that can probe thin semi-

conductor films or other materials for flaws.

Picosecond Ultrasonics
Humphrey Maris

Although Leonardo da Vinci sketched many in-

ventions in his notebooks, almost none went into

production during his lifetime. At least one may

have, however: the wheellock, a device that sup-

plied a spark to gunpowder in firearms.

Leonardo and the Invention
of the Wheellock
Vernard Foley

Doctors and patients ascribe healing powers to

many treatments that have no direct physiological

influence on a malady. This placebo effect, in

which the very act of undergoing treatment aids

recovery, has generally been disparaged by medicine,

but more effort could be made to harness it.

The Placebo Effect
Walter A. Brown

Visit the Scientific American Web site

(http://www.sciam.com) for more informa-

tion on articles and other on-line features.

Of the dozens of spacecraft sent to explore the so-

lar system, only Ulysses has veered far from the

ecliptic, the thin disk containing the planets. Now

looping over the sun’s poles in an orbit as wide as

Jupiter’s, Ulysses has a unique view of the solar

wind that is advancing stellar astrophysics.
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Arecent stamp of acceptance given to acupuncture by the National 
Institutes of Health lends extra currency to this month’s article 
“The Placebo Effect,” by Walter A. Brown (page 90). A review

panel organized by the NIH has endorsed the use of acupuncture as an al-
ternative or complementary treatment for a miscellaneous host of ail-
ments, including nausea from chemotherapy, lower back pain, dental
pain, asthma, tennis elbow and carpal tunnel syndrome.

This development will not end the controversy over acupuncture’s pur-
ported benefits, nor should it. Critics have argued that the review panel,
while independent, lacked any voices sufficiently skeptical of the claims
for acupuncture. And the panel itself recognized that better, more thor-

ough trials are needed to test the
technique’s real therapeutic benefit.
The best that can be said at present is
that against some medical condi-
tions, acupuncture seems to do no
harm and may bring relief, although
no one has more than a vague idea
of how.

The 2,500-year-old premise of
acupuncture is that invisible qi

energy flows through meridians in
the body and that imbalances in this
flow cause sickness. Acupuncture
needles, positioned just so, restore
the harmonious balance of qi. It is a
lovely concept—and it is completely
irreconcilable with empirical science.
(Whether it corresponds metaphori-

cally to some other physical or psychological dynamic affecting health is
an argument for another time.) But if acupuncture does empirically
demonstrate some benefit, if only as a palliative, then the mechanisms of
its action will prove interesting to deduce. Some studies have shown that
acupuncture raises the body’s levels of natural painkillers like endorphins.
That could explain the ultimate source of the relief, but it doesn’t explain
why needles in the skin should bring it or why some acupuncture points
would be more appropriate than others.

One possibility is that acupuncture works through the placebo effect.
The label “placebo” has often become a dismissive excuse not to think
further about why many treatments bring relief as well as they do. Place-
bos may act psychologically, but it would still be undeniably interesting
and valuable to know how a psychological phenomenon can mediate or-
ganic changes. Walter Brown argues that physicians should be open to
employing placebos prudently when dealing with ailments that cannot be
treated more directly, effectively or safely by traditional means. The medi-
cal sciences, after all, are still only part of the healing arts.
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TOTAL RECALL

Thank you for publishing Elizabeth

Loftus’s article “Creating False

Memories” [September 1997]. People

need to be educated about the pain that

can be caused by overzealous thera-

pists. In June 1991 our then 30-year-

old daughter began seeing a therapist

for depression following her divorce.

After seeing her for less than a month,

this man analyzed her dreams and told

her that the depression was from re-

pressed memories of sexual abuse.

Since then, she has broken all contact

with us. Her siblings, however, do not

believe the accusations. We have not

only been falsely accused of a horrible

crime, we have also lost a child.

HELEN DAVIS
Logansport, Ind.

Loftus’s interesting article may leave

readers with the impression that most

allegations of abuse are inculcated by

manipulative therapists. My daughter,

who has Down syndrome, was molest-

ed for four years by her father, my ex-

husband. Although I had begun to sus-

pect him from her sexualized behavior

and from the fact that there were no

other opportunities in her protected life

for sexual abuse to occur, it was impos-

sible for me to believe that her father

would do such a thing until I heard my

daughter explicitly describing one of his

acts and crying softly to herself that she

loved him, that it couldn’t be “that

bad.” We are all capable of embellish-

ing the truth and, in some cases, invent-

ing it under the power of repeated sug-

gestion. But to make any generalizations

about the incidence of child abuse based

on a few spectacular cases of unscrupu-

lous therapists is unfair to the many

children who have been molested.

Name withheld by request

Loftus replies:
As Davis poignantly recounts, being

falsely accused of sexual abuse and then

losing a child are among the most pain-

ful experiences a parent can endure. The

mother of the abused daughter also de-

scribes another agonizing life experience,

that of slowly learning that her child was

molested for years. Thousands of peo-

ple, both parents and children, have

needlessly suffered both abuse and false

accusations of abuse. These letters re-

mind us of two crucial endeavors: ap-

preciating and curbing the madness of

“memories” induced by suggestive ther-

apy and devoting badly needed atten-

tion to the real horror of child abuse.

SINGING SANDS

As a youngster, I remember hearing a 

popular song that I thought was

called “The Singing Sands of Alamosa.”

For many years, I asked people if they

recalled the song or knew that sands

“sing,” as described in “Booming Sand,”

by Franco Nori, Paul Sholtz and Michael

Bretz [September 1997]. Even my wife

began to look doubtfully at me, as she

had never heard the song or the sands.

A bit of library research revealed that

the song was in the score of the 1942

movie Always in My Heart, with music

by Bert Reisfeld and lyrics by Kim Gan-

non. It was recorded by Alvino Rey, a

singer of the 1940s. I wonder if any of

them ever heard the sands sing.

SIDNEY S. JACOBSON
Chester, N.J.

POLITICS OF BASEBALL

Alan M. Nathan’s discussion of base-

ball pitches [Working Knowledge,

September 1997] reminded me of an in-

cident that occurred while I was pitching

for the Washington Senators in 1969. It

was the beginning of spring training,

and Ted Williams was our new manag-

er. Ted was fond of pointing out that

pitchers were dumber than spaghetti. To

prove it, he gathered all the pitchers to-

gether and challenged us: “I’ll bet not

one of you knows what makes a curve-

ball curve.” (Ted knew because he had

learned about airflow as a fight-

er pilot during World War II.) I

felt I had to defend pitchers, so I

blurted out the explana-

tion. This was followed

by dead silence. Looking

back on it, I suppose my surprising the

new manager this way wasn’t a career-

enhancing move. Maybe I was dumber

than spaghetti after all.

DAVID G. BALDWIN
San Diego, Calif.

AIDS TREATMENT

Iread with interest the article by

Stephen J. O’Brien and Michael Dean,

“In Search of AIDS-Resistance Genes”

[September 1997]. It struck me that one

therapeutic option seems to have been

overlooked. Would it not be less fraught

with complication to find a therapeutic

agent that would irreversibly bind to the

crucial CCR5 binding site on the HIV

particle itself, thus preventing its bind-

ing to normal CCR5 receptor sites on

the macrophages, which could then be

left to perform their otherwise normal

immune functions?

KOEN O. LOEVEN
Woodbury, Conn.

O’Brien and Dean reply: 
The suggestion to target the CCR5

binding site of HIV with a blocking agent

is a reasonable one, but it has some po-

tential difficulties. The exact region of

HIV that interacts with CCR5 is not

known. Also, HIV unfortunately tends

to evolve genetic resistance to immune

factors such as antibodies and sensitized

T lymphocytes and would likely do the

same for synthetic blocking agents.

RIFKIN REDUX 

As to the August 1997 profile of Jere-

my “We Will Not be Cloned” Rif-

kin [“Dark Prophet of Biogenetics,” by

Gary Stix, News and Analysis]: he is

right. Jeremy Rifkin should not be

cloned. One is enough.

WILLIAM SHEELEY
Phoenix, Ariz.

Letters to the editors
should be sent by e-mail to

editors@sciam.com or by post
to Scientific American, 415

Madison Ave., New York, NY
10017. Letters may be edit-
ed for length and clarity.

Letters to the Editors8 Scientific American January 1998
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ACE CURVEBALL PITCHERS,
like Bert Blyleven, who played

for the Minnesota Twins, exploit
aerodynamics to surprise batters.
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JANUARY 1948
THE NEW SCIENTIFIC AMERICAN—“Under new own-

ership and a new board of editors, the 103-year-old Scientific
American is to become a magazine of all the sciences, cover-

ing the physical, biological and social sciences as well as their

more significant applications in medicine and engineering.”

AIRBORNE PROSPECTING—“Until recently geophysicists

researching the earth’s magnetic field sent out survey parties

with a magnetometer. Frequently the party had to hack its

way through the bush to collect data. It was slow, expensive

work. Today geophysicists can use a dramatic refinement of

this old method—the airborne magnetometer. Carried by an

airplane traveling at 125 miles per hour at an altitude of up

to 1,500 feet, the airborne magnetometer can deliver accu-

rate data on new oil and mineral resources at a rate of up to

10,000 square miles per month.”

JANUARY 1898
EDISON’S OBSESSION—“The remarkable process of crush-

ing and magnetic separation of iron ore at Mr. Thomas Edi-

son’s works in New Jersey shows a characteristic originality

and freedom from the trammels of tradition. The rocks of

iron ore are fed through 70-ton ‘giant rolls’ that can seize a

5-ton rock and crunch it with less show of effort than a dog

in crunching a bone. After passing through several rollers

and mesh screens, the finely crushed material falls in a thin

sheet in front of a series of magnets, which deflect the mag-

netic particles containing iron. This is the latest and most

radical development in mining and metallurgy of iron.” 

RADICAL SURGERY—“The catalog of brilliant achieve-

ments of surgery must now include the operation performed

by Dr. Carl Schlatter, of the University of Zurich, who has

succeeded in extirpating the stomach of a woman. The pa-

tient is in good physical

condition, having sur-

vived the operation three

months. Anna Landis

was a Swiss silk weaver,

fifty-six years of age. She

had abdominal pains,

and on examination it

was found that she had a

large tumor, the whole

stomach being hopeless-

ly diseased. Dr. Schlatter

conceived the daring and

brilliant idea of remov-

ing the stomach and

uniting the intestine with

the oesophagus, forming

a direct channel from the

throat down through the intestines. The abdominal wound

has healed rapidly and the woman’s appetite is now good,

but she does not eat much at a time.”

VERNE SURPASSED—“When Jules Verne wrote his fasci-

nating book, ‘Around the World in Eighty Days’ [1873], he

aimed to show the utmost that could be accomplished by the

means of transportation of his day. A quarter of a century

later we are near the day when the ordinary tourist can make

the trip in less than half of eighty days. The Russian minister

of communication has stated that when the great Trans-

Siberian railroad is opened, early in the twentieth century, the

tour of the world can be completed in thirty-three days.”

JUMPING FISH—“The most interesting examples of am-

phibious fishes are found among the Gobies of the tropics.

Our illustration is of a ‘mudskipper’ of the genus Perioph-

thalmus. The head of this fish is large, the eyes conspicuous

and protruding, the pectoral fins powerful, resembling legs

more than fins and enabling it to jump along sands or muddy

shores. When pursued they prepare to escape by taking to

the land rather than to the water.”

JANUARY 1848
THE OPIUM TRADE—“A committee in the British House

of Commons reports the entire value of imports into China

as $43,296,782, of which twenty-three million dollars are

paid for opium. Large quantities are used in other countries,

Siam, Hindostan, &c. Its horrid effects are seen in the sallow,

sunken cheeks, the glassy, watery eyes, the idiotic look and

vacant stare, and all the loathsome ruin that vice can bring

upon the human body and soul.”

VELOCITY OF LIGHT PROVED—“The eclipses of the

moons of Jupiter had been carefully observed and a rule was

obtained, which foretold

the instants when the

moons were to glide into

the shadow of the planet

and disappear, and then

appear again. It was

found that these appear-

ances took place sixteen

minutes and a half soon-

er when Jupiter was on

the same side of the sun

with the earth than when

on the other side; that is,

sooner by one diameter

of the earth’s orbit, prov-

ing that light takes eight

minutes and a quarter to

come to us from the sun.”

50, 100 and 150 Years Ago

5 0 ,  1 0 0  A N D  1 5 0  Y E A R S  A G O

10 Scientific American January 1998

On land, a strange fish pounces on its prey
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The 1997 Nobel 
Prizes in Science
The achievements recognized by the Nobel Foundation in Stockholm 
span the range from controversial theory to well-grounded experiment

14 Scientific American January 1998 The 1997 Nobel Prizes in Science

Special Briefing

PHYSICS

LASER-COOLED ATOMS

STEVEN CHU
Stanford University

CLAUDE COHEN-TANNOUDJI
Collège de France and École

Normale Supérieure

WILLIAM D. PHILLIPS
National Institute of Standards and

Technology, Maryland

This year’s physics prize rewards
those who found a way to trap neu-

tral atoms and then cool them to within
a whisper of absolute zero. The idea had
existed at least since the 1970s, when re-
searchers proposed using lasers and mag-
netic and electrical fields to trap charged
particles such as beryllium ions. Trap-
ping neutral particles, however, is much
more difficult because they do not feel
the effects of electromagnetic fields.

In 1985 Steven Chu, then at Bell Lab-

oratories in Holmdel, N.J., and his col-
leagues placed sodium atoms in a vacu-
um chamber and surrounded them with
six laser beams. The force exerted by
the laser photons slowed the atoms.
Chu found that the “optical molasses”
chilled the atoms to 240 microkelvins
(240 millionths of a Celsius degree
above absolute zero), slowing them to
about 30 centimeters per second (atoms
in a room-temperature gas, in contrast,
zip along at more than 100,000 cen-
timeters—one kilometer—per second).

Unfortunately, gravity caused the
slowed atoms to fall out of the optical
molasses in about a second. William D.
Phillips and others found that magnetic
fields could affect the internal energy
levels of atoms and hence exert a weak
trapping force. In 1988 Phillips modi-
fied the optical molasses setup to in-
clude a slowly varying magnetic field
above and below the point where the
laser beams intersected. As a result,
atoms were trapped for much longer.

Surprisingly, Phillips found that the
magneto-optical trap could achieve a
temperature of 40 microkelvins, much
lower than the limit calculated by previ-
ous workers. Claude Cohen-Tannoudji
and his colleagues explained how such
deep cooling took place and showed
that it could go even further: his team
chilled helium atoms to 0.18 micro-
kelvin. The cooling occurred because
atoms can assume a “dark state,” that
is, a state in which they do not react to
light. In that condition, a cooled atom
is more likely to remain still.

Researchers have refined these cool-
ing techniques over the years. For in-
stance, the method called evaporative
cooling ejects the hotter, more energetic
atoms out of the trap. The technique
led in mid-1995 to the creation of the
Bose-Einstein condensate: atoms so cold

that they act in unusual, collective ways.
The ability to control matter with

light may lead to several applications.
One is making more accurate clocks.
Roughly speaking, slow-moving atoms
could be excited so as to emit photons
with frequencies so well defined that they
could serve as a time standard. In prin-
ciple, such timepieces would be 100 to
1,000 times more precise than existing
atomic clocks, which lose no more than
one second every million years. Trap-
ping with lasers has also led to devices
such as “optical tweezers,” which can
manipulate material as small as DNA
strands, and to ultraprecise atom inter-
ferometers, which give atoms two paths
to reach the same point and are often
used to explore fundamental physics.

From Scientific American
Cooling and Trapping Atoms. W. D.

Phillips and H. J. Metcalf, March 1987.

Laser Trapping of Neutral Particles.

Steven Chu, February 1992.

Accurate Measurement of Time. W. M.

Itano and N. F. Ramsey, July 1993.

CHEMISTRY

THE MECHANISM OF LIFE

PAUL D. BOYER

University of California at Los Angeles

JOHN E. WALKER

Medical Research Council

Laboratory of Molecular Biology,

Cambridge, England

JENS C. SKOU
Aarhus University, Denmark

Living cells need the energy in the
compound adenosine triphosphate

(ATP) to power their essential func-
tions. And they need a lot of it: every

OPTICAL MOLASSES of six laser beams
can slow atoms. Magnetic fields keep the
atoms trapped and enable deeper cooling.

TRAPPED
ATOMS

MAGNETIC
FIELD
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PHYSIOLOGY OR MEDICINE

THE PRION PROPONENT

STANLEY B. PRUSINER

University of California
at San Francisco

The 1997 Nobel Prize in Physiology
or Medicine goes to Stanley B. Pru-

siner, for his controversial “pioneering
discovery” that a new type of infectious
agent called a prion can cause an impor-
tant group of fatal diseases. In these mal-
adies, called transmissible spongiform
encephalopathies (TSEs), the brain devel-
ops a spongy appearance. They include
“mad cow” disease, scrapie in sheep, and
Creutzfeldt-Jakob disease and kuru in
humans. The diseases can be transmit-
ted between species by injecting infected
brain tissue into a recipient animal’s

brain. TSEs can also spread via tissue
transplants and, apparently, food. Kuru
was common in the Fore people of
Papua New Guinea when they practiced
ritual cannibalism, and mad cow disease
is believed to have spread in the U.K.
because cattle were fed unsterilized bone-
meal from cattle carcasses.

Moved by the death of a patient to
study Creutzfeldt-Jakob disease, Prusiner
became interested in the early 1970s in
the then heretical notion that the TSE
agent lacks both DNA and RNA, the
nucleic acids that constitute the genes of
all other pathogens. One clue was that
although nucleic acids are usually sensi-
tive to radiation, infectious TSE prepa-
rations were highly resistant.

In 1982, after failing to detect genes
that might point to a virus in infectious
extracts, Prusiner named the enigmatic
TSE agent a prion, for “proteinaceous

infectious particle.” He isolated a dis-
tinctive prion protein and proposed that
TSEs can be triggered by it alone.

In the 15 years since, he and others
have established the essential role of pri-
on protein in TSEs. The Nobel Assembly
at the Karolinska Institute in Stockholm
has recognized the “unwavering” Prusi-
ner for finding “a new biological princi-
ple of infection.” The insight might allow
the development of treatments.

Yet the idea that prion protein alone
prompts TSEs still lacks unambiguous
proof [see box on next page]. Only fur-
ther experiments will reveal whether the
Nobel Assembly was hasty.

From Scientific American
The Prion Diseases. Stanley B. Prusiner,
January 1995.

Deadly Enigma. Tim Beardsley in News
and Analysis, December 1996.

day a resting adult consumes
roughly half of his or her body
weight—about 40 kilograms—
in ATP. Body weight does not

fluctuate wildly, though, because
cells can regenerate their stores of

ATP from its breakdown products.
The recipients of this year’s chemistry
Nobel have uncovered critical details
about an important way in which
ATP is used and how the recycling
process works.

For the latter accomplishment, one
half of the prize was split between Paul
D. Boyer and John E. Walker. Boyer and
Walker have studied how the enzyme
known as ATP synthase catalyzes the
formation of ATP from adenosine di-
phosphate, or ADP.

The interchange between ATP and
ADP is crucial for providing a continual
input of energy to the cell. When one of
the high-energy phosphate bonds in ATP
breaks, energy is released and diverted
to tasks such as muscle contraction, the
transport of ions across cell membranes
or the synthesis of new compounds. Cells
convert ADP back to ATP by re-form-
ing the phosphate bond with the help of
ATP synthase.

Boyer’s research work, which began
in the 1950s, focused on the mecha-
nism by which ATP synthase assists in
the formation of ATP. The enzyme con-
sists of several subunits, which Boyer
determined work together like gears,
first attaching to ADP and a phosphate
group and then churning out ATP. Walk-
er’s efforts to clarify the three-dimension-
al structure of ATP synthase verified

this mechanism conclusively in 1994.
The second half of the prize was

awarded to Jens C. Skou for his discov-
ery in 1957 of the enzyme sodium, po-
tassium-stimulated adenosine triphos-
phatase (Na+, K+-ATPase). This protein
breaks down ATP and uses the liberat-
ed energy to transport sodium and po-
tassium ions across cellular membranes,
maintaining the proper balance inside
the cell. With this finding, Skou became
the first to identify an enzyme that con-
trols the movement of ions across the
cellular membrane. Later, other so-called
ion pumps were identified. Because they
typically regulate vital processes, they
have become targets for many medica-
tions. For instance, drugs to treat stom-
ach ulcers work by interfering with the
ion pump that controls the release of
hydrochloric acid in the stomach.

ATP CATALYSIS begins when protons pass through the part of the enzyme ATP
synthase that lies in the cell membrane, causing it to turn (left). The central core (red)
then rotates inside the top half of the enzyme (purple). This region holds an ATP molecule
(1) and pulls in ADP and an inorganic phosphate group, Pi (2). As the core rotates, the
subunit with ATP loosens, and the section holding ADP closes (3). The original ATP
molecule is released, and a new one is formed from ADP (4). The cycle repeats.
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Nobel prizes are usually awarded for achievements that
have won universal acceptance. This time the Nobel As-

sembly in Stockholm broke with that tradition. In awarding
the 1997 prize in physiology or medicine to Stanley B. Prusiner,
the assembly honored the chief architect of a startling biolog-
ical theory that is still not accepted by some experts.

In the 1970s Prusiner adopted an earlier speculation that
TSEs could be caused by a protein acting alone. In the mid-
1980s the theory edged into the mainstream when he and oth-
er researchers established that all mammals, so far as anyone
knows, have naturally in their cells a gene encoding the prion
protein. Normally, the gene gives rise to a harmless form of the
protein. But this form apparently
sometimes flips into a variant shape,
which is insoluble and is often found
in the brains of TSE victims. 

Prusiner’s theory holds that if some
of the insoluble form finds its way
into a mammal’s brain, it can encour-
age the normal form to change into
the supposedly pathological insolu-
ble variant. One notable experiment,
performed by Charles Weissmann of
the University of Zurich, showed that
genetically engineered mice lacking
the prion protein gene are immune to
infection with TSEs. Later he demon-
strated that if brain tissue with the
prion protein gene is grafted into such
mice, the grafted tissue—but not the
rest of the brain—becomes suscepti-
ble to TSE infection. 

Yet perplexities remain. Nobody
knows, for example, why 100,000 in-
soluble prion protein molecules are
needed to form an infectious dose. Furthermore, although the
insoluble form can be made soluble and then regenerated, this
reconstituted insoluble material is no longer harmful. Nor is it
clear why, according to Laura Manuelidis of Yale University,
the infectious component in a brain extract seems to consist
of particles that contain only a small fraction of the allegedly
pathological prion protein.

Manuelidis believes TSEs are actually transmitted by viruses.
She points out that infectious TSE preparations do contain
RNA sequences. But because nobody has been able to implicate
the RNA in infectivity, most researchers dismiss it.

Prusiner and his associates point to experiments that sug-
gest that if there is any essential DNA or RNA in a prion, the
amount must be less than 100 bases—too few for a normal
gene and therefore evidence of a new type of infection. Crit-
ics note, however, that such estimates rely on a highly inaccu-
rate assay for infectivity—waiting to see whether injected
mice get sick. So, they argue, a small undetected gene could
in fact be hiding inside a prion.

A small gene within the prion might help explain the abid-
ing mystery of strains. Many TSEs exist in distinguishable vari-
ants, even in animals that have identical innate prion protein
genes. Prusiner’s theory supposes that insoluble prion protein

can assume a variety of different shapes, each able to replicate
itself. Skeptics find that hard to believe.

According to Prusiner, experiments performed in his labo-
ratory with transgenic animals clinch his theory. People with
some specific mutations in their prion protein gene have an in-
creased chance of developing a TSE, perhaps because their
particular version of the healthy prion protein flips by itself
into the bad form. Prusiner has made mice that produce large
amounts of a mutant prion protein found in inherited cases
of a human TSE. These engineered mice develop a TSE-like
disease spontaneously. What is more, their brain tissue can
transmit brain disease to other mice that have been genetical-

ly engineered to be especially receptive.
Yet Byron W. Caughey of Rocky

Mountain Laboratories observes that the
amount of infectivity in the brains of the
spontaneously sick mice is “many orders
of magnitude lower” than that found in
brains clearly infected with a diagnosed
TSE. And Caughey’s colleague Bruce
Chesebro, who disputes the prion theo-
ry, notes that the brains of the sponta-
neously ill mice in Prusiner’s experiments
contain undetectable amounts of the sup-
posedly crucial insoluble prion protein.

Even more troubling, the spontaneous-
ly sick mice failed to transmit disease
convincingly to normal, unengineered
mice. Chesebro believes the sponta-
neously ill mice in Prusiner’s tests did not
have a genuine TSE.

Mystery also surrounds how the
healthy form of prion protein converts
into the insoluble form. Caughey and
others have converted small amounts in

a cell-free experiment. But some extract from an infected brain
always has to be present, and there is no proof that the newly
created protein can itself bring about disease. Caughey ac-
knowledges that the added extracts might contain some vital
unknown ingredient. The final proof of the prion theory, re-
searchers agree, will come only when someone can make cer-
tifiably pure insoluble prion protein in a nonbiological system
and show that it induces a TSE. 

Some scientists in the antiprion camp worry that Prusiner’s
recognition will make it harder to fund experiments on alter-
native theories of TSEs. “Nobody wants to listen to anything
except prions,” Manuelidis complains. Prusiner has said his
scientific opponents are “throwing up roadblocks.”

But David Baltimore, president of the California Institute
of Technology, says determined investigators can usually find
some funding. And he believes researchers will feel that “as
the target gets bigger, nothing would be better than to knock
it off its pedestal.” Baltimore, who shared a Nobel Prize in
1975 for groundbreaking studies of retroviruses, believes
Prusiner’s work could lead to broadly important insights into
proteins. By honoring Prusiner, Baltimore adds, “we honor
the sort of renegade who is good for science.”

—Tim Beardsley in Washington, D.C.
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Can a Maverick Protein Really Cause Brain Disease?

HOLES IN BRAIN TISSUE
are left by Creutzfeldt-Jakob disease, a TSE.
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Risky Business

Derivatives may have won a Nobel, but are they really a
good idea? Companies have suffered huge losses trading

in the type of derivative financial products whose invention was
facilitated by the work of Fischer Black and the Nobelists.

Options and other derivatives—including futures, forwards
and swaps—are instruments for speculation as well as hedges
against a drop in an asset’s value. They can be used to bet
that the price of an asset will go up or down. Derivatives also
can have more of an effect on a portfolio than simply buying
or selling a stock or bond because of the leverage involved.
Last November, for instance, an investor could buy nearly $1
million in futures contracts on the Standard & Poor’s 500 In-
dex for about $40,000 down, less than 5 percent of the cost
of buying the stocks themselves. (A futures contract is an obli-
gation to buy a security on a certain date at a given price.)
Such leveraging can turn a relatively small amount of cash
into big gains or losses. If the
market drops by 20 percent,
the holder of the contracts
would have to come up with
almost $200,000 to match
the decline in value of the
underlying stocks.

Derivatives can be highly
complex financial instru-
ments. A security, for exam-
ple, may pay more interest as
rates drop. These offspring of
the era of Wall Street “rocket
science” may befuddle corpo-
rate treasurers and board

members, leaving them uncertain whether they have bought in-
surance or a lottery ticket. The big financial-center banks that
sell derivatives, moreover, may have an incentive to push a
product without clearly explaining the risks to a customer.
“You see a gap between the sophistication of Wall Street firms
and the client firms,” notes Suresh M. Sundaresan of the
Columbia University Graduate School of Business. “Because
bonuses on Wall Street are tied to transaction volume, this cre-
ates an obvious problem.”

One fear is that losses in the trading department of a large
bank, say, could cause a meltdown of the financial system, a
scenario that has sometimes prompted calls for stricter regula-
tion. Critics of government meddling note that these dire
warnings have never materialized. “The banks of the world
have lost an order of magnitude more money on real estate
than they’ll ever lose on derivatives,” says Merton H. Miller, a
Nobelist in economics from the University of Chicago, who
helped Scholes and Black get their original paper published.

Even if derivatives do pose
hazards, they create opportu-
nities for managing risks, even
for the average consumer.
Banks let a homeowner refi-
nance a mortgage at a lower
rate when interest rates fall be-
cause they can hedge their risk
by trading derivatives backed
by mortgages or government
bonds. The message behind
this frenzy of activity, Miller
says, is simple: “Derivatives
are here to stay, guys. Get
used to them.” —Gary Stix

ECONOMICS

WALL STREET ROCKET SCIENCE

IN A POCKET CALCULATOR

ROBERT C. MERTON
Harvard University

MYRON S. SCHOLES
Stanford University

The abstruse mathematical reasoning
behind the theory that wins the eco-

nomics Nobel is often far beyond the
grasp of all but a select few sophisticates.
Yet the work of the 1997 prizewinners
shared no such fate. In the early 1970s
Myron S. Scholes and his now deceased
collaborator, Fischer Black, had difficulty
finding a journal that would accept a pa-
per describing a differential equation for
pricing the value of stock options and
other securities that later came to be
called derivatives. Once published, how-
ever, the formula—which Robert C.
Merton helped to refine—gained imme-
diate acceptance. Within months, traders

began to use the Black-Scholes equation,
punching the required variables into cal-
culators to better analyze their buy-and-
sell orders.

Options and other derivatives are con-
tracts whose value is tied to an underly-
ing asset, such as a stock, bond or cur-
rency. An option gives the buyer the
right—but not the obligation—to buy or
sell a security at a given price during a
predetermined period. A put option,
which gives the right to sell a holding at
a certain price, functions as a kind of
insurance policy against a decline in the
market value of an investor’s assets. 

Using options to hedge against fluc-
tuations in the value of the yen would
allow a U.S. semiconductor manufac-
turer to concentrate on designing new
chips without having to worry about
how the vagaries of currency exchange
rates will affect its bottom line for sales
of new microprocessors in Japan. The
price of the option, called the premium,
is the cost the company pays to transfer

to another party the risk of a precipi-
tous fall in the value of the yen. Interest
in valuing options dates back at least to
1900, but no one had good methods
for determining what an option should
be worth, so it was difficult to under-
stand the risks that were involved in a
transaction.

Black and Scholes’s differential equa-
tion (related to a physics heat-transfer
equation) requires a set of variables, such
as current interest rates and the price of
the underlying stock, most of which are
available on the traders’ screens or even
from the pages of the Wall Street Jour-
nal. This pragmatic but quantitative ap-
proach to the valuation of a security
helped to usher in the era of the “rocket
scientist” as financial analyst—introduc-
ing the numerical skills of physicists and
mathematicians to Wall Street.

The Nobel Prize section was reported
by Tim Beardsley, Sasha Nemecek, Gary
Stix and Philip Yam.

1997 Nobel Prizes

CHICAGO BOARD OPTIONS EXCHANGE
is the world’s largest options market.

BR
A

D
 L

A
PA

YN
E 

Li
ai

so
n 

In
te

rn
at

io
na

l

Copyright 1997 Scientific American, Inc.



News and Analysis Scientific American January 1998      21

In December world leaders gathered in Kyoto,

Japan, to grapple with the growing threat of

global warming caused by the burning of fossil

fuels. To combat the surge in greenhouse gases—

chiefly carbon dioxide—researchers and policymakers

have called for energy conservation, taxes on carbon

emissions and the swift development of renewable

energy sources, such as wind and solar power. Still,

with nuclear energy out of favor and no easy replace-

ment for fossil fuels on the horizon, the rise in atmo-

spheric carbon dioxide might appear unstoppable.

But a growing number of scientists are pointing out

that another means of combating greenhouse warming may

be at hand, one that deals with the problem rather directly:

put the carbon back where it came from, into the earth.

The idea of somehow “sequestering” carbon is not new.

One method is simply to grow more trees, which take carbon

from the atmosphere and convert it to woody matter. Al-

though the extent of plantings would have to be enormous,

William R. Moomaw, a physical chemist at Tufts University,

estimates that 10 to 15 percent of the carbon dioxide prob-

lem could be solved in this way.

Other scientists, engineers and energy planners advocate

placing the carbon where it does not contact the atmosphere

at all. Howard J. Herzog of the Massachusetts Institute of

Technology, for instance, proposes pumping carbon dioxide

into the deep ocean. Although that tactic might be viewed as

exchanging one form of pollution for another, there are good

reasons to consider making the trade. The ocean contains at

least 50 times more carbon than the atmosphere does, so

adding the carbon dioxide from the burning of fossil fuels to

the sea would have a proportionally smaller effect.

Advocates of this fix also point out that much of the car-

bon dioxide now released finds its way into the ocean any-

way, disturbing the chemistry of the surface waters. Purpose-

fully placing it at greater depth should do less harm, because

hundreds of years would elapse before the dissolved carbon

dioxide mixed back toward the surface, a delay that would

buffer the otherwise sudden rise to worrisome levels. Herzog

and others will soon perform tests, perhaps off Hawaii, to in-
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vestigate how piping carbon dioxide into the deep ocean af-

fects that realm.

Rather than sequestering carbon dioxide in the sea, other
researchers argue the carbon should be returned to the ground.
Many natural gas deposits already contain huge quantities of
carbon dioxide. So it is unlikely that pumping in more would
harm the subterranean environment. And petroleum engi-
neers are already well versed in the mechanics of this opera-
tion. For years oil companies have taken carbon dioxide from
underground deposits and injected it into deep-seated forma-
tions to aid in flushing oil from dwindling reservoirs. Al-
though such efforts to enhance recovery normally cycle the
carbon dioxide back to the surface, one could, presumably,
permanently park the carbon dioxide in suitable formations
(for example, depleted natural gas fields).

Some petroleum compa-
nies are banking on that
premise. For example, the
largest Norwegian oil con-
cern, Statoil, is now com-
pleting an offshore facility to
separate carbon dioxide from
the natural gas it extracts
from one field under the
North Sea. Making up 9
percent of the gas there, this
carbon dioxide constitutes
an irksome contaminant.
Rather than vent the un-
wanted gas, Statoil will re-
turn it to a nearby under-
ground formation and avoid
having to pay the Norwegian
carbon tax on its release.

Even more dramatic plans
are in the works for a huge
natural gas field near the In-
donesian island of Natuna.
Because nearly three quarters
of the gas in that deposit is
carbon dioxide, the developers (Mobil, Exxon and the In-
donesian state oil company) have decided that they will put
this greenhouse gas immediately back underground. Other-
wise, exploiting the Natuna field would add about one half
of 1 percent to the carbon dioxide produced globally by the
combustion of fossil fuels—an enormous contribution for a
single source.

But perhaps the prime example that could serve as the tem-
plate for combating global warming with sequestration comes
from the Great Plains Gasification Plant. That North Dakota
facility, a spin-off of the U.S. government’s former synthetic
fuels program, now converts coal to gas (methane), a fuel
considered relatively benign because it contains less carbon
per unit of energy. Carbon that was originally in the coal will
soon be piped over the border to Canada as compressed car-
bon dioxide, to be used for enhanced oil recovery in Saskat-
chewan’s Weyburn Field.

Such separation of carbon from coal and injection as car-
bon dioxide into the ground may prove especially relevant to
developing nations, such as India and China, which will surely
want to exploit their large coal reserves into the next century.
China alone has more than 10 percent of the world’s supply.
But using such deposits need not transfer all that fossil car-

bon to the atmosphere if these countries convert the coal to
cleaner fuels (methane or methanol) and sequester the left-
over carbon dioxide.

Eventually, these and other countries could stop releasing
carbon entirely. One idea, first advanced by Dutch workers
in 1989, would be applicable to so-called integrated coal-
gasification combined-cycle power plants. Wim C. Turken-
burg of Utrecht University explains what he and his col-
leagues proposed: Oxygen added to the coal would form an
intermediate gas mixture that would then be converted to hy-
drogen and carbon dioxide at high pressure by reacting it
with water vapor. The hydrogen could be burned to generate
electricity, and the carbon dioxide could be separated and se-
questered underground. Turkenburg says that “the increase in
production costs would be about 30 percent,” whereas previ-

ous estimates for removing
carbon dioxide from the flue
gases of a conventional pow-
er plant had promised to
double the price of electricity.

Robert H. Williams of
Princeton University’s Center
for Energy and Environmen-
tal Studies was particularly
struck by the Dutch idea: “In
effect what they were doing
was making hydrogen out of
coal.” Williams, who in 1989
had just written a book about
producing hydrogen from so-
lar energy, still looks forward
to a hydrogen-based econo-
my, but his thinking about the
prospects for generating this
fuel has since shifted. “For
most of the next century, I
think that hydrogen will be
produced from carbonaceous
feedstocks,” Williams opines.

Producing hydrogen in that
way is, in fact, going on today—and on a large scale. About 5
percent of the natural gas in the U.S. is routinely converted to
hydrogen for use by petrochemical industries or for making
fertilizer. Such production could presumably expand rapidly,
were hydrogen ever desired to run fuel-cell-powered vehicles
or electrical generating stations.

The prospects for “decarbonizing” fossil fuels are certainly
promising. But the difficulties in handling large quantities of
carbon dioxide safely (the gas, though nontoxic, can cause
asphyxiation) and the costs of separation and sequestration
will be difficult to judge until further projects test the practi-
cality and economics of this approach. One attempt to do so
may begin as early as 2001 in Norway, where a tax of $53
per ton of carbon dioxide released provides good incentive to
pursue alternatives.

Such efforts, which would need to involve the oil and petro-
chemical industries in planning and execution, will surely
blur the lines usually drawn in debates about how best to ad-
dress increasing carbon dioxide and the threat of global warm-
ing. So it may take people on all sides of the issue a while to
get comfortable with the notion that fossil fuels, if exploited
properly, could continue to service society without threaten-
ing to change the climate. —David Schneider
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might serve as a place to put excess carbon.
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On board the icebreaker Des
Groseilliers, the night seems
eerily quiet, still and warm.

There is no throaty rumble of engines,
although the ship is moving. No pitch
or roll, although we are floating in the
Arctic Ocean just 1,000 miles from the
North Pole. No biting chill, despite
winds blowing outside at –30 degrees
Celsius. The propellers that plowed this
Canadian Coast Guard vessel into the
heart of a five-mile-wide, six-foot-thick
chunk of the polar ice cap stopped turn-
ing 12 days ago, on October 2. The hull
is now encased in thick, azure ice on all
sides. If the 50 scientists from 17 re-
search institutions who are on board
get their wish, it will stay that way until
late October—of 1998.

From the air, the Des Groseilliers looks
like a 322-foot-long Gulliver fallen in
the snow, lashed by bundles of copper
cable and optical fiber to a surrounding
hamlet of squat huts and spindly instru-
ment towers. It is for all intents no long-
er a ship but a hotel, power plant and
command center for Ice Station SHE-
BA. The yearlong SHEBA (Surface Heat
Budget of the Arctic Ocean) expedition,
funded primarily by the National Sci-
ence Foundation, is measuring how heat
flows between sun, clouds, air, ice and
ocean within a typical 39-square-mile
patch of the Arctic.

If the researchers here are successful,
the data they gather will help fill em-
barrassing holes in the computer models
that climatologists use to predict wheth-
er atmospheric pollution will lead to
global warming, melting ice sheets and
rising seas. And if they are lucky, none
will themselves fill a hole in the ice or in
the belly of a polar bear.

Such risks are quite real. “The first
day we stopped on the ice, we saw a
polar bear,” reports Captain Claude
Langis as he pans binoculars across the
area from the ship’s bridge. The crea-
ture fled at the sound of snowmobiles.
But others may be bolder, so new ar-

rivals are handed a brief pamphlet de-
scribing how to fire a shotgun in order
to drop a bear.

The next morning Donald K. Pero-
vich, an Army Corps of Engineers phys-
icist and SHEBA’s chief scientist, tosses
a rifle onto the sled as we prepare to go
to “Baltimore,” one of several study ar-
eas scattered within a few miles of the
ship that have been named for cities
whose baseball teams made the play-
offs. “The protocol for travel outside of
‘town’ is to take a minimum of two
people, two snow machines, two radios
and one weapon,” he says. “A GPS re-
ceiver is handy, too; yesterday the fog
rolled in while we were out there, and
we couldn’t see the ship anywhere.”

As we stop on the way to check the
load, Perovich turns and with a cock-
eyed grin says, “We’re standing here on
about six feet of ice and 11,000 feet of
water. Where we’re going, we will be
on two feet of ice and 11,000 feet of
water,” he continues, extending a mit-
tened hand toward the gray wall where
the low cloud deck blends almost seam-
lessly into the snow hummocks. “Ready
to go?” I pause to think about this.

While Perovich drills ice cores at Bal-
timore, his colleague Jacqueline A. Rich-
ter-Menge removes her gloves to con-
nect sensors that measure the stress in
the ice to a battery-powered recorder.
Her thin fingers blanch immediately.

“On another Arctic project several years
ago, we set out our sensors and then
came back to find that none of them
were working,” she says. “The Arctic
foxes, it turned out, had eaten through
all the cables. So now we cover them
with PVC and tin cans.”

Nearby, Edgar L. Andreas, another
army researcher, is tending to one of
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Locked in an Arctic ice floe,
a ship full of scientists 

drifts for a year

FIELD NOTES

ICE STATION SHEBA,
supported by an icebreaker frozen in place just 1,000 miles from the North Pole,

drew 50 scientists from 17 institutions for a yearlong climate study.
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Most people do not share
Chicken Little’s fear of
falling skies. Stress is, af-

ter all, largely subjective. Nevertheless,
it does prompt a series of marked phys-
iological changes: The adrenal gland
cranks out steroids that mobilize sugars
and fat reserves. Additional hormones
curb growth, reproduction and other
nonessential activities to conserve ener-
gy. And the brain produces more epi-
nephrine to ready the heart and other
muscles for action.

In the face of danger, this short-lived
reaction helps you survive. If the stress

response is regularly tripped for the
wrong reasons, however, it has the op-
posite effect. Indeed, researchers have
known for some time that chronic stress
often leads directly to certain illnesses,
including heart disease, hypertension,
depression, immune suppression and
diabetes. Recently they have discovered
that stress also causes developmental
abnormalities, unhealthy weight gain
and neurodegeneration. Fortunately,
some of these new insights suggest bet-
ter means for combating excess stress.

An individual’s susceptibility to un-
due stress seems to reflect, in part, early
life experiences. Michael Meaney and
his colleagues at the Douglas Hospital
Research Center in Montreal examined
levels of corticotropin-releasing hor-
mone (CRH)—the master hormone
choreographing the stress response—in
baby rats. They found that when moth-
er rats lick their offspring often, the pups
produce less CRH. “The amount of ma-

ternal licking during the first 10 days of
life is highly correlated with the pro-
duction of CRH in the hypothalamus of
the brain of the adult offspring,” Mea-
ney says.

In addition, Meaney discovered that,
compared with isolated infants, licked
rats develop more glucocorticoid recep-
tors in the hippocampus. These recep-
tors, when activated, inhibit the pro-
duction of CRH in the hypothalamus
and thus dampen the stress response.
Licked rats also produce more recep-
tors for the CRH-inhibiting neurotrans-
mitter GABA in both the amygdala and
locus coeruleus, brain regions associat-
ed with fear. “When the rat is raised in
calm environments, regions of the brain
that inhibit CRH are enhanced,” Mea-
ney summarizes. “But bad environ-
ments enhance areas that activate CRH
production. So over the long term, these
systems are biased to produce more or
less base amounts of CRH.” In effect,
early experiences set the sensitivity of
an individual’s stress response.

Not only do orphaned rats generate
fewer glucocorticoid and GABA recep-
tors, they actually have fewer neurons in
certain brain regions as well. Mark Smith
of the Du Pont Merck Research Labs
and researchers at the National Institute
of Mental Health looked at patterns of
programmed cell death—a normal prun-
ing process—during development. They
found that in orphaned pups, twice as
many cells died in several brain areas,
particularly in the hippocampus, a cen-
tral structure in learning and memory.
Smith suggests that a lack of tactile stim-
ulation might bring about this cell death
much the way that insufficient visual
stimulation causes abnormal organiza-
tion of the visual cortex in infants.

Mary Carlson of Harvard Medical
School observed behavioral problems in
socially isolated chimpanzees and sus-
pected that the autisticlike symptoms
stemmed from a lack of tactile stimula-
tion. So she and her co-workers chose
to study the adrenal stress steroid, a glu-
cocorticoid (GC) called cortisol, in Ro-
manian orphans, who often display
similar behaviors. Half of the children
Carlson studied had participated in a
social and educational enrichment pro-
gram, and half had not. Compared with
family-reared children, all showed re-
tarded physical and mental growth. But
the enriched children had more normal
levels of cortisol during the day and un-
der stress than the most deprived chil-
dren did. Those with the most irregular
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several weather stations that his atmo-
spheric team has deployed around the
floe. The machine bristles with high-tech
gadgets: a Doppler wind-speed sensor
hangs off one arm; on another, hemi-
spherical radiometers face up and down
to measure the solar and thermal radia-
tion both heading for the snow and ris-
ing from it.

“Damn,” Andreas mutters through
the icicles dangling from his mustache as
he notices heavy hoarfrost encrusting
many of the instruments. “That’s not

good. I’m not sure what we’re going to
do about this frost,” he sighs. “This is
the first time we’ve used this equipment
in the Arctic. At our other installations
in the South Pacific and Oklahoma, we
don’t have this problem.”

As he gingerly brushes off the crystals,
I wonder how long his instruments will
get such careful attention. By No-
vember, a few weeks before the Arctic
sun sets for the last time until spring,
Andreas, Perovich and most of the oth-
er scientists will have flown south to
spend the winter with their families.
The 15 technicians left behind will try
to keep the hundreds of scientific in-
struments running smoothly through the
darkness and bitter cold.

Frost, foxes and bears may be the
least of their worries. On October 21 a
10-foot-wide crack fractured the main
airstrip and cut off the Cleveland field
site. Days later other breaks appeared
between Andreas’s Baltimore station
and the icebreaker. Then, just after the
witching hour on Halloween, the floe
split into two right at the ship. A moor-
ing line snapped and power cables were
severed, shorting out several instruments.

“We will have more of this,” predicts
Andreas Heiberg, SHEBA’s logistics
chief at the University of Washington.
Perhaps the project’s investigators, as
they lie snug in their beds, should wish
for their technicians a quiet, still and
warm winter’s night. —W. Wayt Gibbs 

on Ice Station SHEBA
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After researchers published the 
first analysis of ancient human 

DNA in the journal Cell last
July, the case was closed, or so it seemed.
“NEANDERTHALS WERE NOT OUR AN-

CESTORS” read the cover, featuring a
photograph of the archetypal speci-
men’s skullcap with its heavy, arched
browridge so unlike our own relatively
smooth brows. The pattern of differ-
ences between Neanderthal and mod-
ern DNA indicated to the team that
Neanderthals were an evolutionary dead
end, replaced by modern humans with-
out any interbreeding. Popular accounts
hailed the research as proof of a recent
African origin for all modern humans,
but has the long-standing debate over
human origins really been put to rest?
Judging from subsequent reactions
among geneticists and paleoanthropol-
ogists, apparently not.

The Cell paper supports the so-called

out-of-Africa model of human evolution
put forth by paleoanthropologist Chris-
topher B. Stringer of London’s Natural
History Museum. It states that modern
humans originated in Africa 130,000 to
200,000 years ago and spread from
there less than 100,000 years ago, re-
placing archaic populations such as Ne-
anderthals all over the world. The com-
peting hypothesis is multiregional evo-
lution, championed by University of
Michigan paleoanthropologist Milford
H. Wolpoff. It holds that humans arose
in Africa some two million years ago and
evolved as a single, widespread species,
with multiple populations interconnect-
ed by genetic and cultural exchanges.

The DNA in question, retrieved from
a Neanderthal arm bone, is of the mito-
chondrial variety. Mitochondria—the
cell’s energy-producing organelles—have
their own DNA and are passed on from
mother to child. Unlike nuclear DNA,
mitochondrial DNA (mtDNA) does not
undergo genetic recombination during
the cell cycle. The variation that exists
between two mtDNA sequences is in-
stead the result of mutation  alone, and
because mutations are thought to accu-
mulate at a constant rate, the amount of
time that has passed since two mtDNA
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Bird Brains
Some bird brains are bigger than oth-
ers, researchers at the University of
Washington now say. Doctoral student
Tony Tramontin, collaborating with psy-

chology and zool-
ogy professors,
examined the
growth of brain
regions that
white-crowned
sparrows use for
singing. Previous-
ly, scientists
thought that
lengthening days
and correspond-

ing hormonal changes controlled the
development of these regions in sea-
sonally breeding birds. But Tramontin
found that social cues held equal sway.
Indeed, in male birds living with fe-
males, the brain regions grew 15 to 20
percent larger than they did in male
birds living alone or with other males. It
is the first observation of socially in-
duced changes in the avian forebrain.

A Quick Glucose Test
Scientists at the Mayo Clinic in Rochester,
Minn., have announced that in prelimi-
nary tests, a new device for measuring
glucose levels in diabetics performed as
well as blood tests did. The workers test-
ed 67 adult volunteers using a new de-
vice that collects a sample of skin fluid
by way of a tiny needle. They also tested
the glucose levels in these volunteers by
the finger-stick method. They found that
both the skin-fluid sample and the fin-
ger-stick measured the correct glucose
levels with an accuracy of 97 percent.

Smart Gene
It has long been a contentious ques-
tion: Do experiences or genes deserve
credit for genius? Now, after more than
six years of work, Robert Plomin of the
Institute of Psychiatry in London re-
ports that he has isolated the first spe-
cific gene for human intelligence.
Plomin took blood samples from gifted
children at a special summer school at
Iowa State University and from a control
group of students having average intel-
ligence. He found that all the children
with extremely high IQs also showed a
high occurrence of the IGF2R gene, lo-
cated on chromosome 6, in their DNA.

IN BRIEF

More “In Brief” on page 32

cortisol fluctuations suffered the most ex-
treme behavioral and learning problems.

Over time, elevated levels of GCs cause
other serious disorders. Studies done by
Mary F. Dallman of the University of
California at San Francisco indicate
that persistently high levels of GCs inter-
act with insulin to increase food intake
and redistribute energy stores in the
body. “The results may be very clinical-
ly relevant because sustained respon-
siveness of the stress program to new
stimuli may be a root cause for abnormal
cardiovascular events in highly stressed
individuals,” Dallman says. “In addi-
tion, the redistribution of energy stores
from muscle to fat, particularly abdom-
inal fat, may have a role in the develop-
ment of abdominal obesity, which is
strongly associated with increased inci-
dence of adult-onset diabetes, coronary
artery disease and stroke.”

Robert M. Sapolsky of Stanford Uni-
versity has found that total lifetime expo-
sure to GCs best determines the rate of
neuron loss in the hippocampus and cog-
nitive impairment during aging. Sapol-
sky reports that not only do chronically
high GC levels kill off hippocampal neu-

rons, they leave many others vulnerable
to damage from epilepsy, hypoglycemia,
cardiac arrest and proteins implicated in
Alzheimer’s disease and AIDS-related
dementia. “Metaphorically, GCs make
a neuron a bit light-headed,” Sapolsky
explains, “and if that happens to corre-
spond with the worst day of that neu-
ron’s life, the cell is much more likely to
succumb to the stroke or seizure.”

Sapolsky and his co-workers are de-
veloping gene therapies to protect stress-
weary neurons. But a simpler solution
may come from work outside the labo-
ratory. For 18 years Sapolsky has stud-
ied a population of wild baboons in the
Serengeti. In stable hierarchies, subordi-
nate animals have higher levels of
GCs—as well as less “good” cholesterol
and less robust immune and reproduc-
tive systems. The lowest levels of GCs
occur in males with the strongest social
networks. “These more socially savvy
or socially affiliating personality styles
appear to be lifelong and to predict
more successful lifelong rank histories,
life span and old age,” Sapolsky adds.
“The worst thing for an animal is to re-
main isolated.” —Kristin Leutwyler
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sequences diverged can, in theory, be
calculated (although this “molecular
clock” requires several potentially prob-
lematic assumptions). Researchers can
then construct “gene trees” to trace the
lineage of that gene.

The Cell authors drew their conclu-
sions after determining that the varia-
tion between Neanderthal and modern
mtDNA was on average four times
greater than that found between any two
moderns. In addition, the Neanderthal
mtDNA did not show any special simi-
larities to mtDNA from modern Euro-
peans, which one might expect if Europe-
dwelling Neanderthals contributed to the
modern gene pool. But some researchers
believe the data can be interpreted differ-
ently. Simon Easteal, a geneticist at the
Australian National University, observes
that chimpanzees and other primates dis-
play much more within-species mtDNA
variation than humans do. Taking that
into account, he says, “The amount of
diversity between Neanderthals and liv-
ing humans is not exceptional.”

Moreover, many scientists think that
too much has been made of this very
short segment of mtDNA, which came
from a single individual. The evolution-
ary history of mtDNA, a lone gene, is
only so informative. “You can always
construct a gene tree for any set of genet-
ic variation,” says Washington Univer-
sity geneticist Alan R. Templeton. “But
there’s a big distinction between gene
trees and population trees,” he cau-
tions, explaining that a population tree

comprises the histories of many genes.
In fact, examinations of modern hu-

man nuclear DNA undermine the out-
of-Africa model by suggesting that some
genes have non-African origins. Univer-
sity of Oxford geneticist Rosalind M.
Harding studies variation in the beta-
globin gene, certain mutations of which
cause sickle-cell anemia and other blood
diseases. Harding found that one major
betaglobin gene lineage, thought to have
arisen more than 200,000 years ago, is
widely distributed in Asia but rare in
Africa, suggesting that archaic popula-
tions in Asia contributed to the modern
gene pool. And studies of the Y chromo-
some by Michael F. Hammer, a geneti-
cist at the University of Arizona, indicate
that prehistoric population dynamics
were much more complicated than sim-
ple replacement. His results reflect migra-
tions both out of and back into Africa.

Both Hammer and Harding think the
overall picture emerging from the seem-
ingly inconsistent genetic data best fits
one of the “intermediate” models of hu-
man evolution, such as the assimilation
model engineered by Northern Illinois
University paleoanthropologist Fred H.
Smith. According to Smith’s model, the
patterns visible in the fossil record sug-
gest that both expansion out of Africa
and genetic interchange among popula-
tions were at work.

But Wolpoff remains convinced that
the multiregional evolution hypothesis
best explains the pattern and process of
human evolution (including the shared
features of the fossil skulls shown above);
he contends that these middle-ground
models can be subsumed under multire-
gionalism. In fact, he questions whether
the evolutionary fate of Neanderthals is
important at all in terms of the broader
issue of human origins. One would have
to demonstrate replacement of archaic
populations all over the world to dis-
prove his model, he asserts.

Clearly, the arguments have not been
resolved. But as data from ancient and
contemporary sources accumulate, the
new millennium may witness the an-
swers to age-old questions about our
extended family history. —Kate Wong

In Brief, continued from page 30

Novel Neurochip
Cells meet silicon in the first neurochip,
invented by Jerome Pine and four col-
leagues at the California Institute of
Technology. The group harvested neu-
rons from the hippocampus of rat em-
bryos and isolated them using a pro-
tein-eating enzyme. Researchers then
inserted the individual cells into sepa-
rate wells in a silicon chip, each of which
contained a recording and a stimulating
electrode. After they added nutrients,
the neurons grew dendrites and axons
extending out of the well and formed
electrical connections with neurons
nearby. The network should help scien-
tists study how neurons maintain and
alter the strengths of their connec-
tions—a process thought to be involved
in memory. So far the chip fits only 16
cells. It could house millions. But Pine
and his co-workers first must find better
nutrients to keep the cells alive longer
and a more efficient method for placing
cells into the wells.

Dragging Out Space and Time
Back in 1918, physicists pondering Ein-
stein’s general theory of relativity pre-
dicted that space-time became distort-
ed near spinning black holes, a phe-
nomenon called frame dragging. Until

recently, however,
there was no
proof. Because
the gravitational
grip of black holes
lets no light es-
cape from them,
these objects are
impossible to see.

So to study them, researchers watch or-
biting sister stars instead. A black hole
sucks matter and gases away from these
stars, which creates a swirling disk
around it—like water spiraling down a
drain. This matter heats up as it ap-
proaches the black hole and begins to
emit x-rays. When Wei Cui and his col-
leagues at the Massachusetts Institute
of Technology measured the variation
in the intensity of these emissions, they
discovered a disturbance in the matter’s
orbit: not only did the matter itself orbit
the black hole, but its orbit, too, was
wobbling around like a top. Imagine
that near your sink’s drain, the porce-
lain, as well as the water, rotated. A team
of Italian physicists has reported evi-
dence of similar frame dragging around
spinning neutron stars.

More “In Brief” on page 34

M
IL

FO
RD

 H
. W

O
LP

O
FF

 U
ni

ve
rs

it
y 

of
 M

ic
hi

ga
n

JO
E 

B
ER

G
ER

O
N

C
o

u
rt

es
y 

o
fS

ky
 &

 T
el

es
co

pe

SEPARATE SPECIES?
Fossils of a Neanderthal from the St. Cé-
saire rock shelter in France (top) and a

modern human from Skhul cave in Israel
(bottom) combine features typical of both
groups, perhaps the result of hybridiza-
tion that may support the idea that these

are members of the same species.
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New Moons
Astronomers first sighted two new
moons—temporarily named S1997 U1
and S1997 U2—orbiting Uranus last
September, and the finding was con-
firmed by Halloween. Philip Nicholson
and Joseph Burns of Cornell University,
Brett Gladman of the University of
Toronto and J. J. Kavelaars of McMaster
University discovered the objects,
which trace an irregular path around
the distant planet, using the five-meter-
diameter Hale telescope. They are the
faintest satellites ever seen from the
ground and are estimated to be a mere
80 and 160 kilometers in diameter. With
these additions, Uranus now has a total
of 17 known circling moons.

Chimerical Concertos
Is it possible to compose a faux Mozart
symphony that sounds enough like the
real thing to fool even sophisticated

musicologists? David
Cope of the University
of California at Santa
Cruz and his computer
have done just that.
Cope’s system, dubbed
Experiments in Musical
Intelligence (EMI),

breaks down sample scores into a series
of small “events.” Next, it determines
how these fragments fit together to
form a musical grammar of sorts. When
the program then modulates the frag-
ments and mixes them back together,
the resulting music has the same style
as the original. Fed Mozart, EMI can iden-
tify about 40 recurrent flares, including
favored rhythms and orchestrations.
And EMI has identified similar musical
signatures for several other composers.

Baffling Birth Defect
During the past 20 years, the prevalence
of hypospadias—a condition in which
the urinary opening on the penis is in
the wrong place at birth—has nearly
doubled. And no one knows why. The
Centers for Disease Control and Preven-
tion reported in Pediatrics last Novem-
ber that the rate of the defect had
soared from 40 cases in 10,000 births in
1970 to 79 cases in 10,000 births in 1993.
The condition—which is thought to re-
sult from an insufficient testosterone
surge nine to 12 weeks after concep-
tion—can be surgically corrected, and
the earlier it is done, the better.

—Kristin Leutwyler

In Brief, continued from page 32
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Tender Is the Bite 

J
ohn Long hails from a time when
nonspecialists did lots of varied
and interesting science. He was a

meteorologist during World War II. In
the late 1940s he engineered robots
(“We used to call it remote-control
equipment,” he says) to handle radio-
active metallurgy for Glenn T. Sea-
borg’s work discovering new elements
and later started his own business de-
veloping those robots. In the late
1950s he went to Lawrence Livermore
National Laboratory, where he re-
mained for the rest of his official career
in nuclear weapons design. There Long
discovered that conventional weapons
were superior at tenderizing meat.

Long worked with an experimen-
tal setup that called for a small con-
ventional explosive to be detonat-
ed underwater, creating shock
waves. A wire needed to be re-
placed in the setup after each ex-
plosion. Long wondered what
would happen if some snakebit
technician stuck his hands in the
water to change a wire that was still
good and was subjected to an acci-
dental explosion. “I got to thinking,
‘Gee, the shock wave is just going
to travel through the flesh—it
would probably be fatal,’ “ Long re-
calls by telephone last November 3,
his 78th birthday.

He also wondered how a hunk of
beef might be affected by that same
shock wave. Armed with C-4 (that put-
tylike explosive movie heroes are al-
ways jamming onto the sides of tanks
and vault doors), a slab of meat and a
dream, Long ran some tests. As in any
engineering problem, the first run un-
covered some bugs: “We couldn’t find
the meat after,” Long admits. The next
try included a large piece of tough
rump and a more suitable explosion.
The blasted meat, when subsequently
barbecued, was as “tender as one of
the good steaks you’d buy for $10 in
those days,” Long says.

Back then, meat processors shipped
entire sides of beef, with bones, to
butcher shops and supermarkets. The
sides would hang in warehouses to
tenderize via aging and the odd Rocky
Balboa workout. Shock waves to whole
sides of beef failed, Long found, be-
cause bones altered the characteristics

of the wave and left the meat tough in
some parts, pulpy in others. Long put
his idea on ice, and only lazy fishermen
bombed the waters in search of a de-
cent meal. (Fishin’ bombs are uncon-
ventional but nonnuclear.)

Times change. If they ever make
Rocky VI, Sylvester Stallone will be mix-
ing it up with big blocks of boneless
meat, today’s preferred shipping form.
That might look as strange as placing a
big, bagged block of meat into water
and letting loose with a small explo-
sion. But that is just what has been go-
ing on at the meat labs of the U.S. De-
partment of Agriculture, in tests of
what Long now calls the hydrodyne
process. “Three years ago a lot of peo-
ple laughed. They thought this was
funny,” says Morse B. Solomon, the
USDA’s chief meat scientist, about

Long’s beef bombings. “They’re not
laughing anymore. Now they’re asking,
‘When is this going to be available?’ ” 

They’re asking because the shock
waves cut tenderization time from a
month to less than a second. And be-
cause the process, still being fine-tuned,
even seems to work on tough, low-fat
cuts. Electron microscopy shows that
the shock wave causes tiny tears in the
tissue that keeps muscle fibers order-
ly—the resulting relaxation probably
explains the tenderization effect. Flavor,
like the fats and oils mostly responsible
for it, seems unaffected. The waves also
appear to kill at least some of the bac-
teria that eventually spoil meat; there-
fore, the method might increase stor-
age life. The wisdom of Solomon thus
has it that the hydrodyne method could
be commercialized by the end of the
year. If the lasting application of nucle-
ar weapons research turns out to be
better steaks, it will have been worth
the wait for Long. —Steve Mirsky 
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Women in Politics throughout the World

The markedly uneven participation of women in public
life is illustrated by the map, which shows the propor-

tion of female-held seats in national legislatures. Data are
shown only for lower houses or for single houses in the case
of those countries that have no upper house. Lower houses of
legislatures, as in the U.S. and the U.K., are generally more rep-
resentative of the electorate.

Women’s participation in the national
legislatures of Western democracies has
been growing since the end of World
War II, slowly in some places, such as the
U.S., and dramatically in others, such as
Sweden. In the U.S., France, Italy and Ire-
land, 12 percent or less of lower-house
seats are now held by women, whereas
in other places, such as the Nordic coun-
tries, Germany and the Netherlands,
women hold more than a quarter of the
seats. These differences reflect sharply
divergent cultural traditions, such as the
American tendency toward conservative
religion, which has a traditional view of
women’s roles. Americans emphasize
freedom at the expense of equality and
so tend to neglect economically disad-
vantaged groups, such as women and
blacks. On the other hand, Scandinavians
and others have traditionally put social
justice for groups ahead of economic freedom for individuals.
Other factors promoting women’s participation are propor-
tional representation (losing parties still get to send dele-
gates) and a parliamentary, multiparty system, both of which
exist in Sweden, where each of seven parties won substantial
blocks of votes in the 1994 parliamentary elections.

In recent decades women candidates have tended to fare
better under left and center-left regimes. The 1997 increase in
female-held seats in the British House of Commons occurred
with the return to power of the Labour Party after 18 years of
Conservative rule, whereas the increase in Sweden happened
largely during the tenure of the Social Democratic Labour
Party and its allies. There are exceptions to this rule, as in the

case of Germany, where women have
gained seats during the moderate con-
servative rule of Helmut Kohl (chart).

A significant exception to the general
trend of increasing female participation
in politics is eastern Europe, where under
communism women made up 20 to 35
percent of the lower houses. But the com-
ing of democracy brought a male back-
lash. (As one Polish official put it, “The
ideal must still be the woman-mother, for
whom pregnancy is a blessing.”) Wom-
en’s participation in legislatures has fallen
by half or more in Poland, Bulgaria, Hun-
gary, Romania and the former Czechoslo-
vakia. In Russia, participation is down by
two thirds as compared with that in the
former Soviet Union (chart).

With the exception of communist
regimes, Asian, African, Latin American
and particularly Arab countries tend to

have low female participation rates in national legislatures, re-
flecting, in part, traditional attitudes. Important exceptions
are South Africa, where the government of Nelson Mandela is
committed to the promotion of women’s rights, and Argenti-
na, where by law 30 percent of those on party-candidate lists
must be women. —Rodger Doyle (rdoyle2@aol.com)
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SOURCE: Inter-Parliamentary Union, Geneva. 
Data on map are for October 1, 1997.
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Outside Claude Lévi-Strauss’s
office building in the Latin
Quarter of Paris, chaos rules.

Amid a haphazard jumble of institutes,
bookshops and cafés, mopeds and im-
probably tiny cars weave through the
narrow streets, dodging knots of uni-
versity students, all of whom seem, like
myself, to be five minutes late for some
crucial appointment.

Inside the Laboratory for Social An-
thropology, the sense of order is palpa-
ble. As I climb the stairs to a mezzanine

office, each step seems to lead not only
up in space but also back in time. The
door to the office opens, from all ap-
pearances, into the 19th century. Here,
in his isolated aerie adorned with en-
closed bookcases and exotic curios be-
neath bell jars, Lévi-Strauss is perched
at an antique desk. As I apologize for
my tardiness, he looks at me quizzical-
ly, as if time is irrelevant, and moves
over to his picture window overlooking
the regiment of oversized file cabinets

that nearly fill the laboratory below.
Crowning them on the far wall is an
ornate arching banner inscribed Pour la
Patrie, les Sciences et la Gloire—For the
Fatherland, the Sciences and the Glory.

It is a fitting motto. This, after all, is a
man who reshaped the world’s opinion
of primitive societies largely through his
work not on some remote Pacific island
but behind a desk in Paris. Who shoved
cultural anthropology toward a more
formal method and more scientific aspi-
rations. Who inadvertently ignited an

intellectual fad that swept through near-
ly all the humanities and made him, as
American writer Susan Sontag put it,
the first “anthropologist as hero.”

Yet for all the glory heaped on Lévi-
Strauss in his 89 years—inclusion in the
French Legion of Honor, the Academie
Française and the U.S. National Acade-
my of Sciences; honorary doctorates
from 11 universities, including Oxford,
Yale and Columbia; a chair created just
for him at the exclusive Collège de

France—the motto fits best in another,
more idiomatic sense of pour la gloire:
“for the intellectual challenge.”

Lévi-Strauss maintains that he was
made for structural analysis, the tech-
nique he championed as a tool for dis-
covering fundamental constants of hu-
man nature buried within the vagaries
of myths and rituals—that it is simply
the way he entertains himself. As a pre-
literate child, he recounts, he boasted
that he could read because he had no-
ticed that the pattern “bou” appeared
on the signs for both the butcher (bou-
cher) and the baker (boulanger). Later,
during school vacations, he hiked along
the flank of limestone plateaus in the
Cévennes Mountains. “I would try to
discover the contact between two geo-
logical layers and follow it despite ob-
structions,” he says. “It was a game.”

Undergraduate studies in law and
philosophy failed to exercise this talent

and bored the restless Lévi-
Strauss. He turned to politics for
entertainment, leading two so-
cialist student groups. Despite his
disinterest in school, the distrac-
tions and the severe gastroin-
testinal distress that ensued after
he swallowed a vial of narcotics
given him as a pick-me-up be-
fore his final oral exam, he grad-
uated third in his class. “I ap-
peared before the jury looking
like death,” he recalled in a
1988 interview, “without hav-
ing been able to prepare a thing,
and improvised a lecture that
was considered to be brilliant
and in which I believe I spoke of
nothing but Spinoza.” (The top-
ic was applied psychology.)

In 1935 Lévi-Strauss set sail
for Brazil and a teaching job at
the University of São Paulo.
During breaks, he ventured in-
land to record ethnographic ob-
servations of Caduveo and
Bororo Indian tribes. Several
years later, after quitting the uni-

versity, he led a second, yearlong expe-
dition to study the Nambikwara and
Tupi-Kawahib societies.

The onset of war cut short his travels.
But even before he was drafted, Lévi-
Strauss had begun to realize that field-
work was not his calling. “I enjoyed it
tremendously,” he says, “but the time it
costs and the slowness of the results
were too much for me.”

So when Lévi-Strauss fled to New
York City to escape the Nazis (his
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IN HIS ELEMENT, Claude Lévi-Strauss ponders “the savage mind.”
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From Naked Men to a New-World Order

Finding a hidden logic in “primitive” myths made 
Claude Lévi-Strauss the most renowned anthropologist alive
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grandfather was a rabbi), he began
work at the New School for Social Re-
search on a more theoretical sort of an-
thropology. “I prefer it because it re-
quires less contact with fellow human
beings!” he exclaims with a flash in his
dark eyes. There is no doubt that is
true—indeed, Lévi-Strauss has always la-
bored alone—but theoretical work also
offered the appealing opportunity to
hunt once again for order within chaos.

The puzzle was the wilderness of
seemingly arbitrary rules governing
marriage and kinship in human soci-
eties. A solution appeared to Lévi-
Strauss in the form of Roman Jakob-
son, a Slavic linguist also exiled to
New York. Jakobson, building on the
theories of Ferdinand de Saussure, had
worked out a new way to analyze hu-
man languages.

The principles were simple enough.
The sounds of speech have no inherent
meaning, de Saussure had observed:
“oo” occurs in “soothe” and “cool” but
also in the French word coup (“a sharp
blow”). Languages work because they
have structure, rules that allow some
combinations (“soothed”) and forbid
others (“soothd”). More critical, Jakob-
son argued, all languages share certain
structures, such as oppositions between
vowels and consonants, that develop
independently and are passed on un-
consciously. Discover the common
threads, the thinking goes, and you dis-
cover something profound about the
human mind.

Lévi-Strauss’s great leap was to apply
the same kind of structural analysis to
the kinship systems of several primitive
societies. In an ambitious four-year study,
he focused on how each tribe’s marriage
rules affected the way that women were
exchanged and alliances were formed.
From this perspective, he claimed, a sim-
ple set of oppositions—between sibling
and spousal relationships, for example—

emerges to create a common structure, a
“language” of kinship. Each society’s
marriage and kinship customs were dif-
ferent expressions, like sentences, of
that language.

Excited by the power he perceived in
this new method, Lévi-Strauss tried ap-
plying it to totemism, the practice of as-
sociating people with animals or spirits.
Again he uncovered provocative pat-
terns beneath what had looked like a
meaningless jumble of irrational beliefs.
Flushed with success, he began his mas-
terwork: a structural analysis of 813
Native American myths, plus more than

1,000 variants of them, that would pro-
duce the four weighty tomes of Myth-
ologiques (The Logics of Myth).

Painstakingly dissecting each myth
into its smallest plot points, Lévi-Strauss
then looked for binary oppositions and
built models or drew diagrams to repre-
sent their relationships. He formulated
mathematical transformations that he
claimed connected a myth of one society
to myths told in other societies separat-
ed by great stretches of time and dis-
tance. “Although myths appear to be
absurd narratives,” he concluded in The

Naked Man (the final volume of his
tetralogy), “the interconnections be-
tween their absurdities are governed by a
hidden logic”—a logic, he wrote else-
where, that “is as rigorous as that of
modern science.” The natives of the New
World were not irrational; they simply
applied their reason to different sub-
jects than Europeans did.

Although most anthropologists would
now agree with that conclusion, debate
still rages over the validity of Lévi-
Strauss’s methods. Many critics have
charged that Lévi-Strauss spent too little
time in the dirt to appreciate just how
messy societies and their myths really
are. These doubters suspect his transfor-
mations of being a bit too orderly, and
their skepticism is only fed by the speed
with which “structuralism” was adapted

to analyze everything from novels to
circus culture to Star Trek.

Lévi-Strauss throws up his hands
when reminded of this. “This alleged
structuralism [in literary criticism] is in
fact only an excuse for mediocrity,” a
way to make uninteresting works seem
important, he grumbles. Yet his own re-
cent book, translated into English last
year as Look, Listen, Read, casts a
structuralist’s eye on painting, music
and poetry.

Perhaps there is meaning in this con-
tradiction. The anthropologist who was
once a hero now holds more sway over
the humanities than his own field,
which, he fears, has descended into in-
ternecine warfare. “It is quite popular
in the United Kingdom to criticize and
reject old masters,” he complains.
“This happens periodically in the histo-
ry of any scientific discipline. But sci-
ence should progress by incorporating
past evidence into the new and not re-
jecting it.”

He has begged the question, so I ask
it: Is cultural anthropology truly sci-
ence? After all, Lévi-Strauss, with char-
acteristic modesty, has often claimed to
have scientific goals but unscientific
methods. He closes his left eye and
squints at some unseen structure in the
infinite theoretical space that apparent-
ly occupies one corner of the ceiling. “If
I compare structuralism with the hard
sciences,” he answers, “I would put it at
the scientific level of the Renaissance. In
the natural sciences the physiologist
does not criticize the zoologist for study-
ing groups of animals [or] the molecu-
lar biologist for studying cells. In the so-
called social sciences,” he laments, “we
are still discussing whether it is right to
be either a physiologist, a zoologist or a
molecular biologist!”

For better or worse, no anthropolo-
gists now wish to be structuralists. Lévi-
Strauss founded no school, trained no
successors. “We took some of his ideas
and traveled with them in other direc-
tions,” says Barbara H. Tedlock, former
editor of American Anthropologist. “But
no ‘ism’ dominates the field any longer.”

Of course, anthropologists are used
to seeing the objects of their study flick-
er and vanish. Faced with the extinc-
tion of his invention, Lévi-Strauss
maintains, “I don’t really care at all. It
was the way of making sense of this
data that was most coherent with my
mind, that’s all. I did it because I loved
it.” Pour la gloire. 

—W. Wayt Gibbs in Paris
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A NAKED MAN: Lévi-Strauss among
the Nambikwara of Brazil in 1938.
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In the wake of a British biologist’s
assertion that he had created frog
embryos that failed to grow a head,

many of the alarmed pronouncements
that made their way into the popular
media seemed to have been informed by
the weirder veins of pulp science fiction
rather than by scientific plausibility. Press
reports conjured up imagery of human
organs growing in bottles and even mu-
tant human “organ sacks” grown from
headless embryos and kept alive artifi-
cially for the sole purpose of storing or-
gans for harvesting and transplanta-
tion. At about the zenith of surreality, a
former director of the National Institutes
of Health reportedly noted on the CBS
Evening News that a headless embryo
would “have zero potential to say no.”

Many biologists and ethicists, howev-
er, are far more troubled by the flights
of morbid fantasy, which they say could
have a chilling effect on potentially
beneficial research. Some were also
disturbed by what they perceive as
the role of Jonathan Slack, a devel-
opmental biologist at the Universi-
ty of Bath, in fostering the wild
speculation. “Slack unleashed a
torrent of silliness at the expense of
the scientific community,” charges
Arthur Caplan, an ethicist at the
University of Pennsylvania. Slack
declined to be interviewed for this
article.

The furor began last October 19,
when the London Sunday Times
broke the news of Slack’s achieve-
ment. By controlling signaling pro-
teins known as fibroblast growth
factors, Slack altered embryonic
processes that are instrumental for
the growth of the head, or of the
trunk and tail, of the frog Xenopus
laevis. He was therefore able to
grow not only embryos with no
head but also ones that were noth-
ing but a head. The embryos were
not kept alive beyond about three
days, at which point an embryo
has only precursors of most of the

organs and has not yet begun to feed.
In his interviews with the local press,

Slack observed that no biological prin-
ciple would keep a technique similar to
his from working on a human embryo.
Thus, he said, it was time to ponder the
possibility of a headless human, cloned
and grown for the express purpose of
providing any needed vital organs for
its anatomically complete genetic donor.
“You can’t stop things once they start,
and it is sensible to talk about it now,”
he told the Daily Telegraph.

Media coverage quickly converged
on what one biologist labeled the “yuk
factor,” with some ethicists and clergy
members expressing horror and disgust.
Biologists, on the other hand, were
baffled by the outpouring of indigna-
tion. Genetically created headless em-
bryos are not at all new. Headless frog
embryos have been made by various
pseudogenetic techniques since the ear-
ly 1990s. And in 1994 headless mouse
embryos resulted from studies of a gene
known as Lim1 by William Shawlot and
Richard R. Behringer of the M. D. An-
derson Cancer Center in Houston. Sec-
ond, legal restrictions in most of the de-
veloped countries prohibit the growth
outside the womb, beyond a short peri-

od, of human experimental embryos.
Perhaps most important, the techni-

cal difficulty and impracticality of the
scenario outlined by Slack, in compari-
son with other biotechnological ap-
proaches now being explored, essentially
rule it out as a source of organs for
transplant any time in the foreseeable
future. According to Behringer, the idea
of developing Slack’s technique into
something that could be used with hu-
mans is “a complete fantasy. I can’t un-
derstand where this is coming from.”

“To get it to work in humans,” ex-
plains Brigid L. M. Hogan, a cellular
biologist at Vanderbilt University Med-
ical Center, “you would have to implant
the partial embryo back into a woman,
and no one would want to do that.”
Alternatively, it might be possible to cul-
ture embryos using some kind of artifi-
cial life-support system that could nur-
ture the embryo for perhaps a couple of
months, until rudimentary organs had
been formed. Versatile cells known as
stem cells could then conceivably be
taken from these organs and used to re-
populate and repair the corresponding
damaged organ in a human. The only
technical problem is that the life-sup-
port system called for in this scenario is

far beyond current technology. “I
cannot tell you how dopey it is,
physiologically or cost-wise,” Ca-
plan declares.

In the meantime, Caplan and oth-
er ethicists worry that potentially
valuable offshoots from embry-
ological research could be preclud-
ed if the public becomes overly ex-
ercised about the lurid science
fiction. “We should not permit the
nightmare visions to impede re-
search now,” says ethicist Ronald
M. Green of Dartmouth College.
“Research on cell differentiation
and the genetics of embryological
development [has] great potential
benefits.” For example, a rare ge-
netic disorder in humans called
anencephaly can partly or com-
pletely block the development of
the brain and head; it is possible
that work such as Slack’s could
shed light on the condition—and its
possible prevention.

“There’s an impulse to prohibit,
prohibit, prohibit,” Green says.
“We don’t even know what we’re
prohibiting yet.” —Glenn Zorpette
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OFF WITH ITS HEAD!

Headless frog embryos are here.
“So what?” biologists say

EMBRYOLOGY

HEADLESS MICE
resulted from studies of the Lim1 gene in 1994
but did not cause the stir headless frogs did.
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In early October U.S. Defense Secre-
tary William S. Cohen announced
he would allow the army to fire a

massive laser beam at an aging air force
tracking satellite 260 miles above the
earth. The Pentagon emphasized the
defensive nature of the test by stating
that the main goal was to gather data
about the vulnerability of U.S. satellites
to laser attacks.

Few were convinced. For years the
army believed its Mid-Infrared Ad-
vanced Chemical Laser (MIRACL) at
the White Sands Missile Range in New
Mexico had the potential to disable sat-
ellites, but a congressional ban kept the
service from testing the hypothesis. Af-
ter a Republican-led Congress let the
ban drop, however, the army proposed

a test of MIRACL’s ability to “negate
satellites harmful to U.S. forces.” Only
after extensive press coverage and con-
gressional criticism did the Pentagon
announce the emphasis of the test had
shifted from antisatellite (ASAT) exper-
imentation to the assessment of the vul-
nerability of the air force target satel-
lite, which had been selected because it
could report back on any damage from
the laser. After several mishaps, the army
fired at the target satellite in late Octo-
ber; problems with both the laser and
the satellite, however, kept the Defense
Department from attaining much data.

The test failure did little to settle the
controversy. “Although the Pentagon is
spinning the tests as a way to measure
U.S. satellite survivability, most arms-
control analysts would describe them
as a major step forward in developing
an antisatellite weapon,” says Senator
Tom Harkin of Iowa. “These are the
same type of tests that I and others in
Congress objected to years ago.”

For the Pentagon to approve the test
was a significant leap. Antisatellite proj-
ects have not fared well in the Clinton
Defense Department and have been

kept alive largely because of con-
gressional appropriations. More-
over, critics charge, the Pentagon
lacks any clear policy on ASAT
weaponry, although one is in the
works. “The Congress, the White
House and the Pentagon have to
have a serious discussion of our
nation’s antisatellite weapons
plans before we go down the
road of testing these weapons.
We simply have too much at
stake,” Harkin remarks. As it is,

he adds, “these
laser tests are both
unnecessary and
provocative.”

With House Mi-
nority Leader Dick
Gephardt of Mis-
souri and other op-
ponents, Harkin
believes a test of
the MIRACL laser
now would only in-
cite other countries
to speed develop-
ment of their own
antisatellite weap-
ons and bolster the
protection of their
satellites. Further,
argues Federation
of American Scien-

tists analyst John Pike, potential ene-
mies probably will not even build their
own reconnaissance satellites. For im-
agery, smaller nations such as Iraq and
North Korea might rely on more tech-
nologically advanced countries (such as
France, Russia, Israel and India).

In that case, the U.S. would be left
with one unsavory option—the “whole-
sale destruction” of allies’ imaging sat-
ellites, Pike notes. Taking such drastic
action, “on the off chance that one of
these countries might be slipping an ad-
versary a few pictures on the side, does
not seem a terribly plausible prospect
or a compelling military requirement,”
he adds.

For the U.S. military, however, space
is integral to its plans. Supporters of
ASAT weapons maintain that having a
proved means of disabling a satellite
will discourage other countries from re-
lying on them too heavily. Frank Gaff-
ney, a former Reagan administration
Pentagon official and ASAT supporter,
contends that successful ASAT testing
should give the military “confidence that
it can control the use made of space by
future adversaries.”

For Pike, however, the laser test serves
a dangerous motive. “A simple mathe-
matical calculation demonstrates that it
could destroy a spy satellite in low earth
orbit, and no further proof is needed,”
he declares, adding that ASAT tests
“will establish little beyond the legiti-
macy of attacking satellites.”

—Daniel G. Dupont 
in Washington, D.C.
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TEST OF THE MIRACL LASER
was done on a Titan missile stage,
which before exploding dimpled 

just above the halfway point, 
where the laser hit (inset).

For decades chipmakers have op-
erated on the simple premise that
smaller is better. But as silicon

transistors continue shrinking to the
tiniest of dimensions—reducing the dis-
tance electrons have to travel and thus
speeding up calculations—problems such
as current leakage become acute.

Looking for a different way to add
zip to silicon, scientists have been work-
ing with variations of the material that
could conduct current faster. The latest:
adding carbon to a mix of silicon and
germanium. Various research centers,
including Princeton University, the Insti-

NEW SILICON TRICKS

Carbon could boost 
the speed of silicon chips

SEMICONDUCTORS

LASER SHOW

Critics charge that the Pentagon’s 
antisatellite laser test could set 

a dangerous precedent

DEFENSE POLICY
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tute for Semiconductor Physics in Ger-
many and the University of Texas at
Austin, have used carbon to fabricate
transistors of reasonable circuit sizes that
could lead to silicon-based chips oper-
ating in the gigahertz range—some 1,000
times faster than they do now. “We’ve
been trying to teach an old dog new
tricks,” says James C. Sturm, director
of Princeton’s Center for Photonics and
Optoelectronic Materials.

Actually, the tricks aren’t so new. They
rely on a 1950s idea to build electronic
devices by joining different semicon-
ductor materials of just the right com-
positions. At the junctions of such ma-
terials, electrons tend to speed up. Of
the various semiconductor materials,
the pairing of silicon-germanium and
plain silicon had held great promise.

The problem, though, has been that
fabricating devices from such materials
has proved devilishly tricky. The main
drawback has been that the natural
crystal lattice of silicon-germanium is
slightly larger than that of silicon,
which results in strain when the two

materials are layered one atop the oth-
er. Adding carbon can reduce that
strain, because its atomic size is smaller
than that of silicon and germanium. As
a result, the overall lattice of the resul-
tant compound is reduced and matches
that of silicon more closely.

Though preliminary, the carbon re-
search has already piqued interest in
the industry. Alcatel is considering us-
ing silicon-germanium-carbon technol-
ogy developed at France’s Institute of
Fundamental Electronics (IEF) for op-
toelectronic applications. The Semicon-
ductor Research Corporation, a con-
sortium that includes industry heavy-
weights Intel, Motorola and Texas
Instruments, recently agreed to fund
work at the University of Texas Micro-
electronics Research Center (MRC).

Still, despite industry enthusiasm, the
new compound has brought its own
share of problems. For one thing, car-
bon and silicon do not mix well. “Car-
bon’s not that happy in that lattice,”
Sturm notes. To accommodate the un-
easy union, researchers have had to re-

sort to specialized laboratory processes
to build the devices. To date, no one has
found a simple, magic recipe that could
work in a standard industrial setting.
“Complementary approaches are need-
ed,” says Daniel Bouchier, a researcher
at IEF.

The long-term reliability of the new
devices is another issue. “People have
to test them and see whether they can
hold up under operating conditions for
extended periods,” concedes Sanjay K.
Banerjee, associate director of MRC.

Finally, some researchers, particularly
those who have learned to work around
silicon-germanium’s inherent difficulties,
question whether the added carbon is
worth the effort. Indeed, IBM has al-
ready begun shipping commercial sili-
con-germanium parts—for example, a
two-gigahertz chip for wireless commu-
nications. IBM research fellow Bernard
S. Meyerson claims that 200-gigahertz
parts are entirely possible using the same
technology. “We are nowhere near the
limits of silicon-germanium at this
time,” he asserts. —Alden M. Hayashi

Researchers in Tokyo received some notoriety last year
when they showed how implants could govern the

movements of a cockroach—the idea being that such
roboroaches could be used for covert surveillance or for
searches through wreckage. Now one engineer has worked
the flip side of that relationship: a robotic vehicle controlled
by a cockroach.

Hajime Or built what he calls a “biomechatronic robot”
while working on his master’s degree at the University of
Tokyo last year. After taping down an American cockroach
(bottom left), he inserted fine silver wires into the extensor
muscles of the hind legs. The roach was then allowed to
run on what amounts to a trackball (bottom right). The
wires picked up the weak electrical signals generated by
the muscles, and the signals were amplified and fed to the
motorized wheels. In this way, the machine would mimic
the speed and direction the cockroach ran.

What good is a robot that tries to scurry into a crevice
when the kitchen lights go on in the middle of the night?
Actually, Or designed his robot to see if a biological nervous
system could serve as a control mechanism. The problem
for roboticists—in particular, those whose inventions emu-
late arthropods—is integrating and coordinating all the in-
formation needed for the legs to work together. “The fun-
damental issue is how to get a robot to show the agility
and speed that an insect has,” says Fred Delcomyn, a biolo-
gist at the University of Illinois who works on six-legged
robots.

Whether Or’s approach is the answer is too premature to
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say. For his part, Or thinks insect nervous and sensory systems could
be inexpensive alternatives to sophisticated control computers that
might be needed for space missions. He plans to enter a Ph.D. pro-
gram in the U.S. this year and refine his roach-controlled robot. His
next step? “Reduce the size of the robot so that it is similar in size to its
‘driver,’ ” he remarks.                  —Philip Yam

ROBOTICS
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Ever since the word was first
used in 1960 to describe how
machines could enable humans

to survive hostile environments, cyborgs
have lived with us in science fiction. For
instance, Star Trek presented a blind
character who “saw” via a sensor array
embedded in her clothing. Such vision
may not be far off, as shown in three
days of demonstrations of wearable com-
puters held at the Massachusetts Institute
of Technology last October.

Items included jewelry that flashed in
time with your heartbeat, a musical
jacket with a keyboard near the breast
pocket and digital versions of the mood
ring: Rosalind W. Picard, a researcher
studying “affective computing,” em-
bedded sensors in earrings and Birken-
stock sandals to identify and respond to
the emotional states of the wearer. More
than just a nerd playland, the confer-
ence suggested how wearable comput-
ers have uses that, despite some appear-
ances, go beyond mere entertainment.

There are two problems that wear-
able computers are intended to solve.
The first is finding ways to embed com-
puters so that they can boost human
abilities. One M.I.T. team is using a cap-
mounted camera to capture American
Sign Language for translation into syn-
thesized speech. The second, and more
common, problem is the simple frustra-
tion that your computer is never around
when you need it. (Portable alternatives,
such as personal digital assistants, lack
the processing might of computers.)
That is why conference organizer and
M.I.T. student Thad Starner roams the
campus with a laptop strapped to his
side, a display on his head and a round,
fat, key-laden chunk of plastic on
which he types one-handed. “I just
wanted a better brain,” he explained.

Considering the cumbersome nature
of Starner’s approach, it is no wonder
that everyone is trying to slim things
down. Boston start-up MicroOptical has
replaced those gawky, strap-mounted
LCD screens with a tiny, mirrored cube
set into one lens of an ordinary pair of
eyeglasses and a small box clipped to
one earpiece. Although they are still a bit
clunky for everyday wear, these kinds
of displays would be acceptable for in-

dustrial applications, especially those
that already require safety goggles.

Several groups are testing similar re-
ality-augmenting devices. For example,
the University of Rochester is develop-
ing a system in which the head-mounted
display overlays the location and size of
skin lesions from a patient’s prior visit
so that the physician can see how the
condition is progressing. One dermatol-
ogist remarked that the method is much
easier than having to turn away to con-
sult notes or photographs. Boeing is
testing a system that streamlines con-
struction of the complicated wire har-
nesses that manage power on its air-
planes; the M.I.T. Media Laboratory is

developing a system for training (it has
one for billiards that draws lines on a
pool table indicating the best shots).

Daily life is harder to accommodate:
many people won’t even wear glasses.
But people do wear watches, clothing
and jewelry. An impressive project,
funded in part by the Defense Advanced
Research Projects Agency, is the Sensate
Liner for Combat Casualty Care. It is a
cotton T-shirt woven with a mesh of elec-
trically and optically conductive fibers
and has circuitry, acoustic sensors and
piezoelectric film gauges intended to
collect and transmit such data as the di-
rection and speed of a bullet striking
the wearer. The goal: better triage.

The Media Lab is also experimenting
with conductive fabrics. It has discov-
ered that you can embroider keyboards
onto ordinary clothing using commer-
cial conductive thread made of Kevlar
and stainless steel. Then it’s a small step
to attach diminutive sensors and chips.

This kind of technology could lead to

convenient automation when coupled
with another Media Lab project: retriev-
ing power during walking via the shoes.
It could be used to generate a low-power
field that functions as a personal-area
network around the body. The coupling
of projects could give the world under-
wear that communicates directly with
the living-room thermostat.

Is this the fourth wave of computing,
after mainframes, minicomputers and
personal computers? These folks seem
to think so, and in many ways it makes
sense, particularly for the medical uses
that the Media Lab’s Michael Hawley
expects to be the first drivers of this
technology. Still, the most likely out-
come is that a lot of the work won’t be
used the way its inventors think it will.
One project calls for digitizing every-
thing from colors (output as sound) to
emotions (output as bar graphs for the
moment); the idea is to help teachers
identify remote students’ states of
mind. It’s hard not to think that only a
geek would want automated bar charts
rather than relationships with students
who feel comfortable enough to type
in, “I am confused.” But if such a sys-
tem is accurate, might it be useful in
helping people whose emotions are in-
accessible through illness?

We have to hope so, because most of
the wearable vision seems isolationist.
One set of underwear controlling the
thermostat is fine; what about 1,000
sets fighting over one auditorium ther-
mostat? Or when your shirt broadcasts
your medical data? Will authorities ban
color-changing clothing in banks to
prevent would-be robbers from making
a switch or make it illegal to turn off
your cap-cam at the scene of a crime?

I’m all for any future that lessens the
weight on my shoulders or makes it
possible for the disabled to participate
equally in society. But as I imagine using
some of the wearables—walking down
the street to power my personal-area
network, the current TV news flowing
onto the electronic paper notebook
snapped into a pocket of my pieced-
velvet trail vest sewn with conductive
thread, my eyeglass display showing me
where to turn, and my earpiece reading
me my e-mail—I know I will long for
the days when silence was as easy as
leaving the cell phone home.

—Wendy M. Grossman
in Cambridge, Mass.
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Life is the ultimate example of complexity at work. An 
organism, whether it is a bacterium or a baboon, de-
velops through an incredibly complex series of in-

teractions involving a vast number of different components.
These components, or subsystems, are themselves made up
of smaller molecular components, which independently ex-
hibit their own dynamic behavior, such as the ability to cat-
alyze chemical reactions. Yet when they are combined into
some larger functioning unit—such as a cell or tissue—utterly
new and unpredictable properties emerge, including the abil-
ity to move, to change shape and to grow.

Although researchers have recognized this intriguing fact
for some time, most discount it in their quest to explain life’s
fundamentals. For the past several decades, biologists have
attempted to advance our understanding of how the human
body works by defining the properties of life’s critical materi-
als and molecules, such as DNA, the stuff of genes. Indeed,
biologists are now striving to identify every gene in the com-
plete set, known as the genome, that every human being car-
ries. Because genes are the “blueprints” for the key molecules
of life, such as proteins, this Holy Grail of molecular biology
will lead in the near future to a catalogue of essentially all the
molecules from which a human is created. Understanding
what the parts of a complex machine are made of, however,
does little to explain how the whole system works, regardless
of whether the complex system is a combustion engine or a
cell. In other words, identifying and describing the molecular
puzzle pieces will do little if we do not understand the rules
for their assembly. 

That nature applies common assembly rules is implied by
the recurrence—at scales from the molecular to the macro-
scopic—of certain patterns, such as spirals, pentagons and
triangulated forms. These patterns appear in structures rang-
ing from highly regular crystals to relatively irregular proteins
and in organisms as diverse as viruses, plankton and hu-
mans. After all, both organic and inorganic matter are made
of the same building blocks: atoms of carbon, hydrogen, oxy-
gen, nitrogen and phosphorus. The only difference is how
the atoms are arranged in three-dimensional space. 

This phenomenon, in which components join together to
form larger, stable structures having new properties that could
not have been predicted from the characteristics of their indi-
vidual parts, is known as self-assembly. It is observed at
many scales in nature. In the human body, for example, large
molecules self-assemble into cellular components known as

organelles, which self-assem-
ble into cells, which self-assemble
into tissues, which self-assemble into
organs. The result is a body organized hierar-
chically as tiers of systems within systems. Thus, if
we are to understand fully the way living creatures form
and function, we need to uncover these basic principles
that guide biological organization.

Despite centuries of study, researchers still know relatively
little about the forces that guide atoms to self-assemble into
molecules. They know even less about how groups of mole-
cules join together to create living cells and tissues. Over the
past two decades, however, I have discovered and explored
an intriguing and seemingly fundamental aspect of self-as-
sembly. An astoundingly wide variety of natural systems, in-
cluding carbon atoms, water molecules, proteins, viruses,
cells, tissues and even humans and other living creatures, are
constructed using a common form of architecture known as
tensegrity. The term refers to a system that stabilizes itself
mechanically because of the way in which tensional and

The Architecture of Life

A universal set of building rules seems to guide 
the design of organic structures—from simple
carbon compounds to complex cells and tissues

by Donald E. Ingber
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compressive forces are distributed and balanced within the
structure.

This fundamental finding could one day have practical ap-
plications in many areas. For example, new understanding of
tensegrity at the cellular level has allowed us to comprehend
better how cellular shape and mechanical forces—such as
pressure in blood vessels or compression in bone—influence
the activities of genes. At the same time, deeper understand-
ing of natural rules of self-assembly will allow us to make
better use—in applications ranging from drug design to tissue
engineering—of the rapidly accumulating data we have about
molecules, cells and other biological components. An expla-
nation of why tensegrity is so ubiquitous in nature may also
provide new insight into the very forces that drive biological
organization—and perhaps into evolution itself.

What Is Tensegrity?

My interest in tensegrity dates back to my undergraduate 
years in the mid-1970s at Yale University. There my

studies of cell biology and also of sculpture led me to realize
that the question of how living things form has less to do
with chemical composition than with architecture. The mol-
ecules and cells that form our tissues are continually removed

and replaced; it is the maintenance of
pattern and architecture, I rea-

soned, that we call life.
Tensegrity struc-

tures are mechanically stable not because of the strength of
individual members but because of the way the entire struc-
ture distributes and balances mechanical stresses. The struc-
tures fall into two categories. Structures in one category, which
includes the geodesic domes of Buckminster Fuller, are basical-
ly frameworks made up of rigid struts, each of which can bear
tension or compression. The struts that make up the frame-
work are connected into triangles, pentagons or hexagons, and
each strut is oriented so as to constrain each joint to a fixed
position, thereby assuring the stability of the whole structure.

The other category of tensegrity structures encompasses
those that stabilize themselves through a phenomenon known
as prestress. This type of structure was first constructed by
the sculptor Kenneth Snelson. In Snelson’s elegant sculptures,
structural members that can bear only tension are distinct from
those that bear compression. Even before one of these struc-
tures is subjected to an external force, all the structural mem-
bers are already in tension or compression—that is, they are
prestressed. Within the structure, the compression-bearing rigid
struts stretch, or tense, the flexible, tension-bearing members,
while those tension-bearing members compress the rigid struts.
These counteracting forces, which equilibrate throughout the
structure, are what enable it to stabilize itself. 

Tensegrity structures of both categories share one critical
feature, which is that tension is continuously transmitted across
all structural members. In other words, an increase in tension
in one of the members results in increased tension in mem-
bers throughout the structure—even ones on the opposite
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TENSEGRITY—an architectural system in which
structures stabilize themselves by balancing the
counteracting forces of compression and tension—
gives shape and strength to both natural and artifi-
cial forms. The cytoskeleton of a living cell (back-
ground) is a framework composed of interconnect-
ed microtubules and filaments. The dynamic re-
lation of these structural elements is reminiscent of
a sculpture (at center) by Kenneth Snelson, in
which long struts are joined with cables. K
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side. This global increase in tension is balanced by an increase
in compression within certain members spaced throughout the
structure. In this way, the structure stabilizes itself through a
mechanism that Fuller described as continuous tension and lo-
cal compression. In contrast, most buildings derive their stabili-
ty from continuous compression because of the force of gravity.

The tension-bearing members in these structures—whether
Fuller’s domes or Snelson’s sculptures—map out the shortest
paths between adjacent members (and are therefore, by defini-
tion, arranged geodesically). Tensional forces naturally trans-
mit themselves over the shortest distance between two points,
so the members of a tensegrity structure are precisely posi-
tioned to best withstand stress. For this reason, tensegrity
structures offer a maximum amount of strength for a given
amount of building material.

From Skeleton to Cytoskeleton

What does tensegrity have to do with the human body? 
The principles of tensegrity apply at essentially every

detectable size scale in the body. At the macroscopic level, the
206 bones that constitute our skeleton are pulled up against
the force of gravity and stabilized in a vertical form by the pull
of tensile muscles, tendons and ligaments (similar to the ca-
bles in Snelson’s sculptures). In other words, in the complex
tensegrity structure inside every one of us, bones are the com-
pression struts, and muscles, tendons and ligaments are the
tension-bearing members. At the other end of the scale, pro-
teins and other key molecules in the body also stabilize them-
selves through the principles of tensegrity. My own interest
lies in between these two extremes, at the cellular level.

As a graduate student working with James D. Jamieson at
Yale, I focused on how the components of biological sys-
tems—especially of cells—interacted mechanically. At this
time, in the late 1970s, biologists generally viewed the cell as
a viscous fluid or gel surrounded by a membrane, much like
a balloon filled with molasses. Cells were known to contain
an internal framework, or cytoskeleton, composed of three
different types of molecular protein polymers, known as mi-
crofilaments, intermediate filaments and microtubules. But
their role in controlling cell shape was poorly understood.

Another mystery in those days concerned the way isolated

cells behave when placed on different surfaces. It had been long
known that cells spread out and flatten when they attach to a
rigid glass or plastic culture dish. In 1980, however, Albert K.
Harris of the University of North Carolina at Chapel Hill
showed that when affixed to a flexible rubber substrate, cells
contract and become more spherical. This contraction bunch-
es up, or puckers, the underlying rubber.

It occurred to me that a view of the cell as a tensegrity
structure could easily explain such behavior. I modeled a cell
as such a structure; it consisted of six wood dowels and some
elastic string. I arranged the dowels—which bore the com-
pressive stress—in three pairs. Each pair was perpendicular to
the other two, and none of the wood struts actually touched
one another. A tension-bearing elastic string connected to the
ends of all the dowels, pulling them into a stable, three-di-
mensional form. I also placed a smaller, spherical tensegrity
model, representing the nucleus, within the larger one that
represented the rest of the cell. Then, to mimic cytoskeletal
connections between the nucleus and the rest of the cell, I
stretched elastic strings from the surface of the large tensegrity
structure to the smaller one inside [see illustration at top right
on opposite page].

To understand how my experiment worked, it is necessary
to know that pushing down on a tensegrity model of the kind
I built forces it into what appears to be a flattened pile of sticks
and string. As soon as the pressure is removed, the energy
stored in the tensed filaments causes the model to spring back
to its original, roughly spherical shape. To simulate how cells
behave when placed on a surface, I mimicked a solid culture
substrate of glass or plastic by stretching a piece of cloth taut
and pinning it firmly to a piece of wood below. I affixed the

LIVING CELLS crinkle a thin rubber substrate be-
cause they exert tractional forces where they adhere.
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tensegrity model to the substrate by
flattening it and sewing the ends of
some of the dowels to the cloth.
These attachments were analogous
to the cell-surface molecules, now
known as integrins or adhesion re-
ceptors, that physically connect a cell
to its anchoring substrate.

With the dowel ends sewed to the
tightly pinned cloth, the model re-
mained flat, just as a real cell does on
a hard substrate. When I lifted the
pins to free the cloth from the wood, however, thereby mak-
ing the cell’s anchoring surface flexible, the tensegrity model
popped up into its more spherical form, puckering the cloth
underneath. Furthermore, I noticed that when I stretched the
model flat by connecting it to the cloth substrate, the cell and
nucleus inside it extended in a coordinated manner. The nu-
cleus model also moved toward the bottom of the simulated
cell. Soon thereafter, I showed experimentally that living cells
and nuclei spread and polarize in a similar manner when
they adhere to a substrate. Thus, with my highly simplified
construction, I showed that tensegrity structures mimic the
known behavior of living cells.

Hard-Wiring in Cells

In the years since my modeling experiment, biologists have
learned a great deal about the mechanical aspects of cells,

and their findings seem to confirm that cells do indeed get
their shape from tensegrity. Further, just as the models predict,
most cells derive their structure not only from the cytoskele-
ton’s three major types of filaments but also from the extra-
cellular matrix—the anchoring scaffolding to which cells are
naturally secured in the body.

Inside the cell, a gossamer network of contractile micro-

filaments—a key element of the cytoskeleton—extends through-
out the cell, exerting tension. In other words, it pulls the cell’s
membrane and all its internal constituents toward the nucleus
at the core. Opposing this inward pull are two main types of
compressive elements, one of which is outside the cell and the
other inside. The component outside the cell is the extracellu-
lar matrix; the compressive “girders” inside the cell can be ei-
ther microtubules or large bundles of cross-linked micro-
filaments within the cytoskeleton. The third component of
the cytoskeleton, the intermediate filaments, are the great in-
tegrators, connecting microtubules and contractile micro-
filaments to one another as well as to the surface membrane
and the cell’s nucleus. In addition, they act as guy wires, stiff-



ening the central nucleus and securing it in place. Although
the cytoskeleton is surrounded by membranes and penetrated
by viscous fluid, it is this hard-wired network of molecular
struts and cables that stabilizes cell shape. 

If the cell and nucleus are physically connected by tensile
filaments and not solely by a fluid cytoplasm, then pulling on
receptors at the cell surface should produce immediate struc-
tural changes deep inside the cell. Recently Andrew Maniotis,
who was in my group at Children’s Hospital of Harvard Med-
ical School, demonstrated this directly. By binding micro-
pipettes to adhesion receptors on the surface of living cells and
pulling outward, Maniotis caused cytoskeletal filaments and
structures in the nucleus to realign immediately in the direction
of pull. Thus, as my early experiments suggested, cells and nu-
clei do not behave like viscous water balloons.

How Mechanics Controls Biochemistry

Tensegrity can be invoked to explain more than the stabi-
lization of cellular and nuclear form. For example, Steven

R. Heidemann, working with Harish Joshi and Robert E.
Buxbaum of Michigan State University in the mid-1980s,
found that tensegrity can explain how nerve cells extend
long, thin projections called neurites, which are filled with mi-
crotubules and transmit electrical signals in the nervous sys-
tem. This growth is required for repair of nerve damage.

Heidemann’s group found that microtubules are com-
pressed at their ends by the pull of surrounding contractile
microfilaments inside the neurites. More important, the re-
searchers discovered that microtubule assembly (elongation)—
and, hence, neurite extension—is promoted by shifting com-
pressive loads off the microtubule and onto the cell’s attach-
ments to its extracellular matrix. In other words, the existence
of a tensegrity force balance provides a means to integrate
mechanics and biochemistry at the molecular level.

Very recently, Andrew Matus of the Friedrich Miescher In-
stitute in Basel added a vivid footnote to this story. By mak-
ing cells that produce fluorescent microtubules, Matus actually
viewed those microtubules buckling under compression.

The tensegrity model suggests that the structure of the cell’s
cytoskeleton can be changed by altering the balance of phys-
ical forces transmitted across the cell surface. This finding is
important because many of the enzymes and other substances
that control protein synthesis, energy conversion and growth
in the cell are physically immobilized on the cytoskeleton.
For this reason, changing cytoskeletal geometry and mechanics
could affect biochemical reactions and even alter the genes
that are activated and thus the proteins that are made.

To investigate this possibility further, Rahul Singhvi and
Christopher S. Chen in my group, working with George M.
Whitesides, also at Harvard, developed a method to engineer
cell shape and function. They forced living cells to take on
different shapes—spherical or flattened, round or square—by
placing them on tiny, adhesive “islands” composed of extra-
cellular matrix. Each adhesive island was surrounded by a
Teflon-like surface to which cells could not adhere.

By simply modifying the shape of the cell, they could switch
cells between different genetic programs. Cells that spread flat
became more likely to divide,
whereas round cells that were
prevented from spreading
activated a death program
known as apoptosis. When
cells were neither too extend-
ed nor too retracted, they
neither divided nor died. In-
stead they differentiated
themselves in a tissue-specific
manner: capillary cells formed
hollow capillary tubes; liver
cells secreted proteins that the
liver normally supplies to the
blood; and so on.

Thus, mechanical restruc-
turing of the cell and cyto-
skeleton apparently tells the
cell what to do. Very flat cells,
with their cytoskeletons
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GROWING MICROTUBULE buck-
les under compression in these time-
lapse video images. The buckling oc-
curs when the microtubule elongates
and pushes against other components
of the cell’s skeleton.
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NERVE CELL has long extensions, called neurites, that connect
electrically with neighboring nerve cells (above left and top
right). Neurites extend from the cell (views at right), for exam-
ple, during the repair of an injury, by elongating internal molec-
ular fibers known as microtubules (purple). Contractile micro-
filaments (red) surround the microtubules, compressing them

and restricting their growth. The same microfilaments, however,
are connected to other ones (orange) that extend forward to the
points where the cell anchors to its underlying substrate (center).
When the microfilaments pull themselves forward against these
adhesions, they enable the microtubules to elongate, and the
neurite extends (bottom).
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stretched, sense that more cells are needed to cover the sur-
rounding substrate—as in wound repair—and that cell divi-
sion is needed. Rounding indicates that too many cells are
competing for space on the matrix and that cells are prolifer-
ating too much; some must die to prevent tumor formation.
In between these two extremes, normal tissue function is es-
tablished and maintained. Understanding how this switching
occurs could lead to new approaches to cancer therapy and
tissue repair and perhaps even to the creation of artificial-tis-
sue replacements.

Making Cells Do the Twist

The next level up in the hierarchy of self-assembly is the
formation of tissues, which are created from the joining

of cells to one another and to their extracellular matrix. One
emergent property of tissues is how they behave mechanical-
ly. Many different types of tissue, including muscle, cartilage,
blood vessels and skin, exhibit a response known as linear
stiffening. If you pull on your skin, for example, you will feel
the resistance increase as you tug harder. An increasing exter-
nal force is met with increasing resistance. Recent studies
show that even isolated molecules, such as DNA, exhibit lin-
ear stiffening, yet until we examined this phenomenon in the
context of tensegrity, there was no mechanical or mathemat-
ical explanation for this behavior.

In 1993 my co-worker Ning Wang, working with James P.
Butler of the Harvard School of Public Health, developed a
device that allowed us to twist individual molecules on the
surface membrane of living cells while simultaneously measur-
ing the cellular response. We found that when we increased
the stress applied to integrins (molecules that go through the
cell’s membrane and link the extracellular matrix to the inter-
nal cytoskeleton), the cells responded by becoming stiffer and
stiffer—just as whole tissues do. Furthermore, living cells
could be made stiff or flexible by varying the prestress in the
cytoskeleton by changing, for example, the tension in con-
tractile microfilaments.

Although the exact details of the interaction are not all
known, we showed, using a stick-and-string tensegrity mod-
el, that the gist of the response can be discerned from the way
in which tensegrity structures respond to stress. Essentially, all
the interconnected structural elements of a tensegrity model
rearrange themselves in response to a local stress. Linear stiff-
ening results because as the applied stress increases, more of
the members come to lie in the direction of the applied stress.

Working with Dimitrije
Stamenovic of Boston
University, we developed
a mathematical model
based on these principles. It predicts, for the first time, the lin-
ear-stiffening response of tissues, living cells and even
molecules. We hope to use this model to help design ad-
vanced materials that have the linear-stiffening property and
that may be useful in such applications as protective clothing
and artificial body parts. The same mathematical approach
may also be incorporated within computer programs as a
shortcut to accelerate molecular modeling and drug design.

In Wang’s magnetic-twisting studies and in Maniotis’s mi-
cropipette-pulling experiments, we found that applying stress
to cell-surface receptors involved with metabolism—rather
than adhesion—did not effectively convey force to the inside
of the cell. Thus, these studies confirmed that mechanical forces
are transmitted over specific molecular paths in living cells, a
finding that provided new insight into how cells sense me-
chanical stimuli that regulate tissue development. This in-
sight, in turn, may help us better understand a wide variety
of phenomena, from the growth of muscle in response to ten-
sion to the growth of plant roots in response to gravity.

Molecular Geodesic Domes

Although the tensegrity models predicted many cell behav-
iors, one disparity needed explaining. Many cells can

spread and flatten without microtubules—the most important
compression struts in the model. If living cells can change from
spherical to flat without these struts, how can tensegrity ap-
ply? Again using an uncomplicated modeling approach, I
found that, incredibly, the microfilament network itself is a
tensegrity structure.

In the cytoskeleton of a living cell, contractile microfilaments
form a lattice that reorganizes locally into different forms,
such as large bundles or networks of triangles. To explore the

SODA-STRAW MODEL (below)
with flexible joints shows how
contracting microfilament net-
works can rearrange into linear
bundles (top right) or triangulated
geodesic forms, such as the octa-
hedron (bottom right).
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mechanism behind this reorganization, I modeled the micro-
filament lattice as a polyhedral framework of soda straws
that contained six triangles and four squares [see bottom illus-
tration on preceding page]. The straws were held together by
a single elastic string that I threaded through all the straws
and tied to itself. I assumed that each soda straw in the model
represented a single contractile microfilament that could gen-
erate mechanical tension by shortening itself. It is known that
contractile microfilaments get stiffer when they shorten.
Thus, the internal elastic thread in the model would then
mimic the continuous tension in the whole structure that re-
sults from the shortening of all these stiffened filaments.

I assumed that this soda-straw model represented one mod-
ular cytoskeletal unit that interconnected in all directions with
other similar modules in a round, unattached (suspended) cell.
The question I was trying to answer was, What would happen
to this framework if the cell it supported were to attach to a
rigid surface?

Cells attach by binding to surface-bound molecules in the
extracellular matrix. But cells are not evenly “glued” to the
matrix; rather they are “spot welded” in localized sites known
as focal adhesions. Contractile microfilaments respond to an-
chorage by shortening and increasing isometric tension within
the lattice. The soda-straw models suggested that the increas-
ing tension produced by attachment would cause the individ-
ual contractile microfilaments that formed the squares in the
model to self-assemble into linear bundles stretching between
these focal-adhesion sites where integrin receptors anchor the
cell to the matrix. In fact, when living cells spread on a surface,
individual contractile microfilaments align in a nearly identi-
cal manner to form bundles called stress fibers.

In contrast, at the top of the cell, there is no adhesive sub-
strate to resist the pull of the shortening microfilaments. In
these regions the contraction of each microfilament can be re-
sisted only by the pull and stiffness of its neighboring filaments.
Fuller showed many years ago that inward pulling and twist-
ing causes this type of polyhedral structure to undergo what
he called a “jitterbug” transformation: the highly flexible

framework of squares and triangles converts
into fully triangulated octahedral or tetrahe-
dral forms—or, in other words, into fully tri-
angulated tensegrity structures.

When I interconnected many similar soda-
straw models, I found that the individual mod-
ules progressively contracted, resulting in the forma-
tion of a geodesic framework composed of alternat-
ing octahedral and tetrahedral forms, closely packed. In
a cell, contraction of surrounding microfilament networks
that interconnect with the cell base would bend this frame-
work down over the spherical nucleus, thereby transforming it
into a highly triangulated dome—specifically, a geodesic dome.

Elias Lazarides, then at Cold Spring Harbor Laboratory in
New York, and Mary Osborn and Klaus Weber of the Max
Planck Institute in Göttingen, Germany, observed these very
transformations in the region of the cytoplasm above the nu-
cleus in spreading cells. Significantly, the existence of a
geodesic dome within the cytoskeleton at the molecular level
demonstrates conclusively that cells can and do use the archi-
tecture of tensegrity to shape their cytoskeleton.

A Universal Pattern

The geodesic structure found within the cytoskeleton is a
classic example of a pattern that is found everywhere in

nature, at many different size scales. Spherical groups of carbon
atoms called buckminsterfullerenes or buckyballs, along with
viruses, enzymes, organelles, cells and even small organisms,
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GEODESIC FORMS appear in many dif-
ferent natural structures, including part of
the cytoskeleton of a mammalian cell
(above left), an adenovirus (top middle)
and (clockwise from bottom right) a pollen
grain, a buckyball surrounding a potassi-
um ion, a protein enzyme complex and a
multicellular organism known as a volvox.
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all exhibit geodesic forms. Strangely, few researchers seem to
have asked why this is so. My view is that this recurrent pat-
tern is visual evidence of the existence of common rules for
self-assembly. In particular, all these entities stabilize them-
selves in three dimensions in a similar way: by arranging
their parts to minimize energy and mass through continuous
tension and local compression—that is, through tensegrity.

The assembly of viruses, the smallest form of life on the
earth, involves binding interactions between many similar
proteins that come together to form a geodesic viral coat that

encloses the genetic materi-
al. During virus formation,
linear extensions of the pro-
teins overlap with similar

tails that extend from neighboring proteins to form a trian-
gulated geodesic framework on the nanometer scale. Each
joint in this framework self-stabilizes as a result of a balance
between the pull of intermolecular attractive forces (hydro-
gen bonds) and the ability of the individual protein tails to re-
sist compression and buckling.

The same basic scheme is apparent in buckyballs, except
that the building blocks are atoms instead of proteins. In bucky-
balls, 60 carbon atoms form a geodesic sphere covered by 20
hexagons interspersed with 12 pentagons: the pattern on a
soccer ball. In effect, the 90 carbon-carbon bonds in a bucky-
ball are the struts in a tensegrity sphere.

It is more difficult, however, to see that the same building
rules also apply to irregular structures, including many bio-

logical molecules, that do not exhibit
geodesic forms. Proteins, on which
cells depend for structure, catalysis and
many other functions, are long strings
of amino acids. Small regions of the
protein’s amino acid backbone fold
into helical forms that stabilize them-
selves through a balance between the
attractive force of hydrogen bonds
(pulling together different regions of
the molecule) and the ability of the
protein coil to resist shortening, or
compression. In other words, these
helical regions stabilize themselves
through tensegrity—as does any heli-
cal molecule, such as DNA.

Protein organization also involves
hierarchical assembly. The small re-
gions of a protein that are helically
stiffened are separated from one an-
other by parts of the same amino acid
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backbone that act as if they were flexible hinges. These strut-
like regions fold back on themselves (because of tensile hy-
drogen-bonding forces) in order to stabilize the entire
molecule. The stiffened helices may be extremely compressed
locally, even though forces are equilibrated across the whole
prestressed molecule.

Because a local force can change the shape of an entire
tensegrity structure, the binding of a molecule to a protein
can cause the different, stiffened helical regions to rearrange
their relative positions throughout the
length of the protein. For example,
when a signal-bearing molecule binds
to a receptor that goes through the
membrane and into a cell, the attach-
ment can cause conformational
changes at the opposite end of the re-
ceptor. These conformational changes,
in turn, alter the shape of adjacent pro-
teins and trigger a cascade of molecular
restructuring inside that cell. Indeed,
this is how cells sense and respond to
changes in their environment.

Thus, from the molecules to the
bones and muscles and tendons of the
human body, tensegrity is clearly na-
ture’s preferred building system. Only
tensegrity, for example, can explain
how every time that you move your
arm, your skin stretches, your extracel-
lular matrix extends, your cells distort,
and the interconnected molecules that
form the internal framework of the cell
feel the pull—all without any breakage
or discontinuity.

Remarkably, tensegrity may even ex-
plain how all these phenomena are so
perfectly coordinated in a living crea-
ture. At the Johns Hopkins School of
Medicine, Donald S. Coffey and Ken-
neth J. Pienta found that tensegrity
structures function as coupled harmon-
ic oscillators. DNA, nuclei, cytoskeletal

filaments, membrane ion channels and entire living cells and
tissues exhibit characteristic resonant frequencies of vibra-
tion. Very simply, transmission of tension through a tensegrity
array provides a means to distribute forces to all intercon-
nected elements and, at the same time, to couple, or “tune,”
the whole system mechanically as one.

Implications for Evolution and Beyond

Although changes in DNA generate biological diversity, 
genes are a product of evolution, not its driving force. In

fact, geodesic forms similar to those found in viruses, enzymes
and cells existed in the inorganic world of crystals and miner-
als long before DNA ever came into existence. Even water

molecules are structured geodesically.
The relevant question is, How did or-

ganic molecules and cells evolve from
inorganic components? After all, in
terms of how emergent properties arise,
self-assembly of molecules into or-
ganelles or cells into tissues is not very
different from the self-assembly of atoms
into compounds. For example, sodium,
an explosive metal, and chlorine, a poi-
sonous gas, combine to form sodium
chloride, whose emergent property is
that it can be used as table salt. The im-
portant principle here is the manner in
which a structure shapes itself and
holds its subcomponents together in
three-dimensional space; this character-
istic is what defines the way the struc-
ture as a whole will behave.

More broadly, all matter is subject to
the same spatial constraints, regardless
of scale or position. Thus, given these
constraints, tensegrity is the most eco-
nomical and efficient way to build—at
the molecular scale, at the macroscopic
scale and at all scales in between. It is
possible that fully triangulated tensegri-
ty structures may have been selected
through evolution because of their struc-
tural efficiency—their high mechanical
strength using a minimum of materials.
The flexibility exhibited by prestressed
tensegrity structures would be advanta-
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VERTICAL TENSEGRITY sculpture
and molecular model of a cytoskeletal mi-
crofilament (above) derive strength from
the same principle: they stabilize them-
selves through a balance of compression
and tension. In the surface tissue of a fly’s
eye (background at right), cells are ar-
ranged geodesically for the same pur-
pose—to provide stability through contin-
uous tension and local compression.

JI
M

 A
N

D
 J

U
LI

E 
BR

U
TO

N
Ph

ot
o 

Re
se

ar
ch

er
s,

 In
c.

KE
N

N
ET

H
 S

N
EL

SO
N

 (l
ef

t)
; C

LA
RE

N
C

E 
E.

 S
C

H
U

TT
 (r

ig
ht

)

PRESTRESSED TENSEGRITY CANTILEVERS
include the muscle-and-bone neck of a giraffe and a
cable-and-beam sculpture by Kenneth Snelson.
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geous because it allows structures to take on different shapes.
For example, if a molecule or cell were able to transform into
a shape that was more stable at a certain temperature or
pressure, or more efficient metabolically, then its lifetime
would have been extended. It would have been more likely to
interact with other, similar entities and then to self-assemble
once again.

Researchers now think biological evolution began in layers
of clay, rather than in the primordial sea. Interestingly, clay is
itself a porous network of atoms arranged geodesically with-
in octahedral and tetrahedral forms. But because these octa-
hedra and tetrahedra are not closely packed, they retain the
ability to move and slide relative to one another. This flexibil-
ity apparently allows clay to catalyze many chemical reactions,
including ones that may have produced the first molecular
building blocks of organic life.

Over time, different molecular collectives self-assembled to
form the first structures with specialized functions—the fore-
runners of present-day organelles—which then combined with
one another to create the first simple cells. These cells then
produced proteins that self-assembled to form extracellular
matrix–anchoring scaffolds that, in turn, promoted self-as-
sembly of multicellular tissues. Organs developed from the
self-assembly of tissues, and complex organisms arose through
combination and progressive remodeling of different organs.
Indeed, the development of an embryo from a sperm and an
egg recapitulates all these stages of self-assembly.

The emergence of DNA and genes gave rise to a new
mechanism for generating structural diversity that accelerated
evolution. Yet throughout all this time the rules guiding the
process of hierarchical self-assembly remained essentially un-
changed. So it is no surprise that the basic arrangement of
bones and muscles is remarkably similar in Tyrannosaurus
rex and Homo sapiens; that animals, insects and plants all rely
on prestress for the mechanical stability of their bodies; and
that geodesic forms, such as hexagons, pentagons and spirals,
predominate in natural systems.

Finally, more philosophical questions arise: Are these
building principles universal? Do they apply to structures
that are molded by very large scale forces as well as small-
scale ones? We do not know. Snelson, however, has proposed
an intriguing model of the atom based on tensegrity that takes
off where the French physicist Louis de Broglie left off in
1923. Fuller himself went so far as to imagine the solar sys-
tem as a structure composed of multiple nondeformable rings
of planetary motion held together by continuous gravitational
tension. Then, too, the fact that our expanding (tensing) uni-
verse contains huge filaments of gravitationally linked galaxies
and isolated black holes that experience immense compres-
sive forces locally can only lead us to wonder. Perhaps there
is a single underlying theme to nature after all. As suggested
by early 20th-century Scottish zoologist D’Arcy W. Thompson,
who quoted Galileo, who, in turn, cited Plato: the Book of Na-
ture may indeed be written in the characters of geometry.
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On the floor of the deep
oceans, poised in the middle
of the larger tectonic plates,

lie vast mudflats that might appear, at
first glance, to constitute some of the
least valuable real estate on the planet.
The rocky crust underlying these “abys-
sal plains” is blanketed by a sedimenta-
ry layer, hundreds of meters thick, com-
posed of clays that resemble dark choc-
olate and have the consistency of peanut
butter. Bereft of plant life and sparsely
populated with fauna, these regions are
relatively unproductive from a biologi-
cal standpoint and largely devoid of
mineral wealth. 

Yet they may prove to be of tremen-
dous worth, offering a solution to two
problems that have bedeviled human-
kind since the dawn of the nuclear age:
these neglected suboceanic formations
might provide a permanent resting place
for high-level radioactive wastes and a
burial ground for the radioactive mate-
rials removed from nuclear bombs. Al-
though the disposal of radioactive wastes
and the sequestering of material from
nuclear weapons pose different challeng-
es and exigencies, the two tasks could
have a common solution: burial below
the seabed.

High-level radioactive wastes—in the
form of spent fuel rods packed into pools
at commercial nuclear power plants or
as toxic slurries housed in tanks and
drums at various facilities built for the
production of nuclear weapons—have
been accumulating for more than half a
century, with no permanent disposal
method yet demonstrated. For instance,
in the U.S. there are now more than
30,000 metric tons of spent fuel stored

at nuclear power plants, and the amount
grows by about 2,000 metric tons a
year. With the nuclear waste repository
under development at Yucca Mountain,
Nev., now mired in controversy and not
expected to open before 2015 at the ear-
liest [see “Can Nuclear Waste Be Stored
Safely at Yucca Mountain?” by Chris
G. Whipple; Scientific American,
June 1996], pressure is mounting to put
this material somewhere.

The disposition of excess plutonium
and uranium taken from decommis-
sioned nuclear weapons is an even more
pressing issue, given the crisis that might
ensue if such material were to fall into
the wrong hands. The U.S. and Russia
have each accumulated more than 100
metric tons of weapons-grade plutoni-
um, and each country should have at
least 50 metric tons of excess plutoni-
um, plus hundreds of tons of highly en-
riched uranium, left over from disman-
tled nuclear weapons. Preventing ter-
rorists or “rogue states” from acquiring
this material is, obviously, a grave con-
cern, given that a metric ton of plutoni-
um could be used to make hundreds of
warheads, the precise number depend-
ing on the size of the bomb and the in-
genuity of the designer.

The Clinton administration has en-
dorsed two separate methods for rid-
ding the nation of this dangerous lega-
cy. Both entail significant technical, eco-
nomic and political uncertainties. One
scheme calls for the surplus weapons
plutonium to be mixed with radioactive
wastes and molded into a special type of
glass (a process called vitrification) or,
perhaps, ceramic for subsequent burial
at a site yet to be chosen. The glass or

ceramic would immobilize the radioac-
tive atoms (to prevent them from seep-
ing into the surrounding environment)
and would make deliberate extraction
of the plutonium difficult. But the ma-
trix material does not shield against the
radiation, so vitrified wastes would still
remain quite hazardous before dispos-
al. Moving ahead with vitrification in
the U.S. has required construction of a
new processing plant, situated near Ai-
ken, S.C. Assuming this facility per-
forms at its intended capacity, each day
it will produce just one modest cylinder
of glass containing about 20 or so kilo-
grams of plutonium. The projected cost
is $1.4 million for each of these glassy
logs. And after that considerable ex-
pense and effort, someone still has to
dispose of the highly radioactive prod-
ucts of this elaborate factory.

The second option would be to com-
bine the recovered plutonium with ura-
nium oxide to create a “mixed oxide”
fuel for commercial reactors—although
most nuclear power plants in the U.S.
would require substantial modification
before they could run on such a blend.
This alternative measure of consuming
mixed-oxide fuels at commercial power
plants is technically feasible but none-
theless controversial. Such activities

Burial of Radioactive Waste
under the Seabed

Although the notion troubles some environmentalists, 
the disposing of nuclear refuse 

within oceanic sediments merits consideration

by Charles D. Hollister and Steven Nadis

STEEL PIPE, lowered from a ship on the
surface, would be used to drill holes in the
deep-sea muds and, later, convey nuclear
waste containers for permanent burial—
according to the plan envisioned. Mud
pumped into the borehole would then
seal the nuclear refuse within the clay-rich
undersea formation, effectively isolating
the radioactive materials.

Burial of Radioactive Waste under the Seabed
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would blur the traditional separation
between military and civilian nuclear
programs and demand heightened secu-
rity, particularly at mixed-oxide fabri-
cation plants (of which none currently
exist in the U.S.), where material suit-
able for building a nuclear bomb might
be stolen. And in the end, mixed-oxide
reactors would produce other types of
radioactive waste. Hence, neither of the
schemes planned for disposing of mate-
rial from nuclear weapons is entirely
satisfactory.

Pressing Problems

For the past 15 years, the operators
of nuclear power plants in the U.S.

have been paying the Department of
Energy in advance for the eventual stor-
age or disposal of their wastes. Even
though there is no place yet available to
put this radioactive refuse, the courts
have ordered the DOE to meet its con-
tractual obligations and begin accepting
expended fuel rods from nuclear utili-
ties this year. It is not at all clear what
the DOE will do with these materials.
One plan supported by the U.S. Senate
is to build a temporary storage facility
in Nevada near the Yucca Mountain
site, but President Bill Clinton opposes
this stopgap measure. In any event, the
mounting pressure to take some action
increases the likelihood of hasty, ill-
considered judgments. The best course,
in our opinion, would be to do nothing
too drastic for now; immediate action
should be limited to putting the spent
fuel currently residing in cooling ponds
into dry storage as needed and trying to
stabilize the leaks in high-level-waste
containers at weapons sites, while sci-
entists and engineers thoroughly inves-
tigate all reasonable means for perma-
nent disposal.

Although some ambitious thinkers
have suggested that nuclear waste might
one day be launched into space and
from there cast into the sun, most peo-
ple who have studied the problem agree
that safety and economy demand that
the waste be put permanently under-
ground. Curiously, the search for a suit-
able nuclear graveyard has been con-
fined almost exclusively to sites on the
continents, despite the fact that geolog-
ic formations below the world’s oceans,
which cover some 70 percent of the pla-
net’s surface, may offer even greater po-
tential. The disposal of nuclear weapons
and wastes below the seabed should not
be confused with disposal in the deep-
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ocean trenches formed at the juncture of
two tectonic plates—a risky proposition
that would involve depositing waste
canisters into some of the most geologi-
cally unpredictable places on the earth,
with great uncertainty as to where the
material would finally reside.

Subseabed disposal, in contrast, would
utilize some of the world’s most stable
and predictable terrain, with radioactive
waste or nuclear materials from war-
heads “surgically” implanted in the mid-
dle of oceanic tectonic plates. Selecting
sites for disposal that are far from plate
boundaries would minimize chances of
disruption by volcanoes, earthquakes,
crustal shifts and other seismic activity.
Many studies by marine scientists have
identified broad zones in the Atlantic
and Pacific that have remained geologi-
cally inert for tens of millions of years.
What is more, the clay-rich muds that
would entomb the radioactive materi-
als have intrinsically favorable charac-
teristics: low permeability to water, a
high adsorption capacity for these dan-
gerous elements and a natural plastici-
ty that enables the ooze to seal up any
cracks or rifts that might develop around
a waste container. So the exact form of
the wastes (for example, whether they
are vitrified or not) does not affect the
feasibility of this approach. No geolog-
ic formations on land are known to of-
fer all these favorable properties.

It is also important to note that dis-
posal would not be in the oceans, per se,
but rather in the sediments below. Plac-
ing nuclear waste canisters hundreds of
meters underneath the floor of the deep
ocean (which is, itself, some five or so
kilometers below the sea surface) could
be accomplished using standard deep-
sea drilling techniques. The next step—

backfilling to seal and pack the bore-
holes—is also a routine practice. This
technology has proved itself through de-
cades of use by the petroleum industry
to probe the continental shelves and,
more recently, by members of the Ocean

Drilling Program, an international con-
sortium of scientific researchers, to ex-
plore deeper locales.

We envision a specialized team of
drillers creating boreholes in the abys-
sal muds and clays at carefully selected
locations. These cylindrical shafts, some
tens to hundreds of meters deep, would
probably be spaced several hundred me-
ters apart to allow for easy maneuver-
ing. Individual canisters, housing pluto-
nium or other radioactive wastes, would
then be lowered by cable into the holes.
The canisters would be stacked vertically
but separated by 20 or more meters of
mud, which could be pumped into the
hole after each canister was emplaced. 

As is the case for disposal within Yuc-
ca Mountain, the waste canisters them-
selves would last a few thousand years
at most. Under the seabed, however, the
muddy clays, which cling tenaciously to
plutonium and many other radioactive
elements, would prevent these substanc-
es from seeping into the waters above.
Experiments conducted as part of an in-
ternational research program concluded
that plutonium (and other transuranic
elements) buried in the clays would not
migrate more than a few meters from a
breached canister after even 100,000
years. The rates of migration for urani-
um and some other radioactive waste
elements need yet to be properly deter-
mined. Still, their burial several tens to

100 meters or more into the sediments
would most likely buy enough time for
the radioactivity of all the waste either
to decay or to dissipate to levels below
those found naturally in seawater.

The Seabed Working Group, as the
now defunct research program was
called, consisted of 200 investigators
from 10 countries. Led by the U.S. and
sponsored by the Nuclear Energy Agen-
cy of the Organization for Economic
Cooperation and Development, the
project ran from 1976 to 1986 at a total
cost of about $120 million. This pro-
gram was an outgrowth of a smaller ef-
fort at Sandia National Laboratories
that was initiated in response to a sug-
gestion by one of the authors (Hollis-
ter), who conceived of the idea of sub-
seabed disposal in 1973.

As part of the international program,
scientists extracted core samples of the
seabed and made preliminary environ-
mental observations at about half a
dozen sites in the northern Atlantic and
Pacific oceans. The collected sediments
showed an uninterrupted history of ge-
ologic tranquillity over the past 50 to
100 million years. And there is no rea-
son to believe that these particular sites
are extraordinary. On the contrary,
thousands of cores from other midplate
locations since examined as part of the
Ocean Drilling Program indicate that
the sediments that were studied origi-

SPENT REACTOR FUEL will more than double in quantity in the U.S. by the year
2020, even if no new nuclear power plants are built, according to estimates of the
Department of Energy (graph). Because no procedures for permanent disposal are
yet established, the spent nuclear fuel is now stored temporarily at the reactor sites,
often in cooling ponds (above).
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nally are typical of the abyssal clays that
cover nearly 20 percent of the earth. So
one thing is clear: although other fac-
tors may militate against subseabed dis-
posal, it will not be constrained by a
lack of space.

Reviving an Old Idea

The Seabed Working Group con-
cluded that although a substantial

body of information supports the tech-
nical feasibility of the concept, further
research “should be conducted before
any attempt is made to use seabed dis-
posal for high-level waste and spent
fuel.” Unfortunately, the additional in-
vestigations were never carried out be-
cause the U.S.—the principal financial
backer of this research—cut off all fund-
ing in 1986 so that the nation could con-
centrate its efforts on land-based dis-
posal. A year later the federal govern-
ment elected to focus exclusively on 
developing a repository at Yucca Moun-
tain—a shortsighted decision, especially
in view of current doubts as to whether

the facility will ever open. And even if
the Yucca Mountain repository does be-
come operational, it will not be able to
handle all the high-level wastes from
military and commercial sources that
will have accumulated by the time of its
inauguration, let alone the 2,000 or
more tons of waste each year the nucle-
ar industry will continue to churn out.

At some point, policymakers are go-
ing to have to face this reality and start
exploring alternative sites and ap-
proaches. This view was precisely
the conclusion expressed in a 1990
report from the National Academy
of Sciences, which said that alterna-
tives to mined geologic repositories,
including subseabed disposal, should
be pursued—a recommendation that
remains absolutely valid today.

Fortunately, most of the experiments
needed to assess more fully both the re-
liability and safety of subseabed dispos-
al have been designed, and in many cas-
es prototype equipment has already
been built. One important experiment
that remains to be done would be to test
whether plutonium and other radioac-
tive elements move through ocean-floor
clays at the same rates measured in the
laboratory. And more work is required

SEAFLOOR PROVINCES are not all suited for the disposal of
nuclear wastes. In searching for candidate areas, scientists would
probably eliminate places where the ocean floor is shallower
than about four kilometers (light blue), because these areas co-
incide with plate-tectonic spreading centers and are often blan-
keted by inappropriate types of sediments. They would also rule
out other regions of tectonic activity, such as plate collision (red)

or vulcanism. Polar zones (latitudes higher than 60 degrees)
would be discounted because marine sediments there commonly
contain coarse rock fragments carried in by icebergs. Even after
these and other broad areas (such as around continental rises,
where the sediments are thick enough to house valuable quanti-
ties of oil or gas) are exempted, vast stretches of seafloor still of-
fer ample possibilities for burying nuclear wastes (dark blue).
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DEEP-SEA DRILL SHIP, such as the
one used by scientists of the Ocean
Drilling Program, could bore holes un-
der the seabed, insert nuclear waste
containers and seal them with mud.

NORTH POLAR ZONE

SOUTH POLAR ZONE

W
IL

LI
A

M
 F

. H
A

X
B

Y

D
A

N
IE

L 
H

U
LS

H
IZ

ER
 A

P 
Ph

ot
o

Burial of Radioactive Waste under the Seabed

Copyright 1997 Scientific American, Inc.



to learn how the heat given off by fuel
rods (caused by the rapid decay of vari-
ous products of nuclear fission) would
affect surrounding clays.

Research is also needed to determine
the potential for disturbing the ecology
of the ocean floor and the waters above.
At present, the evidence suggests that
mobile, multicellular life-forms inhabit
only the top meter or so of the abyssal
clays. Below a meter, there appear to be
no organisms capable of transporting
radioactive substances upward to the
seafloor. Still, scientists would want to
know exactly what the consequences
would be if radioactive substances dif-
fused to the seafloor on their own. Re-
searchers would want to ascertain, for
instance, exactly how quickly relatively
soluble carriers of radioactivity (such as
certain forms of cesium and technetium)
would be diluted to background levels.
And they would want to be able to pre-
dict the fate of comparatively insoluble
elements, such as plutonium. 

So far no evidence has been found of
currents strong enough to overcome
gravity and bring claybound plutonium
particles to the ocean surface. Most like-
ly the material would remain on the sea-
bed, unless it were carried up by crea-
tures that feed on the sea bottom. That
prospect, and all other ways that radio-
active materials might rise from deep-
sea sediment layers to surface waters,
warrant further investigation. The trans-
portation of nuclear waste on the high
seas also requires careful study. In par-
ticular, procedures would need to be
developed for recovering lost cargo
should a ship carrying radioactive ma-
terials sink or accidentally drop its load.

Engineers would probably seek to de-
sign the waste containers so that they
could be readily retrieved from the bot-
tom of the ocean in case of such a mis-
hap or, in fact, even after their purpose-
ful burial. Although subseabed disposal
is intended to provide a permanent so-
lution to the nuclear waste crisis, it may
be necessary to recover material such as
plutonium at some point in the future.
That task would require the same type
of drilling apparatus used for emplace-
ment. With the location of the waste
containers recorded at the time of inter-
ment, crews could readily guide the re-
covery equipment to the right spot
(within a fraction of a meter) by relying
on various navigation aids. At present,
no nonnuclear nation has the deep-sea
technology to accomplish this feat. In
any event, performing such an operation
in a clandestine way would be nearly
impossible. Hence, the risk that a mili-
tary or terrorist force could hijack the
disposed wastes from under the seabed
would be negligible.

All Eggs in One Basket

The overall cost of a concerted pro-
gram to evaluate subseabed dispos-

al might reach $250 million—admitted-
ly a large sum for an oceanographic re-
search endeavor. But it is a relatively
modest price to pay considering the im-
mense benefits that could result. (As a
point of comparison, about $2 billion
has already been spent on site evaluation
at Yucca Mountain, and another billion
or two will probably be needed to com-
plete further studies and secure regula-
tory approval. No actual construction,

save for exploratory tunneling, has yet
begun.) Yet no nation seems eager to in-
vest in any research at all on subseabed
disposal, despite the fact that it has nev-
er been seriously challenged on techni-
cal or scientific grounds. For example, a
1994 report by the National Academy
of Sciences that reviewed disposal op-
tions for excess weapons plutonium
called subseabed disposal “the leading
alternative to mined geologic reposito-
ries” and judged implementation to be
“potentially quick and moderate to low
cost.” But the academy panel stopped
short of recommending the approach
because of the anticipated difficulties in
gaining public acceptance and possible
conflicts with international law.

Convincing people of the virtues of
subseabed burial is, admittedly, a tough
sell. But so is the Yucca Mountain proj-
ect, which is strongly opposed by state
officials and residents of Nevada. Sub-
seabed disposal may turn out to be eas-
ier to defend among the citizenry than
land-based nuclear waste repositories,
which are invariably subject to the “not
in my backyard” syndrome.

In any case, subseabed disposal is cer-
tain to evoke significant opposition in
the future should the idea ever go from
being a remote possibility to a serious
contender. Oddly, the concept has re-
cently come under direct fire, even
though no research has been done in
more than a decade. A bill introduced
last year in the House of Representatives
contains a provision that would prohib-
it the subseabed disposal of spent nucle-
ar fuel or high-level radioactive waste
as well as prevent federal funding for
any activity relating to subseabed dis-
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posal—apparently including research.
The intent of part of this bill is reason-
able: subseabed disposal should be ille-
gal until outstanding safety and envi-
ronmental issues can be resolved. But it
makes absolutely no sense to ban re-
search on a technically promising con-
cept for the disposal of weapons pluto-
nium and high-level nuclear wastes.

Subseabed disposal faces serious in-
ternational hurdles as well. In 1996, at
a meeting sponsored by the Internation-
al Maritime Organization, contracting
parties to the so-called London Dump-
ing Convention voted to classify the dis-
posal of nuclear material below the sea-
bed as “ocean dumping” and therefore
prohibited by international law. This
resolution still awaits ratification by the
signatory nations, and the outcome may
not be known for several years. But re-
gardless of how that vote goes, we sub-
mit that “ocean dumping” is a wholly
inappropriate label. It makes as much
sense as calling the burial of nuclear
wastes in Yucca Mountain “roadside
littering.”

Yet even assuming that the nations
involved uphold the ban, the bylaws of
the London convention would allow
for subseabed disposal to be reviewed
in 25 years, an interval that would pro-
vide sufficient time to complete a com-
prehensive appraisal of this disposal
method. The 25-year moratorium could
be wisely spent addressing the remain-
ing scientific and engineering questions
as well as gaining a firmer grasp of the
economics of this approach, which re-
mains one of the biggest uncertainties
at present. In our most optimistic view,
the legal infrastructure already estab-
lished through the London convention
could eventually support a program of
subseabed disposal on an international
basis.

A parallel effort should be devoted to
public education and discussion. Right
now there seems to be a strong aversion
among some environmental advocates
to any action at all to address the nucle-
ar waste problem—and a solution that
involves the oceans seems particularly
unpalatable. But it makes no sense to

dismiss the possibility of disposal in sta-
ble suboceanic formations—which ex-
ceed the land area available for mined
repositories by several orders of magni-
tude—simply because some people ob-
ject to the concept in general. It would
be much more prudent to base a policy
for the disposal of nuclear waste, whose
environmental consequences might ex-
tend for hundreds of thousands of years,
on sound scientific principles.

Barring a miraculous technical break-
through that would allow radioactive
elements to be easily transformed into
stable ones or would provide the safe
and economic dispatch of nuclear wastes
to the sun, society must ultimately find
somewhere on the planet to dispose of
the by-products of the decades-long nu-
clear experiment. Americans in particu-
lar cannot responsibly pin all hopes on
a single, undersized facility in a Nevada
mountainside. They owe it to future
generations to broaden their outlook
and explore other possibilities, includ-
ing those that involve the thick, muddy
strata under the sea.
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SEAFLOOR DISPOSAL would require a series of operations.
After lowering a long, segmented drill pipe several kilometers
to the ocean floor (a), technicians on the ship would put a
“reentry cone” around the pipe and drop the device to the bot-
tom (b). (The cone could guide another drill pipe to the hole
later, should the need arise.) Turning and advancing the pipe
(to which a bit is attached) would drill it into the ocean floor
(c). By releasing the bit, the drillers could then lower a waste
canister within the pipe using an internal cable (d). After pack-
ing that part of the hole with mud pumped down through the
pipe (e), they would emplace other canisters above it (f ). The
topmost canister would reside at least some tens of meters be-
low the seafloor (g). In about 1,000 years the metal sheathing
would corrode, leaving the nuclear waste exposed to the muds
(h). In 24,000 years (the radioactive half-life of plutonium
239), plutonium and other transuranic elements would migrate
outward less than a meter (i). 
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In the early 1980s, as scientists were
perfecting techniques for splicing
foreign genes into bacteria, some

investigators began suggesting ways to
use the technology to benefit the envi-
ronment. For instance, they proposed
that genetically engineered bacteria
might be deployed for such tasks as
cleaning oil spills or protecting crops
from predation and disease. But the en-
terprise, known as environmental bio-
technology, soon came under fire.

Then, as now, the proposals elicited
concern that the altered microbes
might run amok or that their genes
would hop unpredictably to other
organisms—a phenomenon termed
“horizontal” gene transfer (to dis-
tinguish it from the “vertical” trans-
fer occurring between a parent and
its offspring). Such activities, it was
feared, might somehow irreparably
harm the environment, animals or
people. Some observers even issued

dire warnings that the unnatural or-
ganisms would destroy the earth. No

longer were tabloids worried about at-
tacks by “killer tomatoes” from outer
space; now the danger was home-
grown—genetically altered microorgan-

isms that would eat the environment.
Unfortunately, at the time, biologists

had little solid information on which to
base responses. They knew almost noth-
ing about the fate of genetically engi-
neered microbes in nature and about the
propensity of innate or introduced bac-
terial genes to migrate to new hosts. That
paucity of data is now being remedied,
thanks to unprecedented cooperation
between genetic researchers and micro-
bial ecologists, who study microorgan-
isms in their normal habitats.

Today at least two strains of genetical-
ly engineered bacteria have gained ap-
proval (for agricultural use) by the U.S.
Environmental Protection Agency, and
dozens of field trials have been conduct-
ed. Those trials and more general inves-
tigations of gene transfer between bac-
teria in their natural habitats indicate
that genetically manipulated bacteria
themselves are unlikely to proliferate
out of control. They tend to be fragile
and to die out relatively quickly instead
of persisting indefinitely; for that rea-
son, their genes probably do not have
much opportunity to spread.

Yet under certain circumstances, the
genes can potentially find their way into

other bacteria or even into other types
of organisms. A key to the safe release
of the microbes, then, is to identify the
conditions that will encourage or deter
specific bacteria from transferring their
genes to other organisms—a challenge
my laboratory at Oklahoma State Uni-
versity and others are pursuing vigor-
ously. With such information in hand,
biologists can select bacteria that will
be least likely to exchange genes with
other organisms in the particular site
being “treated.” As an example, for re-
lease into a lake, biotechnologists might
be able to choose a bacterial species that
does not readily exchange its genes in
water. 

Scientists cannot yet compile an ex-
acting list of which bacteria are best for
any given application. The combined
research has revealed a great deal, how-
ever, about the propensity for the three
most common forms of horizontal gene
transfer—transduction, conjugation and
transformation—to occur in nature.

Those findings will be the focus of this
article, but I should note that improved
understanding of the conditions that fa-
cilitate horizontal gene transfer in bac-
teria has a bearing on another modern
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Bacterial Gene Swapping
in Nature

Genes travel between independent bacteria more often 
than once was assumed. Study of that process can help limit the risks 

of releasing genetically engineered microbes into the environment

by Robert V. Miller

GENE TRANSFER by a process called transduction has
been found to occur between bacteria living in the slimy lay-
er, or epilithon, of neighboring, submerged rocks (left) and
elsewhere. Transduction takes place after a bacteriophage
(bacteria-infecting virus) attaches to a bacterial cell and in-
jects its DNA into the cell (a and b at left; micrograph at
right). Inside the bacterium, the injected DNA replicates (c),
and the bacterium’s chromosome breaks up (d). Normally,
the viral DNA is packaged into new viral particles, which
burst from the host (e). But during transduction, some par-
ticles instead take up bacterial DNA (containing bacterial
genes) and deliver it to a second bacterium (f ), which incor-
porates the hijacked DNA into its chromosome (g). O
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concern: rising resistance to antibiotics
in disease-causing bacteria. It turns out
that bacteria, which are single-cell or-
ganisms, often donate antibiotic-resis-
tance genes to other species of bacteria
in the human body. Understanding when
and how this transfer occurs should
help investigators develop strategies for
blocking it.

On a more theoretical level, the dis-
covery that horizontal gene transfer is
fairly common in nature suggests that,
over evolutionary time, the process
could have contributed to the great ge-
netic diversity now evident in bacteria.
Some findings even indicate that genes
have been exchanged among the three
major groups of biological life: bacte-
ria, eukaryotes (animals, plants, fungi
and protozoa) and archaea (ancient mi-
crobes having some properties of both
bacteria and eukaryotes). Current in-
formation suggests that gene transfer
has occurred from bacteria to eukary-
otes, from bacteria to archaea and espe-
cially from eukaryotes to bacteria. Hor-
izontal gene exchange may thus have
influenced the evolution of any number
of life-forms.

A Fateful Fishing Trip

My own involvement in exploring
horizontal gene transfer in na-

ture dates back to the spring of 1976,
when I was an assistant professor at the
University of Tennessee at Knoxville. I
was then strictly a geneticist interested
in how living cells work. I did realize
that certain bacteria could naturally
transmit genes from one mature bacte-
rial cell to another. From my perspective,
though, horizontal gene transfer was of
interest only insofar as it provided a
practical way to introduce new genes,

and thus new traits, into cells being
studied in the laboratory.

A fishing trip one Saturday afternoon
with Gary Sayler, another young assis-
tant professor at the university, sudden-
ly altered my narrow view. As we sat in
our boat, Sayler, a microbial ecologist,
asked me whether I thought much ge-
netic exchange was occurring among
the bacteria in the lake below. I assumed
bacterial cells would be dispersed in the
water and would have relatively little
contact with one another. I therefore
guessed that the rate of gene transfer
was low. When pressed, though, I had
to admit that I was not well versed in
the scientific papers on horizontal gene
transfer in nature.

The following Monday, confident
that the literature would be extensive, I
strolled to the library in search of a more
authoritative answer. Several hours lat-
er I emerged shocked and disappointed;
virtually nothing was known.

Sayler, however, was elated. He had
just developed a chamber for studying
organisms living in freshwater. We could
test the device and begin to fill a scien-
tific gap by measuring the amount of
transduction taking place at our fishing
hole. Over the following fall and spring
seasons, we carried out the first studies
demonstrating that transduction can
occur in freshwater.

When we published the results, in
1978, we were certain others would be
as intrigued as we were and that our pa-
per represented the first in a long series
of research projects on bacterial gene
exchange in nature. Yet at the time, no
funding agencies shared our vision. By
1985, though, worry over the release of
genetically engineered bacteria in the en-
vironment had changed all that. Hence,
Sayler and I—and others—began play-

ing catch-up and exploring the poten-
tial for horizontal gene transfer to oc-
cur in a variety of settings.

Conjugation Is Confirmed

Conjugation was the first mechanism
of gene transfer studied extensively

as a way bacteria might disseminate ge-
netic material in nonlaboratory arenas.
It was identified in 1946, when Joshua
Lederberg and Edward Tatum of Yale
University found that the intestinal bac-
terium Escherichia coli uses a process re-
sembling sex to exchange circular DNA
elements that are now called plasmids. 

Plasmids contain genes but are sepa-
rate from the bacterial chromosome,
which is larger and contains the genes
needed for bacterial reproduction.
(Chromosomes can sometimes be ex-
changed by conjugation as well but only
in extremely rare circumstances.) Plas-
mids often carry genes that enhance the
chances of survival in hostile circum-
stances. For example, in addition to in-
cluding the genes needed for their own
replication and transfer, they often har-
bor genes for proteins that enable bac-
teria to evade destruction by antibiotics,
to degrade toxic compounds such as
polychlorinated biphenyls (PCBs) or to
transform mercury or other heavy met-
als into less noxious forms.

For historical reasons, microbiologists
divide bacteria into gram-negative and
gram-positive types, depending on
whether the bacteria retain a particular
stain. Laboratory work has shown that
in gram-negative bacteria, which do not
keep the stain, conjugation begins when
a donor bacterium attaches an appen-
dage called a pilus to a recipient bacteri-
um that displays a receptor for the pilus;
then the pilus retracts, drawing togeth-
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BACTERIA CAN TRANSFER PLASMIDS, circles of DNA,
through conjugation. In gram-negative bacteria, a donor cell ex-
tends one or more projections—pili—that attach to a recipient
cell and pull the two bacteria together (micrograph and a). Next
a bridge (essentially a pore) forms between the cells. Then one

strand of plasmid DNA passes into the recipient bacterium (b),
and each single strand becomes double-stranded again (c). With
the transfer complete, the bacteria separate (d ). Conjugation in
gram-positive bacteria (not shown) is similar, but the cells are
drawn together by chemical signaling instead of by a pilus.
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er the donor and recipient. Generally,
many donors extend pili at about the
same time, and several donor cells can
converge on a recipient at once. Conse-
quently, extension of pili causes bacteri-
al cells to aggregate into clusters. After
aggregation occurs, bridges, or pores,
form between donor and recipient cells,
and plasmids pass through the bridges
from the donors to the recipients.

Some pili can promote aggregation of
bacterial cells in liquid and on solid sur-
faces; others can stimulate aggregation
efficiently only on solid surfaces. Such
differences imply that researchers who
wanted to introduce a genetically engi-
neered gram-negative bacterium into an
aquatic environment might be wise to
select a species having pili that induce
aggregation on solid surfaces only.

Conjugation in gram-positive bacte-
ria does not involve pili. In advance of
conjugation a would-be recipient of new
genes secretes substances that prompt
potential donors to produce proteins,
often called clumping factors, able to
bring bacterial cells together. When the
cells associate, they form the pores need-
ed for DNA transfer. Hence, if investi-
gators were to choose a recombinant
gram-positive bacterium for release into
an area containing other gram-positive
bacteria, they might reduce the risk of
gene transfer in the setting by altering
the bacterium so that it was unable to
manufacture any clumping factor. 

In general, gram-negative and gram-
positive bacteria, which can occur to-
gether in natural aquatic and terrestrial
environments, exchange plasmids exclu-
sively with members of their own group;
many restrict exchange to their own
species. But some “promiscuous” plas-
mids can transfer DNA between very
unrelated species: between gram-nega-
tive and gram-positive bacteria and even
from bacteria to yeast cells and plants.
Obviously, then, bacteria that carry
promiscuous plasmids would be poor
choices for use outside the laboratory.

But does conjugation, in fact, occur
frequently enough in nature to justify
the precautions suggested by bench re-
search? Since the advent of environ-
mental biotechnology in the 1980s, re-
searchers have demonstrated that con-
jugation does take place in many natural
spheres, including in water, on land and
in various plants and animals. 

Key Conjugation Studies

Notably, in one series of studies,
John C. Fry, Martin J. Day and

their colleagues at the University of
Wales demonstrated that gene transfer
through conjugation can occur between

bacteria in freshwater environments.
The researchers found that conjugation
can enable a laboratory strain of Pseudo-
monas aeruginosa to pick up a plasmid
that naturally provides resistance to
mercury toxicity in bacteria that inhab-
it the polluted river Taft, near Cardiff,
Wales. P. aeruginosa is a common soil
and freshwater bacterium that can
cause respiratory and urinary tract in-
fections in humans whose immune de-
fenses are weakened.

The investigators began by mutating
a P. aeruginosa gene; this manipulation
caused the gene to generate an abnor-
mal version of the protein specified by
the intact gene. The altered protein
would later serve as a marker for keep-
ing track of any bacterial cells put into
the river. Having revised the P. aerugino-
sa gene, the team introduced the marked
bacteria into the nutrient-rich, slimy lay-
ers, or epilithons, covering submerged
stones in the river. (The stones were
wrapped in a very fine filter material to
prevent the bacteria from escaping.)

After 24 hours, the group retrieved
the stones and examined the epilithons
for marked P. aeruginosa cells that had
received a mercury-resistance plasmid
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BACTERIUM UNDERGOING TRANSFORMATION (a) picks up free DNA re-
leased from a dead bacterial cell. As DNA-binding complexes on the bacterial surface
take up the DNA (detail), enzymes break down one strand into nucleotides; meanwhile
the other strand may integrate into the bacterium’s chromosome (b). Transformation,
shown here in a gram-positive bacterium, can also occur in gram-negative species, but
the process is not especially common in either group. 
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from the naturally occurring P. aerugi-
nosa population on the rocks. Only be-
tween one in 10,000 and one in a billion
of the introduced P. aeruginosa had ac-
quired a plasmid, but such transfer had
undeniably taken place. The work also
yielded the useful information that such
factors as water temperature, acidity
level and concentration of nutrients af-
fect conjugation frequency.

In many studies, environmental fac-
tors have been found to modulate con-
jugation differently in nature than in the
laboratory. For example, in the experi-
ments of Fry, Day and their colleagues,
conjugation occurred at six to 18 de-
grees Celsius—temperatures too low to
support conjugation in laboratory strains
of bacteria. These unexpected results
mean that conjugation has to be stud-
ied in nature if researchers are to speci-
fy accurately the conditions that keep it
to a minimum.

Based on the work of Fry, Day and
others, scientists now conclude that al-
though bacteria do use conjugation to
transfer genetic information in many
different environments, genetically al-
tered plasmids probably pose little dan-
ger. Plasmids slow the growth rates of
bacteria and are usually eliminated if
there is no advantage to an organism in
keeping them. For instance, if a geneti-
cally manipulated plasmid carrying the
mercury-resistance trait found its way
into an organism living outside of a
mercury-polluted locale, the new host
would soon get rid of the plasmid.

Further, plasmids are seldom, if ever,
integrated into bacterial chromosomes.
Thus, even if they travel to a new bacte-
rial host, they do not become a stable
part of that host’s genome; chromo-
somes are invariably copied and dis-
tributed to new generations of bacterial
cells whenever a parent cell reproduces
itself, but plasmids are not reproduced
consistently when cells divide. Never-
theless, to virtually eliminate the chance
that a gene put into a genetically engi-
neered bacterium will spread via conju-
gation, biotechnologists considering us-
ing recombinant bacteria in nature have
opted to insert the genes into chromo-
somes instead of plasmids.

Transformation Risk Is Minimal

Although conjugation was the first 
mechanism of bacterial gene trans-

fer to be studied extensively in the envi-
ronment, it was not the earliest to be
identified. The study of gene transfer
among bacteria began in 1928, when
British bacteriologist Frederick Griffith
observed that nonvirulent pneumococ-
cal bacteria became virulent when in-
jected into mice along with dead viru-
lent pneumococcus. Griffith concluded
that the initially nonvirulent bacteria
picked up a “transforming” agent from
the dead virulent bacteria and thus be-
came potent enough to kill the mice.
That transforming agent is now known
to be DNA that was released into the
surrounding medium when the dead

bacteria fell apart. A gene is said to be
successfully exchanged through trans-
formation if it is taken in as part of a
full plasmid or if a fragment of DNA
containing the gene becomes integrated
into a recipient’s chromosome.

Natural transformation in both gram-
negative and gram-positive bacteria re-
quires that the freed DNA remain sta-
ble and that potential recipient cells be-
come competent to take it up. That is,
the recipients must display specialized
surface proteins that bind to the DNA
and internalize it.

Until recently, researchers assumed
that transformation would not occur in
most places, because free DNA would
not be stable in soil or water. But studies
by Michael Lorenz and Wilfried Wack-
ernagel of the University of Öldenburg
in Germany, Guenther Stotzky of New
York University and others have dem-
onstrated that free DNA can become
stable by associating with soil compo-
nents and that this DNA can be taken
up by competent cells. Newer investiga-
tions indicate that plasmid DNA has at
times been transferred by transforma-
tion in river water and in the epilithon
on river stones. (I know of no observa-
tions, however, indicating that chromo-
somal genes have been transferred by
transformation in aquatic or terrestrial
environments.)

Still, few researchers believe gene ex-
change by transformation is likely to
ensue readily if genetically engineered
bacteria are put into the environment.
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Some Environments Where Horizontal Gene Transfer Has Been Documented
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Natural transformation seems to occur
only between cells of the same species,
and relatively few bacterial species are
capable of becoming competent for
transformation; biotechnologists can
avoid using these species for genetic en-
gineering. Further, although dead bacte-
ria may at times release large quantities
of DNA that is absorbed by certain
other bacteria, the DNA often is not as-
similated as intact genes. John Paul of
the University of South Florida and his
colleagues have demonstrated that high
concentrations of cell-free bacterial DNA
can appear in estuarine waters after
dawn, when many bacteria typically die
and release their genetic material. Yet in
laboratory experiments the researchers
found that most released DNA salvaged
by living bacteria is broken down
promptly into its constituent parts for
use in the synthesis of new DNA; the
genes contained in the free DNA are
rarely kept intact.

From Bacteria to Virus and Back

Unlike transformation, the third form
of horizontal gene transfer—trans-

duction—can occur in a wide range of
bacteria. In transduction, bacteriophag-
es (viruses that infect bacteria) pick up
genetic material from one bacterial cell
and deposit it in another. 

As part of their life cycle, bacterio-
phages attach to bacteria and inject
their DNA. This DNA then serves as a
blueprint for making more copies of the
bacteriophage, which burst from the in-
fected bacterium and go on to infect
other cells. At times, however, some of
the new particles carry bacterial instead
of viral DNA. Indeed, bacteriophages
are capable of transferring whole plas-
mids and pieces of chromosomes be-
tween hosts. (Full chromosomes are too
big to fit into bacteriophages.) Labora-

tory experiments indicate that some
bacteriophages can apparently infect
several species and even genera of bac-
teria, suggesting they might broadcast
bacterial genes well beyond the locale
where they first took up the genes.

Because transduction could potential-
ly lead to broad dispersion of a foreign
gene, my colleagues and I concentrate
on its study. Initially, we looked for
transduction by collecting bacteria in
the kind of environmental containment
chamber invented by Sayler. That cham-
ber consisted of a clear plastic tube
capped at both ends with filters that al-
lowed water and nutrients in but pre-
vented bacteria from leaking out. These
days we use gas-permeable plastic bags
for our experiments.

On the basis of our studies, we have
proposed a model for the transduction-
mediated dispersal of genetic material
from an introduced bacterium to other
bacteria in nature. Simply put, our mod-
el states that when a bacterium carrying
a new gene enters a habitat, bacterio-
phages infect that cell and create more
bacteriophage particles. If any particles
end up containing the new gene, that
gene can be passed on to the indigenous
bacterial population. This model is
equally applicable to the transduction of
chromosomal and plasmid DNA. Re-
cently we have sought to prove that this
scenario is in fact carried out in fresh-
water. We have isolated bacteria and
bacteriophages from various lakes and
have demonstrated that bacteria do share
genetic information by transduction in
those settings.

Many microbiologists originally
thought transduction would not be an
important means of gene exchange in
the environment, because it requires vi-
ruses and bacteria—both of which were
thought to be present in low concentra-
tions—to interact. But my co-workers

and I have recently found bacteriophag-
es in very high concentrations (often
100 billion virus particles per milliliter)
in fresh and marine waters. These ob-
servations have caused a reevaluation of
the frequency of interactions, including
transduction, that occur between bacte-
riophages and their hosts.

Even so, current understanding sug-
gests that transduction of genes carried
by genetically engineered bacteria in the
environment is probably severely limit-
ed by a number of factors. One is that
most bacteriophages infect only one
species of bacteria, not many different
species. Another is that most bacterio-
phages in the wild infect only bacteria
that are native to the bacteriophage’s
habitat—not the laboratory strains of
bacteria used in genetic engineering.
Eventually, molecular biologists should
also be able to equip genetically altered
bacteria with traits that limit the ability
of the bacterial DNA to move to and
survive in another species; such restric-
tions are already under development.

Biologists can now manipulate the ge-
netic makeup of almost any organism.
In addition to being applied to the cre-
ation of recombinant bacteria, the tech-
nology is being used by farmers to grow
genetically altered crops that resist vari-
ous ills [see “Making Rice Disease-Re-
sistant,” by Pamela C. Ronald; Scien-
tific American, November 1997].
The collected studies of bacteria in their
native habitats suggest that genetically
engineered organisms can be put into
the environment safely and that the most
important consideration is whether the
genetically altered organism will do the
job asked of it. Still, caution is warrant-
ed. As understanding of horizontal gene
transfer expands, environmental bio-
technologists should gain the informa-
tion needed to reduce the risks to the
barest minimum.
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The Ulysses Mission
The first space probe to be sent on a “polar” 
trajectory has made some remarkable discoveries
on its first orbit around the sun
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Although explorers have been 
traveling around the world 
for the past 500 years, it was

not until the 20th century that a few
hardy souls first trudged across the
frozen wastes of the Arctic and Antarc-
tic to reach the North and South poles.
Curiously, exploration of the solar sys-
tem has followed a similar pattern. For
much of the past four decades, the sci-
entific probes sent into space stayed rel-
atively close to the equatorial plane of
the sun, which contains the orbits of
Earth and other planets. But a few
years ago a single craft, Ulysses, ven-
tured out of that thin zone and into the
“polar regions” of interplanetary space.

The reasons researchers waited so
long to investigate this realm have more
to do with the vagaries of spaceflight
than a lack of attention. Indeed, scien-
tific interest in making such a journey
has been quite keen. Astronomers have
known for decades that the sun is sur-
rounded by a diaphanous outer atmo-
sphere (called the solar corona) that ex-
tends past the orbit of Earth. And they
realized that the gases in the tails of
comets always point away from the sun
because they are pushed by the corona
as it streams rapidly outward, a flow
called the solar wind. Until recently,
however, scientists have been unable to
sense how the material emanating from
around the poles of the sun courses
through the interplanetary vastness.

The solar wind has profound effects.
Were it absent, the flotsam of interstel-
lar space—gas, dust, magnetic fields and
isolated particles—would drift close to
the sun and waft through the void be-
tween the planets. The solar wind clears
away the bulk of this interstellar debris,
pushing it well beyond the orbit of the
outermost planets. Until quite recently,
the immense domain carved out in this
way, a region called the heliosphere, was
largely unexplored. Astronomers knew
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and Richard G. Marsden

ENCOUNTER WITH JUPITER allowed
the Ulysses craft to lose the angular mo-
mentum it had inherited from Earth. The
swooping trajectory around the gas giant
sent the probe “southward,” out of the
planes of planets and into a steeply in-
clined orbit around the sun.
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especially little about the higher-latitude
parts of this bubble of solar influence.

So the scientific justification for send-
ing a probe out of the plane of Earth’s
orbit around the sun (the ecliptic) was
clear—but the means were not. To break
from the ecliptic, a spacecraft must
somehow lose the momentum it receives
from its launch platform, Earth, which
travels around the sun at a speed of 30
kilometers per second. Given this initial
high velocity, even the most energetic
rockets available cannot send a probe
directly on a trajectory over the poles of
the sun. The only way to achieve such an
orbit is to swoop around a large planet,
namely, Jupiter, using that maneuver to
cancel excess momentum inherited from
Earth and to propel the spacecraft into
an orbit angled far from the ecliptic.

At first, many scientists worried that
this tactic would not prove practical,
because the intense radiation belts sur-
rounding Jupiter threatened to damage

the sensitive electronics carried by inter-
planetary probes. But two spacecraft,
Pioneer 10 and 11, flew by Jupiter in
the early 1970s and demonstrated that
they could weather those storms of en-
ergetic particles. Their success opened
the way for a polar mission around the
sun, subsequently named Ulysses in hon-
or of the mythical Greek warrior, who
also traversed unexplored territory.

Although the National Aeronautics
and Space Administration and the Eu-
ropean Space Agency decided to join
forces on the project in 1977, the launch
of Ulysses did not take place until 1990.
The intervening years were occupied by
the design, fabrication and testing of the
spacecraft—and by a series of side bat-
tles. For example, the original plan to
construct separate European and Amer-
ican craft had to be revamped because
of concerns about the cost. So a single
probe was built by the European Space
Agency; it was to be launched by NASA

and to carry both European and Amer-
ican instruments. But a disastrous set-
back occurred in 1986, the year Ulysses
was to be placed on board the space
shuttle. A few months before the sched-
uled launch, the designated shuttle,
Challenger, blew up shortly after liftoff.
That catastrophe grounded all shuttles
for two years, causing a large backlog to
develop. So after nine years of prepara-
tion, Ulysses had another four years of
waiting to start on its journey.

Fire and Wind

Well before the Ulysses mission be-
gan, observations from Earth (or

from orbit) had shown that the solar
wind does not shoot uniformly from all
points on the sun. Some of the most im-
portant sources of solar wind are the
bright loops that reach high above the
surface of the sun in the vicinity of the
solar equator. These structures, called
streamers, follow the magnetic field of
the sun, which extends well above the
surface with looping lines of force that
commonly begin in one hemisphere and
end in the other. Another important fea-
ture of the solar corona, characterized
by a conspicuous absence of visible ma-
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POLAR TRAJECTORY of Ulysses (above) began as it left the
vicinity of Jupiter early in 1992. Because the probe moves fastest
along its six-year-long orbit when it is closest to the sun, the in-
strument-laden craft (left) could pass over both poles in 1994 and
1995. (Tick marks show position of craft at 100-day intervals.)
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terial, is called, naturally enough, a cor-
onal hole. Coronal holes can occur any-
where on the surface of the sun, but
they are usually present on the polar
caps. These holes emit streams of so-
lar wind that move outward from
the sun comparatively quickly.

Measurements from Ulysses
have now helped answer some
key questions about the solar
wind. After Ulysses swung
around Jupiter and started
traveling “southward,” it
passed into a region of high-
speed wind issuing from the
coronal hole at the south pole of
the sun. The solar-wind instru-
ments on Ulysses detected a gale
blowing at a steady clip, with double
the average speed of the more gusty
low-latitude breezes. Interestingly, Ulys-
ses encountered this fast wind well be-
fore it had reached the latitude of the
southern coronal hole on the sun. This
finding indicated immediately that the
polar wind must expand consider-
ably after leaving the sun.

Such a large expansion was un-
expected. But some other mea-
surements from Ulysses provid-
ed an explanation. Previously,
scientists had measured the
magnetic field of the sun indi-
rectly by examining how cer-
tain elements in the solar atmo-
sphere absorb light of different
wavelengths. Using this property
(called Zeeman line splitting), they
found that the magnetic field around
the sun was usually much like the field
that envelops Earth: magnetic lines of
force are concentrated in the vicinity of
two magnetic poles of opposite polarity,
one located near the north and the other
near the south pole of rotation.

Astronomers anticipated that Ulysses
would show that the magnetic field
along its orbit followed a similar pat-
tern. Instead the probe revealed that,
far from the sun, the magnetic flux em-
anating outward has essentially the same
density at all latitudes. The scientists in-
volved concluded that the expansion of
the solar wind coming from the pole
must be caused by magnetic forces
pushing the wind toward the equator,
which then act to spread the lines of
magnetic flux more uniformly.

The magnetic field and the solar wind
are linked this closely because the wind
consists of charged particles. (The solar
corona is so hot—about one million
kelvins—that neutral atoms release neg-

atively charged electrons, leaving posi-
tively charged ions behind.) But both the
hot corona and solar wind shed from it
are electrically neutral overall, because
they are made up of equal numbers of
positive charges from the ions and neg-
ative charges from the electrons. De-
spite their mutual attraction, the ions
and electrons in the solar wind do not
recombine—the density of material is
sufficiently low that the chance of two

particles coming together is remote.
These charged particles are, however,
subject to the influence of magnetic
fields: in general, the charges cling to

magnetic-field lines, circling them in
tight orbits. But the magnetic field
is also affected by the charged
particles in the solar wind. Field
lines are pushed and swayed by
motions of the solar wind as if
they were strands of seaweed
caught up in shifting ocean
currents.

Galactic Intruders

Scientists have known for many
years that not all the charged

particles in interplanetary space come
from the sun. Some of the other parti-
cles are atoms stripped of their electrons
and accelerated elsewhere in the galaxy
to nearly the speed of light. Earthbound
researchers, who have long been able to
measure the more energetic fraction of

these particles as they bombard the
atmosphere, named the high-speed
intruders cosmic rays. The earliest
spacecraft measurements of cos-
mic rays, obtained nearly four
decades ago, showed that rays
with lower energies than those
recorded near the surface of
Earth also exist in abundance.
Scientists had discovered that

the solar system was, in fact,
awash in a variety of particles—

coming, it seemed, from all over
the galaxy.
Researchers soon realized that the

outflow of solar wind must prevent some
galactic cosmic rays from approaching
the sun. So only a portion of them pen-
etrates to the inner heliosphere, where,
like salmon swimming upstream to
spawn, they must overcome increasingly
severe obstacles. What exactly are the
barriers in “empty” space? The low
densities of material indeed ensure that
cosmic rays and solar-wind particles do
not actually collide. After the solar wind
leaves the vicinity of the sun, however,
it carries part of the solar magnetic field
along with it. So incoming rays are sub-
ject to the forces that magnetic fields
exert on electrically charged particles in
motion.

Such forces cause cosmic rays to wrap
around the magnetic-field lines as they
simultaneously drift along the field di-
rection. The circling rays can also en-
counter magnetic waves, which propa-
gate along the magnetic-field lines in a
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SOLAR MAGNETIC FIELD that scien-
tists expected before Ulysses (top) hy-
pothesized that the lines of force would
be concentrated over the north and south
poles of the sun. But measurements from
the Ulysses craft during its circumnaviga-
tion revealed that magnetic-field lines are
spaced rather uniformly, regardless of so-
lar latitude (bottom).
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manner resembling the fluttering of a
flag. These waves cause the direction of
the magnetic field to shift abruptly,
thereby impeding the flow of charged
particles. In effect, a cosmic ray headed
toward the sun is like a swimmer trying
to enter the ocean in the presence of
strong surf.

Before the Ulysses mission, astrono-
mers speculated that cosmic rays travel-
ing inward over the poles of the sun
might penetrate the heliosphere more
easily than those that followed more
equatorial routes. There were two prin-
cipal reasons for this surmise. First, be-
cause charged particles follow a helical
path along magnetic-field lines, they had
expected the shorter, straighter lines of
force connecting with the poles to be
excellent conduits into the inner helio-
sphere. Second, some researchers be-
lieved waves and other disturbing chang-
es in field direction would be minimal,
because the solar wind from polar coro-
nal holes flows comparatively smoothly.

Measurements from Ulysses, however,
showed that cosmic rays were only
slightly more abundant over the poles of
the sun than they were over the equator.
Again, unforeseen aspects of the magnet-
ic field provide an explanation: Ulysses
found waves rippling through the polar
magnetic field, opposing the passage of
cosmic rays toward the polar caps. Such
disturbances can deflect the path of cos-
mic-ray particles during their journey
through the heliosphere. To many sci-
entists’ astonishment, Ulysses showed
that the cosmic rays reaching the inner
heliosphere are homogenized by the tu-
multuous magnetic field as efficiently as
if they were part of a milkshake.

Getting Up to Speed

Distinct from galactic cosmic rays
are several types of rapidly moving

particles that originate inside the helio-
sphere. Astronomers call them solar en-
ergetic particles. Although similar in

composition to ions in the solar wind,
these particles move considerably faster.
In fact, they move far too swiftly to have
gained their high energies simply from
heating. One possible explanation for
these fast-moving ions is that they are
sped up by a process similar to that
which occurs in particle accelerators
called cyclotrons. The charged particles
injected into a cyclotron are trapped in-
side the machine by a strong magnetic
field about which they spiral, while gain-
ing energy from an oscillating electrical
field.

Of course, nature operates somewhat
differently from a highly engineered cy-
clotron. Strong electrical and magnetic
fields arise in space only in particular
circumstances, such as when speedy
bursts of solar wind meet more sluggish
flows ahead of them. In that case, a
curved front of high pressure forms, cre-
ating large magnetic waves that propa-
gate both forward and backward. These
magnetic waves gradually steepen (just
as ocean waves do when they approach
the beach) and develop into shock
waves, thin surfaces across which prop-
erties of the solar wind are known to
change abruptly.

Measurements returned from space-
craft before Ulysses’ journey demonstrat-
ed that such shock fronts can accelerate
particles to high speeds. That knowledge
explained why energetic particles tend
to appear with clocklike regularity in the
vicinity of Earth, typically twice each
solar rotation. Because the magnetic axis
of the sun is typically canted somewhat
toward the ecliptic, slow-moving solar
wind from near the equator of the sun
alternates with fast wind from first one
and then the other polar cap, forming
shock fronts in the process.

Ulysses encountered concentrations of
energetic particles accompanying such
shock complexes many times while it
was en route to Jupiter. But after the
spacecraft left low latitudes and reached
the region of fast wind from the polar
caps, it met no more shock fronts, be-
cause the steady flow of the fast wind
prevented shocks from forming. Yet sur-
prisingly, the probe continued to record
regular bursts of energetic particles at
high latitudes. Scientists are still trying
to figure out why these rapidly moving
particles appear regularly in regions of
space that contain no such shocks.

The occurrence of some other types
of solar energetic particles also requires
more research. When magnetic fields of
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COSMIC-RAY ACCESS to polar regions was thought to be enhanced by the smooth-
ness of the magnetic field there (left), because those charged particles could simultane-
ously move inward along the field lines as they gyrated around them. But Ulysses re-
vealed that these polar magnetic-field lines are in reality folded and kinked (right).
These irregularities, which are of approximately the same size as the radius of particle
gyration, impede the flow of cosmic rays toward the sun.
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opposite directions are brought togeth-
er, a situation that arises commonly
close to the sun, the two opposing fields
cancel, and the energy that was origi-
nally in the magnetic fields is given up to
charged particles nearby. The composi-
tion of certain energetic particles detect-
ed indicates that they indeed came from
low in the solar atmosphere, where
field annihilation is frequent. But exact-
ly how these particles were accelerated
there remains to be worked out.

Another type of particle accelerated
within the heliosphere also exists. Be-
cause the compositions of these speed-
ing particles were quite different from
other types of low-energy cosmic rays,
scientists dubbed them anomalous cos-

mic rays. Anomalous cosmic rays have
an unusual history. They begin their
lives as uncharged atoms of interstellar
gas (typically helium, nitrogen or oxy-
gen) that drift serenely into the helio-
sphere. Because these atoms are electri-
cally neutral, they can move freely
through the magnetic-field lines that
bar most other particles from the inner
heliosphere. Those atoms that pass close
to the sun, however, can become ionized
by solar radiation or by rare collisions
with solar-wind ions. 

An ion created in this way is immedi-
ately picked up by the surrounding mag-
netic field and joins the general flow
away from the sun. Ulysses identified
many different types of such “pickup

ions” for the first time. These
observations and the improved
understanding of the evolution
of pickup ions inside the helio-
sphere should reveal how many
of their parent atoms populate
interstellar space, information
of special interest to numerous
astrophysicists.

Before the Ulysses mission,
the acceleration of pickup ions
into anomalous cosmic rays was
thought to occur only at the so-
called termination shock of the
heliosphere, a fixed boundary
where the fast outward flow of
the solar wind slows abruptly
and becomes hotter. But Ulysses
demonstrated that traveling
shock fronts well inside the ter-
mination shock also accelerate
pickup ions.

The prevalence of such shock
fronts, and indeed most phe-
nomena recorded by Ulysses
during its first polar tour
around the heliosphere, is affect-
ed by the well-known 11-year
cycle of solar activity. By good
fortune, the timing of the launch

and the path that Ulysses took brought
the craft over both poles in 1994 and
1995 when the sun was in a quiescent
phase; conditions at the polar caps of
the sun were, presumably, at their sim-
plest. When Ulysses passes over the
poles again in 2000 and 2001, the sun
will be at a maximum level of activity.

The team of scientists working with
Ulysses is eager to see what changes en-
sue. The spacecraft still functions well
and sends measurements back to Earth
continuously as it circles around the sun.
And although much has been learned
already, a great deal of information
about the sun and heliosphere remains
to be discovered as this scientific odys-
sey continues.
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SOLAR-WIND SPEED measured by Ulysses varied with latitude of the spacecraft (black ar-
rows) and orientation of the magnetic poles of the sun. While Ulysses remained at low solar
latitudes (a), it encountered only slow, equatorial winds (green). At somewhat higher south-
ern latitudes, Ulysses ran into fast, polar winds (yellow) when the sun rotated its south mag-
netic pole toward the probe (b) and into slow winds when this pole was rotated away (c).
Once Ulysses had reached a polar position, it measured fast winds continuously (d).
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One of the 
discoverers of
fission in 1938,
Meitner was at the
time overlooked by
the Nobel judges.
Racial persecution, 
fear and opportunism
combined to obscure 
her contributions 
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Discovery of 
Nuclear
Fission
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When scientists first recog-
nized, in late 1938, that a 

neutron could split an atom’s
core, the discovery came as a complete
surprise. Indeed, no physical theory had
predicted nuclear fission, and its discov-
erers had not the slightest foreknowl-
edge of its eventual use in atomic bombs
and power plants. That much of the
story is undisputed.

The question of who deserved credit
for the breakthrough, however, has long
been debated. Physicist Lise Meitner and
two chemists, Otto Hahn and Fritz
Strassmann, conducted a four-year-long
investigation that resulted in the discov-
ery of fission in their laboratory in Berlin.
Meitner fled Nazi Germany in 1938 to
escape the persecution of Jews, and soon
after, Hahn and Strassmann reported the
discovery. Meitner and her nephew, Otto
R. Frisch, published the correct theoreti-
cal interpretation of fission a few weeks
later. But the 1944 Nobel Prize in Chem-
istry was awarded to Hahn alone.

That Strassmann did not get the No-
bel with Hahn is probably because he
was the junior investigator on the team,
and Nobel committees tend to favor se-
nior scientists. But Meitner and Hahn
held equal professional standing. Why
was she excluded? Hahn offered what
became the standard account, which was
uncritically accepted for many years.
According to him, the discovery had re-
lied solely on chemical experiments that
were done after Meitner left Berlin. She
and physics, he maintained, had noth-
ing to do with his success, except per-
haps to delay it.

Strassmann, who was very much in
Hahn’s shadow, disagreed. He insisted
that Meitner had been their intellectual
leader and that she remained one of them
through her correspondence with Hahn,
even after she left Berlin. The available
documents support Strassmann’s view.
Scientific publications show that the in-
vestigation that led to the discovery of
fission was intensely interdisciplinary.

Questions from nuclear physics initiated
the work. Data and assumptions from
both chemistry and physics guided and
misguided their progress. And private
letters reveal that Meitner made essen-
tial contributions until the very end.

By any normal standards of scientific
attribution, the Nobel committees should
have recognized her influence. But in
Germany the conditions were anything
but normal. The country’s anti-Jewish
policies forced Meitner to emigrate, sep-
arated her from her laboratory and pro-
hibited her from being a co-author with
Hahn and Strassmann in reporting the
fission result. Because of political op-
pression and fear, Hahn distanced him-
self and fission from Meitner and phys-
ics soon after the discovery took place.
In time, the Nobel awards sealed these
injustices into scientific history. Recently
released documents show that the No-
bel committees did not grasp the extent
to which the result relied on both phys-
ics and chemistry, and they did not rec-
ognize that Hahn had distanced himself
from Meitner not on scientific grounds
but because of political oppression, fear
and opportunism.

Other factors also served to margin-
alize Meitner, including her outsider sta-
tus as a refugee in Sweden, a postwar
unwillingness in Germany to confront
Nazi crimes, and a general perception—

held much more strongly then than it is
now—that women scientists were un-
important, subordinate or wrong. Pub-
licly, Meitner said little at the time. Pri-
vately, she described Hahn’s behavior
as “simply suppressing the past,” a past
in which they had been the closest of
colleagues and friends. She must have

believed that history would be on her
side. Fifty years later, it is.

Investigating Uranium

Born and educated in Vienna, Lise
Meitner moved to Berlin in 1907 at

the age of 28. There she teamed up with
Otto Hahn, a chemist just her age, to
study radioactivity, the process by which
one nucleus is transformed into another
by the emission of alpha or beta parti-
cles. Their collaboration was capped by
their discovery in 1918 of protactini-
um, a particularly heavy radioactive ele-
ment. As their careers progressed, they
remained equals scientifically and pro-
fessionally: both were professors at the
Kaiser Wilhelm Institute for Chemistry,
and each maintained an independent
section in the institute—his for radio-
chemistry, hers for physics.

During the 1920s, Hahn continued
developing radiochemical techniques,
whereas Meitner entered the new field
of nuclear physics. Hahn later described
this period as a time when her work,
more than his, brought international
recognition to the institute. Her promi-
nence, and her Austrian citizenship,
shielded Meitner when Hitler came to
power in 1933; unlike most others of
Jewish origin, she was not dismissed
from her position. And although many
of her students and assistants were Nazi
enthusiasts, Meitner found the physics
too exciting to leave. She was particu-
larly intrigued by the experiments of En-
rico Fermi and his co-workers in Rome,
who began using neutrons to bombard
elements throughout the periodic table.

Fermi observed that when a neutron

LISE MEITNER (shown at left in about
1930, at the age of 50) was regarded as
one of the leading nuclear physicists of
her day. Although she smoked and worked
with radioactivity all her adult life, she
lived to the age of 90. Otto Hahn and
Meitner (right), photographed in their
laboratory at the University of Berlin
around 1910, were colleagues and good
friends from 1907 until Meitner was
forced to flee from Germany in 1938. PO
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reaction occurred, the targeted nucleus
did not change dramatically: the incom-
ing neutron would most often cause the
target nucleus to emit a proton or an al-
pha particle, nothing more. Heavy ele-
ments, he found, favored neutron cap-
ture. That is, a heavy nucleus would
gain an extra neutron; if radioactive, the
heavier nucleus would invariably decay
by emitting beta rays, which transformed
it into the next higher element. When

Fermi irradiated the heaviest known ele-
ment, uranium, with neutrons, he ob-
served several new beta emitters, none
with the chemical properties of uranium
or the elements near it. Thus, he cau-
tiously suggested that he had synthesized
new elements beyond uranium. All over
the world, scientists were fascinated.

Meitner had been verifying Fermi’s
results up to this point. The work per-
fectly suited her interests and expertise,

and she was then in her
prime: one of the first women
to enter the upper ranks of
German science, she was a
leading nuclear physicist of
her day. To study these new
“transuranics” in detail, how-
ever, Meitner needed an out-
standing radiochemist. Hahn,

though reluctant at first, agreed to help,
and Fritz Strassmann, an analytical
chemist from the institute, also joined
the collaboration. The three were polit-
ically compatible: Meitner was “non-
Aryan,” Hahn was anti-Nazi, and
Strassmann had refused to join the Na-
tional Socialist–associated German
Chemical Society, making him unem-
ployable outside the institute.

By the end of 1934, the team reported
that the beta emitters Fermi observed
could not be attributed to any other
known element and that they behaved
in a manner expected for transuranics:
they could be separated out of the reac-
tion mixture along with transition met-
als, such as platinum and rhenium sul-
fides. Thus, like Fermi, the Berlin scien-
tists tentatively suggested that these
activities were new elements beyond
uranium. As it turned out, the interpre-
tation was incorrect: it rested on two
assumptions—one from physics and one
from chemistry—that would prove false
only several years later.

From physics, it had until then been
observed that only small changes could
take place during nuclear reactions,
leaving an event such as fission unimag-
inable. And from chemistry it appeared
that transuranic elements would be
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PERIODIC TABLE of the 1920s and 1930s (below
left) led researchers to expect that the elements fol-
lowing uranium would be transition elements. After
the discovery of several transuranic elements in the
1940s, Glenn T. Seaborg recognized that the ac-
tinides form a second rare-earth series homologous
to the lanthanides (1995 periodic table, below right).
Element 109 was named meitnerium in 1994. 

MEITNER’S PHYSICAL APPARATUS
was used by the Berlin team from 1934
to 1938 for work that resulted in the dis-
covery of nuclear fission. Beginning in
the 1950s, it was displayed in the
Deutsches Museum for some 30 years as
the “Worktable of Otto Hahn,” with
only a passing reference to Fritz Strass-
mann and no mention of Meitner. 

FR
O

M
 T

he
 P

er
io

di
c 

Sy
st

em
 o

f C
he

m
ic

al
 E

le
m

en
ts

, b
y 

J.
 W

. V
an

 S
p

ro
n

se
n

, E
ls

ev
ie

r, 
A

m
st

er
d

am
, 1

96
9 

(le
ft

); 
C

O
U

RT
ES

Y 
O

F 
LA

W
RE

N
C

E 
BE

RK
EL

EY
 N

AT
IO

N
A

L 
LA

BO
RA

TO
RY

, U
N

IV
ER

SI
TY

 O
F 

C
A

LI
FO

RN
IA

 (r
ig

ht
)

C
O

U
RT

ES
Y 

O
F 

D
EU

TS
C

H
ES

 M
U

SE
U

M
, M

U
N

IC
H

Copyright 1997 Scientific American, Inc.



transition elements. It was a simple mis-
take: the chemistry of thorium and ura-
nium is quite similar to that of transi-
tion elements, so chemists in the 1930s
also expected that the elements beyond
uranium would be transitionlike, resem-
bling rhenium, osmium, iridium and
platinum.

Untangling Decay Chains

The two false assumptions reinforced
each other, misleading the investi-

gation for several years. Later Hahn
blamed physicists and their mistaken
faith in small nuclear changes for ob-
structing the discovery. If anything, how-
ever, the scientific publications indicate
that the chemists were complacent and
the physicists were more skeptical.
Physics did not predict fission, to be sure,
but it detected discrepancies that chem-
istry could not.

The Berlin scientists had tried to sep-
arate the presumed transuranics, which
had extremely weak activities, from ura-
nium and its decay products, which had
much stronger, natural radioactivity.
After irradiating a uranium sample with
neutrons, they would dissolve the sam-
ple and then separate from the solution
just those activities with the chemistry
of transition metals, generally by using
transition-metal compounds as carriers.
The precipitate itself was a mixture of
several beta emitters, which the Berlin
team painstakingly began to disentangle.

Over two years, they identified two
parallel beta-decay chains, which they
referred to as processes one and two [see
box at right]. The sequence of these de-
cays corresponded to the properties ex-

pected for the elements
following uranium: they
resembled the transition
elements rhenium, osmi-
um and so on. The fit be-
tween the sequences and
the predicted chemistry
seemed too good not to
be true. Publishing in
Chemische Berichte in
1936 and 1937, with
Hahn as the senior au-
thor, the elated group re-
peatedly referred to these
transuranics as “unques-
tionable,” there being “no
doubt” about their exis-
tence and “no need for
further discussion.”

All the while, the data
were stretching physical

theories thin. Meitner struggled to inte-
grate the results from chemistry, radio-
chemistry and her own physical mea-
surements into a cogent model of the
nuclear processes involved. She estab-
lished that thermal—exceedingly slow—

neutrons enhanced the yield of process-
es one and two, evidence that these
events involved neutron capture. But
fast neutrons generated the same results.
Thus, she concluded that both processes
originated with the most abundant ura-
nium isotope, uranium 238. She also
identified a third process—involving the
capture of moderately slow neutrons—

for which there was no long beta chain.

Meitner regarded it as odd that three
different neutron-capture processes all
originated from the same uranium 238
isotope. She suspected that something
was very wrong with processes one and
two. From theoretical considerations,
she could not understand how the cap-
ture of a single neutron could produce
such great instability that it would take
four or five beta emissions to relieve it.
And it was even harder to understand
that the two long beta-decay chains
paralleled each other for several steps.
Theory offered no explanation. In a
1937 report to Zeitschrift für Physik,
Meitner concluded that the results were
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Discovering Fission

The Berlin group found that a large number of beta emitters (radioactive nuclei
that emit electrons) were formed when neutrons hit uranium nuclei. The research-
ers proposed two chains, which they believed consisted of elements beyond ura-
nium, each with its own rate of beta decay:

Process 1

Process 2

In addition, they identified a simpler reaction:

Process 3

Meitner regarded process three as the most understandable, and later it was
shown to be correct. But she was puzzled by processes one and two because the
decay chains were so long and paralleled each other. Ultimately, when Hahn and
Strassmann identified one of the reaction products as barium, Meitner and Frisch
realized that the uranium nucleus had split into nuclei of barium and krypton,
which began a series of beta emissions:

These nuclei and other fission fragments account for the decay chains of pro-
cesses one and two. Meitner and Frisch proposed the name “nuclear fission,” pub-
lished the first theoretical explanation of the process and predicted the enormous
energy released. —R.L.S.
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“difficult to reconcile with current con-
cepts of nuclear structure.”

Once fission was recognized, research-
ers understood that processes one and
two were fission processes: the uranium
splits into fragments that are highly
radioactive and form a long sequence
of beta decays. (There can be many

such decay chains because uranium can
split in many ways.) Meitner  regarded
process three as the most normal, and
later this was shown to be correct: the
uranium 239 isotope formed in this
neutron-capture reaction decays by beta
emission to element 93. In 1940 it was
identified by Edwin McMillan and
Philip Abelson and later named neptu-
nium. Had the Berlin scientists been
able to detect neptunium, they would
have found that it is a rare-earth ele-
ment, and they would have realized
that the activities in processes one and
two are not transuranics. But they did
not detect it; their neutron sources were
too weak.

Identifying Barium

The most serious error the Berlin team
made was that the investigators sep-

arated out and studied only those activ-
ities with transition-metal chemistry, ig-
noring all others. In 1938 in Paris, Irène
Curie and Pavel Savitch used a different
technique to examine the entire mix-
ture of uranium products and found a
new, strong activity whose chemistry
they could not ascertain. Like the pre-
sumed transuranics, its yield was en-
hanced by thermal neutrons. By the time
the Berlin team looked into it in Octo-
ber 1938, however, Meitner had been
forced to flee Germany for Stockholm.
Hahn and Strassmann analyzed the
Curie activity alone and, finding that it

followed a barium carrier, identified it
as an isotope of radium.

Meitner and Hahn corresponded con-
stantly, and mail between Stockholm
and Berlin was delivered overnight. She
could scarcely believe the radium result.
To form radium, the uranium nucleus
would have to emit two alpha particles.
Meitner was convinced that it was en-
ergetically impossible for a thermal neu-
tron to knock out even one alpha parti-
cle—and certainly not two. In Novem-
ber 1938 Meitner visited Niels Bohr’s
Institute for Theoretical Physics in Co-
penhagen, and Hahn met her there on
November 13. Outside the city their
meeting was kept secret to avoid politi-
cal difficulties for Hahn, and he never
mentioned it later in his memoirs. But
we know from Hahn’s own pocket di-
ary that they met, and we know that
Meitner objected strenuously to the ra-
dium result. That was the message Hahn
brought back to Strassmann in Berlin.

According to Strassmann, Hahn told
him that Meitner “urgently pleaded”
that they verify the radium one more
time. “Fortunately, her opinion and
judgment carried so much weight with
us that we immediately began the nec-
essary control experiments,” Strassmann
remembered. With these experiments,
they intended to verify the presence of
radium by partially separating it from
its barium carrier. But no separation oc-
curred, and they were forced to con-
clude that their “radium” was in fact
an isotope of barium, an element much
lighter than uranium.

In December 1938, just before Christ-
mas, Hahn told Meitner about the bari-
um. It was a “frightful result,” he wrote.
“We know uranium cannot really break
up into barium!” He hoped she could
propose “some fantastic explanation.”
Meitner answered by return mail. Al-
though she found it difficult to think of
a “thorough-going breakup,” she as-
sured him that “one cannot uncondi-
tionally say: it is impossible.” Her letter
must have been the best Christmas
present he ever received. She had vehe-
mently objected to the radium result, but
she was ready to consider the barium
result as expanding, rather than contra-
dicting, existing theory.

Later, Hahn was known to say that if
Meitner had still been in Berlin, she
might have talked him out of the bari-
um result and might have “forbidden”
him from making the discovery. But
Meitner’s letter, which Hahn always had
in his possession, demonstrates that the
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OTTO R. FRISCH and Meitner were the
first to explain, in 1939, the fission pro-
cess. In England in 1940 he and fellow
émigré Rudolf Peierls analyzed the poten-
tial of nuclear fission for use in weapons
and helped to launch the Allied atomic
bomb project. 

IN THE 1920s Meitner, as professor and head of her own section for physics at the
Kaiser Wilhelm Institute for Chemistry, became prominent in nuclear physics. In this
photograph, taken in 1920 when Niels Bohr first visited Berlin, are some of her closest
colleagues and friends; nearly half would win Nobel Prizes. Front row: Otto Stern (No-
bel, 1943), James Franck (1925), Bohr (1922). Second from right: Gustav Hertz
(1925). To Meitner’s right and back: Hahn (1944) and George de Hevesy (1943). 
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opposite is true. And at the time, Hahn
clearly found her letter reassuring, be-
cause only after he received it did he add
a paragraph to the galley proofs of his
barium publication, suggesting that the
uranium nucleus had split in two. Meit-
ner was bitterly disappointed that she
could not share in this “beautiful dis-
covery,” as she called it, but they all
knew that it was impossible to include a
“non-Aryan” in the publication.

Revising Nuclear Theory

For Christmas, Meitner visited a
friend in western Sweden, and her

nephew, Otto Frisch, a physicist at
Bohr’s institute, joined her. When Meit-
ner and Frisch came together, so, too,
did the various strands of nuclear theo-
ry. Both were accustomed to thinking
of the nucleus as a liquid drop, but now
they visualized it as a wobbly, oscillat-
ing drop that was ready to split in two.
Frisch realized that the surface tension
of a nucleus as large as uranium might
be vanishingly small. Meitner did the
mass defect calculation in her head and
estimated the lost mass that was con-
verted to enormous energy when the
nucleus split. Everything fell into place:
the theoretical interpretation itself was
a beautiful discovery—and it was recog-
nized as such. The physics community
immediately adopted the term “fission”
that Meitner and Frisch proposed, and
Bohr used their work as a starting point
for a more extensive theory.

Hahn and Strassmann’s barium find-
ing appeared in Naturwissenschaften in
January 1939; Meitner and Frisch pub-
lished their interpretation in Nature a
few weeks later. On the surface, the dis-
covery of fission was now completely
divided—chemistry from physics, exper-
iment from theory, Germans from refu-
gees. To those who did not understand
the science or who did not care to un-
derstand the politics, it might appear that
chemists had discovered fission, where-

as physicists had only interpreted it.
In the weeks following the discovery,

Hahn exploited that artificial division.
He knew Meitner’s forced emigration
was unjust. He knew she had fully par-
ticipated in the discovery. But he could
not say so. He was afraid for himself
and for his position and terribly afraid
that others would find out that he and
Strassmann had continued to collabo-
rate with Meitner after she left Berlin.
He decided that the discovery of fission
consisted of just those chemical experi-
ments that he and Strassmann had
done in December. In February 1939 he
wrote to Meitner, “We absolutely never
touched on physics, but instead we did
chemical separations over and over
again.” He described fission as a “gift
from heaven,” a miracle that would pro-
tect him and his institute.

As it turned out, it may not have been
necessary for Hahn to divorce himself
from Meitner and physics to make the
“miracle” come true. That spring the
German military took an active interest
in the potential uses of the new discov-
ery, and by the summer of 1939 Hahn
and his institute were secure. Later he
recalled that “fission saved that whole
situation.”

After the atomic bomb, fission was
more sensational than ever, and Hahn
was a very famous man. In postwar Ger-
many, he was a major public figure for
a generation, lionized as a Nobel laure-
ate and a decent German who never
gave in to the Nazis, a scientist who did
not build a bomb. His treatment of
Meitner, however, was anything but de-
cent. Not once in his numerous articles,
interviews, memoirs or autobiographies
did he mention her initiative for the
uranium project, her leadership of their
team in Berlin or their collaboration af-
ter she left. He died in Göttingen in
1968 at the age of 89.

In Sweden during the war, Meitner’s
professional status was poor. Her friends
believed that she almost surely would

have been awarded a Nobel Prize had
she emigrated anywhere else. In 1943
she was invited to Los Alamos to work
on the atomic bomb, but she refused.
For a brief period after the war ended,
she was a celebrity in the U.S. and
Britain, miscast as the Jewish refugee
who escaped the Nazis with the secret
of the bomb. But Meitner was a private
person who detested publicity. She nev-
er wrote an autobiography or autho-
rized a biography. She left Stockholm
for Cambridge, England, in 1960 and
died there in 1968, a few days before her
90th birthday. Sadly, she died some 30
years before she received proper recog-
nition for her work.
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Picosecond Ultrasonics

During the past three decades,
humans have developed a re-
markable ability to manufac-

ture small objects. A prime example is
the computer chip, made from a silicon
wafer with strategically placed impuri-
ties that form transistors. On top of
each chip is a sequence of metal films
and insulating layers that electrically
connect the transistors to their neigh-
bors. The films may be as thin as a mil-
lionth of a centimeter. Their thickness
and uniformity determine the efficiency

of the chip and, ultimately, the comput-
er it is in.

A film may be anywhere from 50 ang-
stroms to a few microns thick (one ang-
strom equals 10–8 centimeter, whereas
one micron equals 10–4 centimeter). For
the finest films, the thickness has to be
controlled to an accuracy of one ang-
strom—less than the size of an atom.
Measuring the thickness is exceedingly
difficult. The most efficient means cur-
rently available is destructive: take a
chip, cut it and look at it from the side.

Most manufacturers deal with the prob-
lem of ensuring consistent thickness by
minutely controlling every aspect of the
production process—such as tempera-
ture, humidity and pressure—and by
checking the dimensions of the few
chips that are sacrificed.

In 1985, while conducting optical ex-
periments on a semiconductor, my col-
leagues and I at Brown University hap-
pened to direct a short pulse of light at
a metal film on the sample’s surface.
Our objective was to study the response
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Picosecond Ultrasonics
Brief pulses of high-frequency sound allow experimenters 

to probe connections inside a computer chip

by Humphrey Maris
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of the electrons within. On sending in a
second light pulse, however, we noticed
that the reflectivity of the surface was
changing in a periodic fashion. Amaz-
ingly, the film was vibrating, emitting
sound waves with minute wavelengths
of about 500 angstroms. Until that time,
no one had surmised that sound pulses
of such high frequency and, as it turned
out, brief duration could be created.

Since then, we have been developing
a technique to use these extraordinarily
short sound pulses to measure small
structures such as the metal skins on a
chip. By listening for the separate echoes
returning from top and bottom surfac-
es, we can determine a film’s thickness.

Nature’s Technology

To consider what is required for us-
ing sound to measure thickness, re-

call one of nature’s technological mira-
cles, the bat. In 1912 Hiram Maxim, an
expatriate American better known for
building aircraft and inventing the ma-
chine gun, suggested that bats use so-
nar—sound navigation and ranging—to
determine the location of flying insects.
To humans, bats often seem mute, so
Maxim proposed that bats use the
sound generated by the flapping of their
wings. But such low-frequency sound
consists of long waves that flow around
small objects without being readily scat-
tered. So, on the basis of Maxim’s theo-
ry, it was hard to understand how the
bat could hear the very small echo from
a flying insect.

In 1920 Hamilton Hartridge of the
University of Cambridge proposed that
a bat emits pulses of ultrasound—having
frequencies above the audible range for
humans—and detects insects by means
of their echoes. George W. Pierce and
Donald R. Griffin of Harvard Universi-
ty first observed these pulses in 1938.
Since then, observers have learned that
dolphins, as well as some birds, employ
sonar. Even the humble whirligig beetle
uses the reflection of the bow wave pro-

duced as it moves through water to lo-
cate objects.

Bat sonar is surprisingly sophisticat-
ed. Because the insect is in motion, the
echo from it will have a slightly differ-
ent frequency from the sonic pulse sent
out by the bat. This frequency shift,
called the Doppler effect, allows the bat
to estimate the speed and direction of the
insect. (Highway police similarly rely on
the Doppler effect to snare motorists in
speed traps.) In addition, within each
pulse it emits, the bat varies the frequen-
cy of the sound. This modulation, called
chirping, aids the bat in analyzing the
echo and probably helps it distinguish
other attributes of its prey, such as shape,
size, the rate at which it beats its wings,
and even whether it is a beetle or a moth.

To determine the distance to an in-
sect, the bat has to send a short pulse of
sound, so that it has finished emitting
before the echo returns. The speed of
sound in air is 330 meters per second.
So if an insect is at a distance of 3.3 me-
ters, sound takes just a fiftieth of a sec-
ond to travel to the insect and back. As
the bat homes in on an insect, it emits
fast, staccato bursts of brief chirps, as
short as a millisecond each, to locate in-
sects to within a meter.

For gauging the thickness of very small
metal structures, the time problem be-
comes even more severe. The speed of
sound in aluminum is 6,000 meters per
second, about 20 times greater than in
air. So a round-trip through an alu-
minum film a millionth of a centimeter
thick takes a sound wave about three
trillionths of a second. Consequently, to
perform sonar measurements on such
small objects, my colleagues and I had to
find a way to generate even briefer puls-
es, lasting a trillionth of a second or less.

To generate sound in a solid or a liq-
uid, laboratory workers generally use a
piezoelectric transducer. This device is
made of a material such as quartz,
which expands slightly when a voltage
is applied to it. So when subjected to an
alternating voltage, the transducer vi-
brates, launching a compression wave—

a sound pulse—of the same frequency.
With this technique, dating from the
1920s, experimenters can produce sound
with frequencies ranging from 100 kilo-
cycles to 1,000 megacycles and lasting
for as little as a millionth of a second.
Such brevity allows thickness measure-
ments of down to a few millimeters.
That resolution, unfortunately, is not
adequate to deal with computer chips.

Like many developments in science,
progress in this field eventually arose
from advances, over many years, in a
seemingly unrelated area of research. In
1960 Theodore Maiman of Hughes Re-
search Laboratories in Malibu, Calif.,
constructed the first laser. He used a
flash lamp to excite chromium atoms in
a ruby rod to states of higher energy.
The excess energy of these atoms could
then be employed to amplify light
trapped inside the rod.

This laser produced intense pulses of
red light lasting less than a thousandth
of a second. In the following years many
other types of lasers came into being,
including gas, dye, chemical and solid-
state devices based on a variety of ma-
terials and mechanisms. (One laser even
uses gelatin as its active material—and
can be eaten after use!) By the early
1980s lasers could produce a stream of
light pulses as short as 10–14 second. A
light packet this short amounts to a rip-
ple in the electromagnetic field contain-
ing only five wavelengths and extend-
ing over three microns.

In our laboratory we use light from a
pulsed laser to make sound. The laser is
focused onto the surface of a material,
which absorbs the photons into a very
thin layer at the top. The energy of the
photons is initially taken up by elec-
trons, which quickly move a small dis-
tance into the material, losing energy as
they travel. As a result, the temperature
of the material near the surface sudden-
ly increases by a few degrees, causing
the layer to expand. A sound wave—

sometimes a single, isolated compres-
sion, sometimes a train of these—then
launches into the material.

The pulse of sound produced in this
way can be as brief as a picosecond
(10–12 second), and its length in space
can be just a few nanometers. Its ampli-
tude, or the distance it causes atoms to
move, is about a trillionth of a centime-
ter, or roughly 10 times the diameter of
an atom’s nucleus.

After finding a way to generate sound,
we still need a way to detect these tiny
pulses after they have traveled through
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NANOXYLOPHONE (opposite page),
an instrument that makes sound at a fre-
quency of eight billion hertz (or 24 oc-
taves above middle C), is made of gold
bars, each less than 150 atoms thick. The
chart (left) shows the time profile of the
emitted sound. Waves of even smaller fre-
quencies, some lasting only a picosecond
(10–12 second), are helping to probe the
configurations inside computer chips.
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the sample under study. As it happens,
we know how to do this from the ser-
endipitous discovery mentioned earlier.
When the echo returns to the surface, it
periodically compresses the material,
causing a change in its ability to reflect
light. This change can be detected by a
second light pulse directed at the surface.

The ultrasound pulses can measure
the thickness of a film with an accuracy
of less than an angstrom—far shorter
than the wavelength of the sound, which
ranges from 50 to 500 angstroms. Com-

mon wisdom among physicists holds
that this is not possible: a wave cannot
provide a resolution finer than its own
wavelength. In practice, we violate this
rule by comparing the profile of the
emitted sound wave with that of the re-
turned wave. Even if the ends of a wave
are poorly defined, the position of its
peak can be located very precisely. So
we can determine the time at which the
echo peaks to within a fraction of a pi-
cosecond, thus getting the distance it
has traveled to within an angstrom. The

measurement is analogous to interfer-
ometry, a technique for comparing the
forms of two waves.

Having gotten to this point, some of us
had another, less relevant idea: if we
can make sound, surely we can also
make music. Aided by experts from the
IBM Thomas J. Watson Research Center
in Yorktown Heights, N.Y., we made a
“nanoxylophone.” The instrument looks
like any other xylophone except that
each bar is a slab of gold less than 400
angstroms—that is, 150 atoms—thick

Picosecond Ultrasonics88 Scientific American January 1998

Picosecond Probe

Properties of the metal layers inside a silicon chip are
probed by ultrasound. A laser (a) directed at the chip’s

surface heats the chip and generates a pulse of sound (b),
about 100 angstroms or a picosecond long. The sound is re-
flected by various structures within the chip, seen in cross
section (c) and idealized in the diagram (d). When it returns
to the surface, the echo changes its optical properties,
which are measured by a second laser. The echo is then
matched with a computer model (e) to determine the exact
location, thickness and bonding of the internal layers. —H.M.
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and 2,000 angstroms wide. When we
strike the nanoxylophone with a light
pulse, it produces a note of eight billion
vibrations per second, about 24 octaves
above middle C. We have since made
other small structures that vibrate when
excited by a light pulse; the highest pitch
attained is 700 billion vibrations per
second, or about 31 octaves above mid-
dle C. (Regrettably, the nanoxylophone
is quite useless for music: all its bars
produce pretty much the same note.)

These techniques have practical im-
plications in testing computer chips.
The fabrication of a chip is an intricate
process of several hundred steps, taking
many weeks to complete. It starts with
a crystal of very pure silicon, sliced and
polished into round wafers, usually 20
centimeters in diameter and a fraction
of a millimeter thick. Into parts of the
chip’s surface are implanted specially
selected impurities, to form the transis-
tors that determine the chip’s character-
istics. On top of the wafer, technicians
deposit a sequence of thin films made
of different materials, some metallic and
some insulating. This sequence forms a
“stack.”

The metal films serve as electrical
connections between different parts of
a chip; they form a complex pattern
running across the wafer, rather like a
freeway system with overpasses and
junctions. Insulating films, usually of
glass or polymer, electrically isolate the
different layers of metal. The entire fab-
rication process requires extreme clean-
liness and control; a single dust particle
can ruin a chip. In the end, each wafer
is divided to form roughly 100 chips.

Any unnoticed change in the fabrica-
tion process can lead to disastrous re-

sults. In particular, the operation of a
chip requires that the actions of all its
constituent transistors be synchronized.
So the time taken by a signal to pass
from one transistor to another is criti-
cally important. This “time constant” is
proportional to the resistance of the
metal film separating the two compo-
nents; the resistance, in turn, is inverse-
ly proportional to the film’s thickness.
So controlling the thickness is vital to
the functioning of a chip.

A Chip and Beyond

Picosecond ultrasonics can allow
manufacturers to measure the thick-

ness of the different thin films in a chip
accurately. First a light pulse, focused
onto the part of the film that is to be
studied, is absorbed in the uppermost
layer of the stack. The heating and the
resulting expansion generate a sound
pulse that travels through the stack. Each
time the sound reaches the boundary
between two films, a part of it is reflect-
ed back. From the time taken by these
echoes to return to the top of the stack,
researchers can accurately calculate the
thickness of each layer.

This method is similar to the seismo-
logical techniques used by geologists to
determine the thickness of different lay-
ers of the earth’s crust. There is a differ-
ence, however: the films in the stacks are
thin enough that sometimes the sound
waves return on one another’s heels and
can overlap. When light reflects from a
film of oil on water, similar “interfer-
ence” leads to colorful patterns (occa-
sionally visible in parking lots). In our
case, the interfering waves generate a
pattern of beats that we have to deci-

pher to learn the geometry and dimen-
sions of the films.

The echoes can betray many other
characteristics of the film stack. When a
sound pulse reflects from a rough
boundary, for instance, it will broaden
in space and time. Therefore, analyzing
the echo’s shape can indicate the rough-
ness of a surface. In addition, from the
echo’s loudness, it is possible to tell how
well a pair of adjacent films are bond-
ed. If the films are loosely connected,
perhaps because of some contamina-
tion, sound cannot cross the boundary,
and so most of the pulse will be reflect-
ed. Thus, the strength of the echoes
from the different interfaces allows us
to verify that the films are strongly
bonded and that the chip is unlikely to
fail mechanically.

In the next stage of our research, we
hope to employ picosecond ultrasonics
in studying processes that occur within
biological cells. Ultrasound is already
extensively used to observe the develop-
ment of a baby inside the womb. With
the new techniques for producing very
short pulses, we may be able to perform
analogous experiments inside a living
cell. We hope sound waves can help
create an acoustic image of the cell, en-
abling researchers to monitor its devel-
opment. For example, with picosecond
ultrasonics it may be possible to obtain
an image of the cytoskeleton—the cell’s
supporting framework—with detail
comparable to that of conventional x-
ray images of a human skeleton.

Although nature far outpaces humans
in the manufacture of small objects, and
perhaps always will, the gap continues
to narrow. Picosecond sound bursts al-
low a way to follow the race.
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After a day of cross-
country skiing in 

subfreezing weath-
er a couple of years ago, I
developed severe lower back
pain. Even tying my shoes
was agony. Despite my suf-
fering, I knew there was no
serious underlying disease,
so I was certain I would be
back to normal in no time.

But the days wore on with
no change. A heating pad and
suggestions from a friend
with a chronic back problem
(lie down, tuck your chin
when you bend over) didn’t
help. After a week, I became
desperate. I called my cousin
Gary, who is a physical ther-
apist. When I have consulted
him in the past about sprains and ten-
donitis, his advice has always been on
target. I was confident I was in the hands
of an expert.

As usual, Gary was upbeat and au-
thoritative. After taking my history and
putting me through some maneuvers, he
identified the muscles involved. He told
me to ice the area, prescribed a set of
exercises to stretch the constricted mus-
cles and suggested that I take ibupro-
fen. When the consultation was over, I
still had the back pain, but I had a tech-
nique for relieving it and the conviction
that it would improve. Although my
back was not yet better, I was.

I avoided the ibuprofen (it upsets my
stomach), but I applied ice and exer-
cised faithfully. Every time I did these
things I felt a real sense of satisfaction. I
was finally taking charge. Within two
days the back pain had been reduced to
a twinge; in a week it was gone.

I don’t know whether the ice and ex-
ercise actually healed my inflamed, con-
stricted muscles or whether they would
have healed on their own in the same

time. I do know that just seeking and re-
ceiving treatment made me feel better—

less disabled, less distressed, more hope-
ful—and this in turn may have speeded
my recovery. These benefits are called,
often derisively, the placebo effect.

Powerful Healing

Medicine has become vastly more 
scientific in the past century—

gone are the potions, brews and blood-
lettings of antiquity. Nevertheless, doc-
tors and their patients continue to as-
cribe healing powers to pills and
procedures that have no intrinsic thera-
peutic value for the condition being
treated (think of the widespread—and
medically pointless—use of antibiotics
to fight colds and flus caused by virus-
es). Some studies, including one by the
U.S. Office of Technology Assessment,
suggest that only about 20 percent of
modern medical remedies in common
use have been scientifically proved to be
effective; the rest have not been subject-
ed to empirical trials of whether or not

they work and, if so, how. It
is not that these treatments
do not offer benefits: most of
them do. But in some cases,
the benefit may come from
the placebo effect, in which
the very act of undergoing
treatment—seeing a medical
expert, for instance, or tak-
ing a pill—helps the patient
to recover.

Since the early 1980s, I
have been investigating the
placebo effect. In the course
of my research, I have learned
something about how place-
bos work, why they are dis-
paraged by both patients and
physicians, and who is most
likely to benefit from them.
My information on these

matters is far from complete. But based
on what is known, I believe that the
placebo effect is a powerful part of
healing and that more effort should be
made to harness and enhance it.

My interest in the placebo effect be-
gan when my colleagues and I found
something unexpected while investigat-
ing the biochemistry of depression. In
1984 we were testing patients for the
hormone cortisol, which is produced by
the adrenal gland. In previous work, we
and others had found that about half
the patients with severe clinical depres-
sion produced excessive amounts of the
hormone. We thought this group of pa-
tients might do better taking antide-
pressants than depressed patients with
normal levels of cortisol would. (We
speculated that patients with a bio-
chemical imbalance might respond bet-
ter to a biochemical treatment.)

To test this idea, we recorded levels
of cortisol in patients who were about
to enter a study of a new antidepressant
medication. Mihály Arató, a young
Hungarian psychiatrist working in my
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Colds, asthma, high blood pressure

and heart disease are among the

many conditions that can respond

to treatment with a placebo. 

Should doctors

be prescribing

sugar pills?
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laboratory at the time, took on the job
of analyzing the results. At first glance,
the conclusions were disappointing.
Contrary to our hypothesis, depressed
patients responded equally well to the
drug, regardless of how much hormone
was present in their system. And yet they
did show one fascinating difference.

This research was part of a so-called
double-blind study: some patients were
treated with a placebo, and neither the

doctors nor the patients knew who re-
ceived the placebo and who received the
antidepressant. When Arató examined
the results from the placebo group, the
outcome was striking. Typically 30 to
40 percent of depressed patients benefit
from taking a placebo. In this case, close
to half the 22 patients with normal lev-
els of cortisol felt better after taking a
placebo, but among the nine patients
with elevated levels, none improved.

These findings, which have been con-
firmed in our lab and by other research-
ers, indicate that depressed patients who
respond to placebos differ biochemical-
ly from those who do not. I wondered
if they differed in other ways as well. As
it turns out, they do. People suffering
from short-term depression, lasting less
than three months, for instance, are
more likely to benefit from a placebo.
But longer-term depression, lasting more
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The healing environment
is a powerful antidote for illness.

The decision to seek medical assistance restores some sense of control.

The symbols and rituals of  healing—the doctor’s office, the stethoscope,
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than a year or so, often does not im-
prove after placebo treatment.

Relieving Stress

The placebo effect is not unique to
depression or psychiatric illness. A

landmark study in the early 1950s by
Henry K. Beecher of Harvard University
suggested that for a wide range of af-
flictions, including pain, high blood pres-
sure, asthma and cough, roughly 30 to
40 percent of patients experience relief
after taking a placebo. In some cases,
the response can be even more pro-
nounced: researchers led by Ed-
munds G. Dimond of the University
of Kansas Medical Center in the
late 1950s investigated the effective-
ness of the then routine arterial lig-
ation surgery to treat angina pec-
toris (chest pain caused by insuffi-
cient blood supply to the heart). The
doctors performed the surgical pro-
cedure in one set of 13 patients;
with a second group of five patients,
they made only a chest incision but
did no further surgery. Among the
patients who received the actual
surgery, 76 percent improved. No-
tably, 100 percent of the placebo
group got better. (Arterial ligation
surgery is no longer performed.)

So what exactly is this placebo
treatment that compares so favor-
ably with conventional methods?
Placebos are usually defined not in
terms of what they are but what

they are not. They are often described as
inactive, but placebo agents are clearly
active: they exert influence and can be
quite effective in eliciting beneficial re-
sponses. Placebos are also described as
nonspecific, presumably because they
relieve multiple conditions and because
exactly how they work is not fully un-
derstood. Yet by either of these stan-
dards, placebos are no less specific than
many valid and accepted remedies,
such as aspirin or certain tranquilizers.
Most narrowly, a placebo is a pharma-
cologically inert capsule or injection,

yet even this definition does not capture
the full range of procedures that can
have a placebo effect.

Today the most common situation in
which people use substances known to
be placebos is during double-blind clin-
ical trials. Patients who take a placebo
in the course of such trials receive much
more than a pharmacologically inert
substance: like the patients receiving a
“real” drug, they benefit from a thor-
ough medical evaluation, a chance to
discuss their condition, a diagnosis and
a plausible treatment plan. Patients also
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typically enjoy the enthusiasm, effort,
commitment and respect of their doc-
tors and nurses. These factors, which
many people view as incidental to the
healing process, provide an important
clue as to why placebos work.

The healing environment is a power-
ful antidote for illness. The decision to
seek medical assistance restores some
sense of control. The symbols and ritu-
als of healing—the doctor’s office, the
stethoscope, the physical examination—

offer reassurance. An explanation for
the illness and a prognosis, when favor-
able, reduce fear; even when the report
is unfavorable, it allays the anxiety of
uncertainty. And merely the act of tak-
ing a pill can have a therapeutic effect.
For example, the drug propranolol is
often prescribed after a heart attack to
regulate the heartbeat and prevent fur-
ther damage. In a recent study of more
than 2,000 patients, the death rate was
cut in half among patients who took
propranolol regularly compared with
those who took the medication less reg-
ularly. But in the same study, patients
who took placebos regularly also had
half the death rate of those who took
them less regularly—even though the
two groups of placebo users were simi-
lar medically and psychologically.

Notably, placebos seem to be most
reliably effective for afflictions in which
stress directly affects the symptoms: in
certain forms of depression and anxiety,
for example, distress is the illness. And
conditions such as pain, asthma and

moderate high blood pressure can be-
come worse when the patient is upset.
Indeed, placebos may work in part by
lessening the apprehension associated
with disease. Studies of both animals
and humans have shown that the func-
tioning of the immune system falters un-
der stressful conditions. For instance,
stress increases the secretion of hor-
mones such as cortisol, which in turn
lowers resistance to disease. It is not in-
conceivable that by reducing anxiety,
placebos could influence countless dis-
eases, including some that we do not
usually think of as subject to psycho-
logical influence.

Great Expectations

Apatient’s expectation of improve-
ment is also crucial. Researchers

know that across a wide range of ill-
nesses, patients who think they will feel
better are more likely to do so. Expec-
tation operates more specifically as well.
For example, when participants in a
study were told that their pharmacolog-
ically inert drink contained alcohol, they
often felt and acted intoxicated and even
showed some of the physiological signs
of intoxication. A 1968 study led by
Thomas J. Luparello of the State Uni-
versity of New York Downstate Medi-
cal Center in Brooklyn showed that pa-
tients with asthma who were given an
inhaler containing only nebulized salt-
water but were told they would be in-
haling an irritant or allergen displayed

more problems with airway obstruc-
tion. When the same group was told
that the inhaler had a medicine to help
asthma, their airways opened up.

Given their demonstrated effective-
ness, why do placebos have such a du-
bious reputation? The word “placebo”
itself comes with unfortunate baggage.
Latin for “I shall please,” it is the first
word of the vespers for the dead, and in
the 12th century these vespers were
commonly referred to as placebos. By
the 1300s, the term had become secular
and pejorative, suggesting a flatterer or
sycophant, a meaning probably derived
from the depreciation of professional
mourners, those paid to sing placebos.
When the word entered medical termi-
nology, the negative connotation stuck.
It was defined as a medicine given to
please patients rather than to benefit
them. In the modern era, the lack of
pharmacological activity became part of
the definition as well.

As a result, the name brings with it
connotations of deception and inauthen-
ticity. A modern myth about placebos
reflects this stigma: if a condition im-
proves with placebos, the condition is
supposedly “all in the head.” But the
many examples of physical ailments—

high blood pressure, angina pectoris and
asthma, to name a few—that respond
to placebos demonstrate that this no-
tion is far from the case.

The very effectiveness of a placebo is
troublesome to us doctors and to other
medical experts. It impugns the value of
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The placebo effect is not unique 

to psychiatric illness.
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patients experience relief after taking a placebo.
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our most cherished reme-
dies, it hampers the develop-
ment of new therapeutics,
and it threatens our liveli-
hood. Nevertheless, given
the astounding advances in
medical technology over the
past two decades, including
the development of indisput-
ably efficacious drugs and
procedures, we in the medi-
cal community may now be
ready—secure that medicine
is scientific—to accept and
put to good use this compo-
nent of healing that we do
not fully understand.

Decades of research offer
guidance as to how physi-
cians can incorporate aspects
of the placebo effect, in ways
that are both medically and
ethically sound, to make accepted med-
icines more effective. Yet many of these
ideas have not been tried by doctors.
Some of the suggestions are not surpris-
ing. For instance, patients should be
made to feel confident and secure that
they are in the hands of a recognized
healer; diplomas, board certifications
and medical instruments in sight gener-
ally provide these signals. Patients should
also be reassured by items associated
with the relief of symptoms—a white
coat, a physical examination, a written
prescription when necessary. A careful
analysis of a patient’s complaint is far
more comforting than an immediate di-
agnosis, no matter how accurate.

Administering a thorough evaluation,
however, does not mean that a patient
should be subjected to unnecessary di-
agnostic procedures. Rather the doctor
should listen carefully, ask suitable ques-
tions and perform a complete examina-
tion. The fact that someone has bron-
chitis may be obvious to a doctor with-
in seconds; an additional five minutes
of evaluation that includes a stetho-
scope on the chest may not add to the
accuracy of the diagnosis, but it does
add to the patient’s confidence. Physi-
cians and nurses of yesterday seemed to
understand intuitively the importance
of a good bedside manner. Many of to-
day’s medical experts still appreciate the
healing power of a compassionate con-
sultation, but under pressure to provide
“cost-effective” care, they (and particu-
larly insurance companies) may be los-
ing sight of this crucial component of
effective care.

The initial evaluation should include

specific questions regarding the pa-
tient’s previous experiences with a vari-
ety of remedies, including treatments
(such as alternative therapies) most phy-
sicians consider to be placebos. What
has worked and what has not for this
person? In particular, the doctor or nurse
should elicit the patient’s ideas about
what might or might not be helpful for
the present complaint.

Determining a Diagnosis

The physician should provide a diag-
nosis and a prognosis whenever

possible. In a recent study of 200 pa-
tients with physical complaints but no
identifiable disease, doctors at the Uni-
versity of Southampton in England told
some that no serious disease had been
found and that they would soon be well;
others heard that the cause of their ail-
ment was unclear. Two weeks later 64
percent of the first group had recov-
ered, but only 39 percent of the second
group had recuperated.

If a specific drug or medical proce-
dure is called for, it should be offered
with realistic optimism and information
about its specific desirable effects—some-
thing along the lines of “This medicine
will help you breathe” for an asthma
medication. The doctor should also pro-
vide information about side effects and
about the most likely course of symp-
toms. This information adds to the pa-
tient’s confidence and to the sense that
the condition is known and controllable.

If a number of treatment options are
equally appropriate, the patient should
be given the chance to make a choice.

But doctors should offer a limited num-
ber of options (no more than three or
four) and should provide sound infor-
mation to help the patient in making
the decision. Allowing patients—no mat-
ter how well informed they may be—to
choose whatever course of therapy they
would like deprives them of a major
benefit of seeking medical advice. If peo-
ple want to treat themselves, and many
do, they do not go to experts.

When managing conditions such as
the common cold that typically run
their course without treatment or when
handling diseases such as certain can-
cers that have no effective treatment,
doctors often prescribe palliative medi-
cation to relieve symptoms such as con-
gestion or pain. For these therapies to
be most useful, however, it is important
that doctors offer them with the same
thoughtfulness and authority as when
they recommend other, more definitive
remedies. 

In practice, though, this is not always
the case. Doctors often tell patients with
colds or the flu that they will probably
feel better in a few days and that they
can take cold medicine if they want to.
Such patients, feeling miserable and be-
reft of treatment, often request and re-
ceive antibiotics—pharmacologically ac-
tive but inappropriate drugs that they
are unwittingly using as placebos. These
same patients would very likely feel quite
differently if, after a medical examina-
tion complete with diagnostic instru-
ments, their doctors wrote the name of
a cold medicine on a prescription form
(even if the drug did not require a pre-
scription) and handed it to them with
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instructions on how and over what in-
terval this medicine will be helpful.

Some of these suggestions may seem
like hocus-pocus. Yet I see them as an
approach to medicine informed by an
understanding of all the processes in-
volved in healing. In the case of the com-
mon cold, such an approach could go a
long way toward reducing the unneces-
sary use of antibiotics and the attendant
expense and dangers of the practice.

Prescribing Placebos

What about the deliberate use of
placebos? Should physicians, in

order to take advantage of the placebo
effect, prescribe drugs or procedures that
they know to be of no intrinsic value?

For many medical experts, this situa-
tion presents what has seemed an insolv-
able dilemma. Doctors have felt that if
they tell patients they are prescribing a
sugar pill, the placebo response, which
depends in part on patients’ expectations
of receiving a plausible remedy, will be
lost. On the other hand, if doctors tell
patients that the placebo is a pharma-
cologically active medicine, they are en-
gaging in a type of deception that is nei-
ther ethical nor, in the long run, thera-
peutic. I think much of this dilemma
arises from the pejorative connotations

associated with placebos and a general
uncertainty about their value.

If physicians can see placebos—like
many conventional drugs—as broadly
effective therapies, whose mechanisms
of action are not completely understood
and which tend to be more effective for
some conditions than others, they can
then offer placebos both honestly and
as plausible treatment. The decision to
prescribe a placebo should be based, as
with any drug, on the risks and bene-
fits. The specific placebo chosen should
be free of toxicity and should be in keep-
ing with the patient’s beliefs and expec-
tations. In this regard, it is worth noting
that, according to a study published in
1993 in the New England Journal of
Medicine, at least 30 percent of adult
Americans use alternative medicine—

such as massage, homeopathy, spiritual
healing and megavitamins—and that
the total number of visits to alternative
therapy providers each year exceeds the
number of visits to primary care physi-
cians. Although alternative medicine
healers and their patients believe fer-
vently in the effectiveness of megavita-
mins and herbal mixtures, many of
these popular remedies probably derive
their benefit from the placebo effect.

So how can a doctor ethically pre-
scribe a placebo? Consider a specific ex-

ample—the treatment of mild to moder-
ately high blood pressure. Clinical tri-
als, such as the study conducted in the
early 1990s by Barry J. Materson of the
Veterans Affairs Medical Center in Mi-
ami, have shown that at least 20 percent
of people with this condition achieve
normal blood pressure after several
weeks of taking placebos. Because blood
pressure medication is expensive and
has troublesome side effects, some pa-
tients might want to consider taking a
placebo as a course of treatment. 

A doctor could explain the situation
to a patient in the following manner:
“You have several options. One is to
take a diuretic. It will probably bring
your blood pressure down, but it does
have some side effects. There are also
other treatments that are less expensive
and less likely to cause side effects and
that help many people with your condi-
tion. Some find that herbal tea twice a
day is helpful; others find that taking
these pills twice a day is helpful. These
pills do not contain any drug. We do
not know how the herbal tea or these
pills work. They may trigger or stimu-
late your body’s own healing processes.
We do know that about 20 percent of
the people with your type of high blood
pressure get their blood pressure into the
normal range using this approach. If you
decide to try one of these treatments, I
will check your progress every two
weeks. If after six weeks your blood
pressure is still high, we should consider
the diuretic.”

Disease is typically defined as an ab-
normal state of the body—high blood
glucose, a fractured forearm, a lung in-
fection. But illness is something else: it
is the suffering that accompanies dis-
ease. In our culture, pills and other
symbols of the physician’s healing arts
have great power to ease that suffering.
As physicians, we should respect the
benefits of placebos—their safety, effec-
tiveness and low cost—and bring the
full advantage of these benefits into our
everyday practices.
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According to legend, the great 
Italian artist and inventor Leo-

nardo da Vinci died while
pleading, “Tell me if anything at all was
done.” Although historians dispute the
specifics of this story, this phrase does
appear in Leonardo’s notebooks, im-
plying that he regretted he had not ac-
complished more in his lifetime.

The question of how much Leonardo
achieved during his 67 years (1452– 
1519) has resurfaced among current
scholars of Renaissance engineering.
When Leonardo’s manuscripts were
first published at the end of the 1800s,
readers were amazed by pages crammed
with inventions that were not built un-
til hundreds of years later. Yet by the
middle of the 20th century, views had
shifted. Historians such as Bertrand
Gille and Leonardo Olschki pointed

out Leonardo’s great debt to earlier Ren-
aissance engineering manuscripts and
suggested that he was merely a deriva-
tive figure.

Leonardo’s reputation began to re-
cover after more of his notebooks were
found in the 1960s and published as
the Madrid Codices. The original editor
of the collection—the Italian historian
Ladislao Reti—and his successor Au-
gusto Marinoni, as well as the wealthy
American collector and historian Bern
Dibner all found examples in the note-
books of original designs and experimen-
tal work by Leonardo. The researchers
also uncovered evidence that craftsmen
of the time incorporated some of da
Vinci’s ideas into their own projects.

Nevertheless, the question remains
whether any of Leonardo’s fundamen-
tal inventions ever got off paper and into
production in his lifetime. It appears at
least one item did—the wheellock.

Wheellock, Stock and Barrel

The wheellock is a small metal mech-
anism that supplies the spark for

igniting flammable compounds, partic-
ularly gunpowder. In a modern variant
the wheellock can be found on most
cigarette lighters. In Leonardo’s day,
however, the wheellock was mainly used
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Leonardo da Vinci’s notebooks 
are full of inventions, from intricate 
gun parts to bicycles to automobiles. 

But were any of Leonardo’s many creations
actually made during his lifetime?

by Vernard Foley

Leonardo and the

MAINSPRING

TRIGGER

SEAR CHAIN

VICE HOLDING
IRON PYRITE

STONE

WHEEL

POWDER
PAN

TO
M

O
 N

A
R

A
SH

IM
A

SC
A

LA
/A

RT
 R

ES
O

U
RC

E 

Copyright 1997 Scientific American, Inc.



on small guns, such as muskets, that
could be carried and fired by one per-
son. These guns consisted of three parts:
the familiar lock, stock and barrel. The
gun’s long cylindrical barrel held the
powder and the bullet and launched the
shot when the gun was fired. The lock
sat at the rear of the barrel, and the
stock was the wooden part of the gun
that held the other two parts together.

Some of the components of the wheel-
lock resemble those of a door lock; this
similarity probably explains the name.
A wheellock consists of a steel wheel
with a chain attached to its axle linking
the wheel to a powerful spring. Togeth-

er the chain and the spring wind up the
wheel in preparation for firing. Once
the wheel is wound fully, a latch (often
called a sear) holds the wheel in place
until it is released when the trigger is
pulled. Then, as the wheel begins to spin,
it scrapes against a hard stone, typically
iron pyrite, pressed firmly against the
spinning wheel by a second spring. Dur-
ing this process, internal friction heats
the scrapings to incandescence. The top
of the wheel rim fits into a powder hold-
er (called the pan) through a thin slot in
its base. The heat from the sparks sets
fire to a charge of gunpowder inside the
powder pan.

Although several surviving sketches of
Leonardo’s have led some historians to
argue that da Vinci invented the wheel-
lock, others disagreed. The naysayers
held that the earliest documented pro-
duction of the wheellock occurred far-
ther north, in what is now Germany.
These researchers concluded that Leo-
nardo must have drawn his own version
of the lock only after hearing of the
German developments. 

Until recently, the available evidence
on this question has been somewhat in-
conclusive. The first German illustrations
of wheellocks, from the early 1500s, are
rather close in date to Leonardo’s sketch-
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Invention of the Wheellock

DESIGN OF A WHEELLOCK from Leonardo da Vinci’s Codex Atlanticus (top of
page) shows a cross section through the middle of the axle of the wheel. To prepare a
gun with a wheellock for firing (above), a vice holding an iron pyrite stone is lowered
until it rubs against the wheel, which connects to the mainspring through a short, flat-
link chain attached to the wheel’s axle. The wheel is locked in place when cocked by a
latch, or sear. When the trigger is pulled, the latch is released, and the wheel starts to
spin and scrape against the iron pyrite stone, generating sparks.
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es, and written references to the lock, as
well as the few surviving guns from the
period, are also difficult to interpret. A
fresh approach to this problem, howev-
er, provides evidence that Leonardo
should be given credit for the invention,
as he began working on the wheellock
in or near the year 1493.

Chains and Chisels

In particular, I have analyzed early
wheellocks from a mechanical point

of view, paying close attention to the
shape of individual components. It ap-
pears that da Vinci utilized components
from other machines that he had
worked on in the 1480s and 1490s—

such as door locks and bicycles—and
put them together in a fundamentally
new way to create the wheellock. 

Consider first a page from the Codex
Atlanticus, another compilation of Leo-

nardo’s manuscripts, which is now
housed in Milan. This page [see illus-
tration above] contains sketches of the
types of chains and springs found in
wheellocks. All da Vinci scholars agree
that these drawings prove he knew of
the device. The page also includes im-
ages of V-shaped chisels for woodcut-
ting, which Leonardo was apparently
trying to adapt for cutting metal.

The chisels Leonardo drew are espe-
cially noteworthy. The V shape of these
chisels would have produced a V-shaped
groove (similar to the thread of a
screw) along the rim of the wheel. The
wheel rims of early wheellocks typically
had several of these grooves. In addi-
tion, the rims usually bore a second set
of very narrow file-cut grooves that ran
across the threads around the rim and
were spaced in such a way to form, in
effect, a tiny set of teeth like those on a
rotary saw. At first sight this arrange-

ment seems unduly complex, because
each of the threads would have to be in-
dividually carved out of the powder pan
as well. Furthermore, the cross grooves
can interfere with good ignition.

The advantages of this design became
apparent, however, when I tested some
sample wheels and found that the teeth
really are like those on a saw or rotary
metal cutter. The wheel can actually cut
its own slot into the bottom of the met-
al pan holding the gunpowder, ensuring
a snug fit. Such a close connection is
crucial because the priming powder is
extremely fine-grained, and if the gun
were jostled at all (say, when it was car-
ried by someone on horseback) the pow-
der could dribble away through any
gap between the wheel and the pan. Al-
though these 15th-century saws are
slow—it takes them several hours to do
what modern cutters can accomplish in
seconds—their accuracy is as good as
today’s technology. It is not difficult for
them to hold tolerances closer than 0.3
millimeter (0.01 inch).

Before this discovery, the first use of
rotary metal cutters had been dated to
the 1540s, long after Leonardo’s death.
Yet it appears that Leonardo should be
credited with the development of these
cutters—quite a remarkable achieve-
ment considering that the modern mill-
ing machine, which incorporates this
tool, is one of the most important man-
ufacturing devices in existence today.

Although Leonardo’s work with
springs, chains and chisels certainly
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SKETCHES from the Codex Atlanticus
show two types of wheellock components:
the helical springs and a number of flat-
link chains, visible in faint ink bleed from
the other side. Helical springs seem to have
interested Leonardo because they are less
bulky than the so-called flat-leaf springs
common in his time. Across the top of the
page, da Vinci drew a series of V-shaped
chisels whose angles become wider moving
right to left (the left-handed Leonardo
typically wrote from right to left). A side
view of the chisel, the next in the series,
with the V shape lying on the chisel’s bot-
tom surface, appears at the lower right,
where it appears to be cutting on the edge

of a circle—probably
a wheellock wheel.
The author has used
similar chisels to re-
create the grooves
(inset) commonly
found around the
rims of early wheel-
lock wheels.
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demonstrates that he knew of the com-
ponents of the wheellock, the question
remains as to when he assembled them
to invent the device. In 1493 Leonardo
took into his employ Giulio Tedesco,
also known as Jules the German, who
served for some years as a technician in
Leonardo’s studio in Milan. Scholars do
not know precisely when Giulio left Mi-
lan, but it was probably no later than
1500. Remarks by Leonardo indicate
that Giulio’s specialty included door
locks and other spring-powered mecha-
nisms, such as crossbows and shears.

Partners in Design

Leonardo’s drawings from the same 
time of locks for doors or chests

contain components that closely echo
the shapes of wheellock parts. These
similarities hint that the wheellock was
developed by Leonardo and Giulio
working together in the mid-1490s. In
addition, Jules the German could have
taken the design of the wheellock back
to his native land after leaving Leonar-
do, thereby explaining how the con-
trivance reached northern Europe in
the early 1500s.

The historian Claude Blair, formerly
of the Victoria and Albert Museum, has
recently uncovered important addition-
al evidence that da Vinci invented the
wheellock. Blair has determined that in
the city of Cividale in the state of Friuli
in the north of Italy, the manufacture of
wheellocks began at least by 1510 and
probably several years before. Leonardo
worked in Friuli for a time, doing sur-
veys for castle fortifications no later than
1500, thus predating any German claim
to the mechanism. 

Leonardo’s claim to inventive priority
has not been the only question touched
on in these investigations into the ori-
gins of the wheellock. I have also learned
something of how he would borrow
from existing machines and rearrange
their components to produce new in-
struments. This process can be seen most

clearly by looking further at his sketch-
es of door locks and bicycles.

To open his locks for chests and doors
against the pressure of their strong clos-
ing springs, Leonardo sometimes de-
signed them with so-called cocking keys,
which were separate from the keys
needed to unlock the mechanism and
were used to compress the springs in
the lock. These keys were usually shaped
like a wing nut or butterfly nut, often
with perforations in each wing. Some
of the early wheellocks also have such
keys pinned to the wheel for cocking
the lock. Another similarity between
Leonardo’s door locks and wheellocks
can be seen in the latches that hold the
springs under strain. In da Vinci’s draw-
ings, latches for both door locks [see il-
lustration below] and wheellocks are
formed from a bar with a notched tri-
angular protrusion on one side and an
additional small pin.

Leonardo also worked on the design
of the bicycle during the 1490s. Some
of the flat-link chains and braking mech-
anisms in his bicycles turn up again in
his wheellocks. A crude sketch of a bicy-
cle found in Leonardo’s notebooks has

been attributed to one of his students
but is believed to reflect da Vinci’s pre-
vious work on the bicycle and its parts.
There are several problems with this
drawing—in particular with the pedals,
the steering system and the drive chain
mechanism.

Some of my former students at Pur-
due University (Edward Blessman, Jim
Bryant and Kyle Datesman) and I have
interpreted additional sketches—from
the 1490s  and in da Vinci’s own hand—

that enabled us to reconstruct a sophis-
ticated steering system for his bicycle.
Two pages from the Codex Madrid il-
lustrate steering components and exper-
imental drive chain designs. In addition,
Leonardo has drawn what appears to
be sets of coaster brakes for his bicycle,
which enable it to roll without pedaling
[see illustration on next page]. Signifi-
cantly, both the drive chain mechanisms
and the braking spring from his bicycle
reappear in his early wheellocks. 

The invention of the wheellock was
truly a momentous achievement. Previ-
ous gun locks—namely, the matchlock—

relied on external heat sources, such as
glowing embers or lit matches, to ignite
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SKETCHES OF DOOR LOCKS found in
the Codex Madrid date from when Giu-
lio Tedesco, a German technician, worked
with Leonardo in Milan. These drawings
show latching bars designed to keep the
bolt open against the pressure of strong
closing springs. These bars resemble the
sears used on wheellocks. Both types of
bars carry notched triangular projections
and smaller, shorter projecting pins that
hold the cocked mechanisms in place. IN
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the gunpowder. After the introduction
of the wheellock, guns could be con-
cealed yet kept ready for instant action,
without having to pause to light a
match. This advance toward more con-
venient guns would forever alter the
role these weapons played in society.

The first recorded accidental discharge
of a gun—an event facilitated by the in-
vention of the wheellock—occurred in
1515 in the town of Constance, Ger-
many, according to the original account
by a German writer of the time, Wil-

helm Rem. A man named Laux Pfister
hired a prostitute, and “when she was
with him in a little room, he took up a
loaded gun in his hand, the lock of
which functioned in such a way that
when the firing mechanism was pressed,
it ignited itself and so discharged the
piece.” Pfister was playing around with
the gun when it went off, shooting the
woman through the chin. As punish-
ment, he had to pay the woman’s medi-
cal bills and provide her with a fixed in-
come every year for the rest of her life.

The increasing number of wheellock
guns brandished by highwaymen and
other brigands led authorities to pass
edicts against the manufacture and op-
eration of wheellocks. But emerging ev-
idence suggests that both gunmakers
and the wielders of firearms evaded
these laws, and in the long run the ef-
forts at gun control proved inadequate.
Mundane factors, such as the cost, reli-
ability and demand for wheellock guns,
determined how these devices were used.

In the centuries since Leonardo’s
time, advances in gun manufacturing
have influenced other areas; the most
notable of these contributions is surely
the technique of mass production with
interchangeable parts. From such small
beginnings as fitting a spinning wheel
to a powder pan, much has grown, and
Leonardo’s query as to whether any-
thing at all was done can indeed be an-
swered in the affirmative.
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BICYCLE PARTS reappear in Leonardo’s
wheellocks. The gears and chains at the
top of this illustration (from the Codex
Madrid) are very similar to chains con-
necting the axle and the mainspring in the
wheellock. The author’s former student
Kyle Datesman has built a working model
of a bicycle (top inset) by incorporating
several of Leonardo’s other components

depicted in his note-
books—the steering
system shown on an
adjacent page and the
band brakes shown
at the bottom of this
sketch. These brakes
function like modern
coaster brakes, letting
the bike roll without
pedaling but also al-
lowing the rider to
stop. The shape of the
band brakes reap-
pears in early wheel-
locks (bottom inset).
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Leonardo da Vinci
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Leonardo da Vinci
BRUNELLESCHI’S REVOLVING CRANE
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SCREW JACK WITH 
ANTIFRICTION BEARING 

Leonardo da Vinci
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After stops in Paris and Florence, the 
international exhibit Mechanical

Marvels: Invention in the Age of Leonardo
opened in New York City in October
1997 at the Liberty Street Gallery at the
World Financial Center. The show, which
will run until March 1998, features 50
working models of the machines de-
signed (but not always built) by several
prominent Renaissance inventors. Sev-
eral of the inventions re-created for the
exhibit are shown here. —The Editors

Renaissance
Technology
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Biochemists have always amazed

me. Using mostly straightfor-

ward, inexpensive methods,

these gifted researchers somehow man-

age to unlock many of the mysteries of

life. And although the past decade has

seen powerful (and expensive) new tech-

niques brought to bear, discoveries are

still being made by means that are well

within the reach of a dedicated amateur.

Sadly, biochemistry is a field that has so

far been little explored by amateur re-

searchers, and I think I know why. Few

of them have access to what is perhaps

the central tool of biochemistry—the

centrifuge.

A centrifuge rapidly spins

several small test tubes filled

with a liquid suspension that

is to be separated into its

component parts. Like pas-

sengers in a car making a

high-speed turn, every parti-

cle suspended within the tube

is thrown outward by its own

inertia. Biochemists often

take advantage of this effect

by adding something to a so-

lution that causes certain com-

ponents to precipitate. For

purifying proteins, for exam-

ple, this change is often pro-

voked by adding a weak acid

or base (vinegar or baking

soda, for instance). The high

“g forces” generated by the

centrifuge then induce the

solid particles to settle out in

no time flat.

There is no other method

that can quickly isolate rela-

tively large quantities of key

biochemicals. So whether you

want to extract cultured bac-

teria from their incubating

broth, purify proteins or iso-

late antibodies, you are going

to need a centrifuge. Unfor-

tunately, professional models

can cost thousands of dollars.

To overcome that financial

obstacle, Charles Carter, an

amateur biochemist and innovative en-

trepreneur in London, Ontario, de-

signed a centrifuge that is inexpensive

and easy to build. Thanks to his clever-

ness, any amateur can now construct a

practical centrifuge in an afternoon for

about $20, using an old kitchen blend-

er, a small plastic pipe fitting and a plas-

tic food storage container. Carter fash-

ioned his prototype from an Osterizer

brand of blender, but his technique can

be adapted to work with just about any

make and model.

Carter’s centrifuge (or more correctly,

“microcentrifuge,” because it uses min-

iature plastic tubes to hold the samples)

consists of three parts: a motorized base,

a rotating inner cylinder with the sample

tubes, and a fixed outer barrier, which

protects you and your family from the

high-speed motion inside. Before build-

ing this device, you will need to secure a

set of miniature sample tubes. Suppliers

are listed on the opposite page.

Most blenders have a ringlike plastic

piece directly at the top of the base. Cut

this piece away from the base with a

saw and smooth any jagged edges with

sandpaper. Then fashion the protective

housing using a large plastic food stor-

age container, one that is at least 20

centimeters (eight inches) in diameter

and 10 centimeters (four inches) deep.

Cut a large hole in the center

of the lid and glue it upside

down on the base using

Krazy Glue or a similar prod-

uct so that the rotating shaft

pokes up through it. Make

sure that none of the glue gets

on the rotating parts or blocks

any air vents, which help to

cool the electric motor.

The centrifuge rotor itself

is fashioned from a PVC pipe

cap, which is basically a short

plastic cylinder with one end

closed off. Select one from

your local hardware store

that is about 10 centimeters

in diameter. Make sure the

plastic is at least 0.3 centime-

ter (1/8 inch) thick and that it

is stiff and inflexible. Care-

fully drill a hole halfway up

the side of the cap using se-

quentially larger drill bits un-

til the hole is just wide enough

to hold one of your minia-

ture sample tubes. Repeat

this process three more times

to create a total of four holes

equally spaced around the

circumference.
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A Kitchen Centrifuge

by Shawn Carlson

T H E  A M A T E U R  S C I E N T I S T

OLD BLENDER
can be transformed into an
inexpensive home centrifuge
for biological experiments.M
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The motor shaft must be aligned di-

rectly through the center of mass of the

cap, which might not lie exactly at its

geometric center. To find the right place

to drill, suspend the cap from a short

length of string so that its flat surface

hangs at right angles to the floor. The

center of mass lies somewhere along the

line running straight down

from the suspension point.

To find out exactly where to

drill, coat the string of a car-

penter’s plumb bob with col-

ored chalk and align it with

the other string from which

the PVC pipe cap hangs.

Carefully edge the string

from the bob as close as pos-

sible without touching the

cap’s flat surface. If you hold

the string in place just under

the cap and then pluck it so

that it snaps lightly onto the

plastic surface, the string will

leave a chalk line that cross-

es the point where you need

to drill. Repeat this process

at least twice more, suspend-

ing the cap from other points

along the side. The multiple

chalk lines will then intersect

at the point where you should

put the hole.

Next, you must drill pre-

cisely through the point

you’ve found, making sure

the hole is exactly vertical. A

drill press works best here, but with a

little care, you can do it with a hand-

held electric drill. The shafts of many

old blenders have metal fittings with

square cross sections, which will not fit

your round hole very well. Carter sim-

ply drilled out a round hole that was

just large enough to accommodate the

square fitting. Then he doped the metal

skirt at the base of the fitting with Krazy

Glue, pressed the pipe cap down over it

until it set and finally filled the gaps be-

tween the fitting and the cap with many

applications of glue, letting the assem-

bly harden overnight. 

Depending on the design of your

blender, you may have to cut a sizable

hole in the end cap to accommodate a

large plastic fitting on the shaft. In that

case, use a hole saw to enlarge the first

hole you drilled. Then glue the end cap

to the plastic fitting using a carpenter’s

level to ensure that the cap is not cant-

ed. You might also find that an adhe-

sive such as Plastix (Loctite Co., item no.

82565) works better than Krazy Glue.

When the glue sets, you will be ready

to test the rotating cap for balance. Place

an empty sample tube into each of the

four holes and quickly pulse the motor

at its lowest setting, being careful to keep

your fingers out of harm’s way. Should

the device rattle loudly and quiver across

the table, you will have to make some

adjustments. Carter’s clever method was

to take out each tube in turn and repeat

the test. If removing one tube reduces the

shaking, you will know to shave some

mass from the corresponding side of the

cap. Gently file away some plastic from

the rim of the cap, directly above the

appropriate sample tube. Continually

pulse the centrifuge to check on your

progress until the cap spins without ex-

cessive vibration.

If you want, you can take your appa-

ratus to a motor repair shop, where, for

a small fee, a technician should be able

to determine the rotation rate for each

setting of the blender. (How much faster

is “puree” than “mince” anyway?) With

this information, you can calculate the

precise accelerations your samples expe-

rience with the formula given at the left. 

To test your centrifuge, fill two clean

sample tubes with one milliliter of milk

each. Top off one with water and the

other with vinegar (5 percent acetic

acid). Place the samples into opposing

holes so that their lids are inside the ro-

tating PVC cap and their hinges are

downward. (Never run the centrifuge

with just one tube of liquid, because it

would be unbalanced.) 

Put on the protective plastic cover

and spin for three minutes at the lowest

setting. When the rotor comes to a com-

plete stop, remove the cover, extract the

tubes and observe what’s inside. You’ll

find that the white of the milk has set-

tled to the bottom of the tube contain-

ing the vinegar. This is because the acid

has lowered the pH, causing the casein

protein molecules, which give milk its

white color, to precipitate. Pouring off

the remaining solution will leave you

with a solid slug of pure protein—a vis-

ible token that you have entered the

wild world of biochemistry.

For more information about this and
other amateur science projects, visit the
Society for Amateur Scientists’s Web site
at www.thesphere.com/SAS/. You may
also write the society at 4735 Claire-
mont Square, Suite 179, San Diego, CA
92117, call (619) 239-8807 or leave a
message at (800) 873-8767.

Correction: After the December 1997

Amateur Scientist went to press, the rules

governing the FINDS prize, renamed the

Cheap Access To Space (CATS) prize,

were changed. The organizers offer

$50,000 for the first group to achieve

120 kilometers altitude and $250,000

for the first to reach 200 kilometers.
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Measuring Acceleration

The acceleration, a, to which an object is subject-
ed as it moves in a circular path of radius r and

at frequency f is given by

a = (2πf )2 r

The acceleration caused by gravity (approximately
9.8 meters/second2 at the surface of the earth) pro-
vides a convenient unit of acceleration—one “g.” Be-
cause motor speeds are usually given in revolutions
per minute, and the radius (out to the tip of the rotat-
ing sample tube) is best measured in centimeters, the
expression becomes

which, simplified, gives

ag = 1.12 × 10 –5  f 2 r

(with f in rotations per minute and r in centimeters).
Use this formula to convert the rotation speeds for
different settings of the blender into the number of 
g units experienced by your samples.

ag =(2π
f/min )2              1 r cm

60 sec/min 9.80 m/sec 2 100 cm/m

Suppliers

Fisher Scientific
http://www.fisher1.com
(800) 766-7000 or (973) 467-6400
(800) 926-1166 (fax)
Catalogue no. 05-406-22
600 tubes for $14.06

Scientific Supply Source
15201 E. Moncrieff Pl., Suite C
Aurora, CO 80011
(800) 377-8775 or (303) 375-1664
Catalogue no. 265-1550
500 tubes for $13.95

SA
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The dodecahedron has 20 ver-

tices, 30 edges and 12 faces—

each with five sides. But what

solid has 22.9 vertices, 34.14 edges and

13.39 faces—each with 5.103 sides?

Some kind of elaborate fractal, per-

haps? No, this solid is an ordinary, fa-

miliar shape, one that you can probably

find in your own home. Look out for it

when you drink a glass of cola or beer,

take a shower or wash the dishes.

I’ve cheated, of course. My bizarre

solid can be found in the typical home

in much the same manner that, say, 2.3

children can be found in the typical fam-

ily. It exists only as an average. And it’s

not a solid; it’s a bubble. Foam contains

thousands of bubbles, crowded togeth-

er like tiny, irregular polyhedra—and the

average number of vertices, edges and

faces in these polyhedra is 22.9, 34.14

and 13.39, respectively. If the average

bubble did exist, it would be like a do-

decahedron, only slightly more so.

Bubbles have fascinated people ever

since the invention of soap. But the math-

ematics of bubbles and foam only really

got going in the 1830s, when Belgian

physicist Joseph A. Plateau began dip-

ping wire frames into soap solution and

was astounded by the results. Despite

170 years of research, we still have not

arrived at complete

mathematical explan-

ations—or even des-

criptions—of several

interesting phenome-

na that Plateau had

observed.

A notorious case is

the Double Bubble

Conjecture, which

states that the shape

formed when two bubbles coalesce con-

sists of three spherical surfaces. In 1995

Joel Hass of the University of California

at Davis and Roger Schlafly of Real Soft-

ware in Soquel, Calif., announced a

proof of this conjecture in the special case

when both bubbles enclose the same

volume, but the case of unequal volumes

remains open. Many other phenomena

found by Plateau, however, are now

well understood, and experiments with

soap films have repeatedly helped math-

ematicians develop rigorous proofs of

important geometric theorems.

In 1829 Plateau had carried out an

optical experiment that involved looking

at the sun for 25 seconds: this damaged

his eyes, and eventually he became blind.

Despite his loss of vision, he continued

to make major contributions to that

most intensely visual area of mathemat-

ics, three-dimensional geometry.

Soap bubbles and films are examples

of an immensely important mathemati-

cal idea called a minimal surface. This is

a surface whose area is the smallest

possible, subject to certain additional

constraints. Minimal surfaces relate to

bubbles because the energy caused by

surface tension in a soap film is propor-

tional to its area. Nature likes to mini-

mize energy—so bubbles minimize area.

For example, the surface of smallest area

that encloses a given volume is a sphere,

and that’s why isolated soap bubbles

are spherical.

A soap film is so thin—about a mil-

lionth of a meter—that it closely resem-

bles an infinitely thin mathematical sur-

face. (Moving bubbles are another mat-

ter, because dynamical forces can make

them wobble into all kinds of fantastic

shapes.)

Without some constraint, the area of a

minimal surface would be zero. The

most common constraints are that the

surface should enclose some given vol-

ume or that its boundary should lie on

some given surface or curve, or both. A

bubble that forms against a flat tabletop,

for example, is usually a hemisphere, and

this is the smallest area surface that en-

closes a given volume and has a bound-

ary lying in a plane (the top of the table).

Plateau was especially interested in

surfaces whose boundary was some cho-

sen curve. In his experiments the curve

was represented by a length of wire bent

into shape or several wires joined to-

gether in a frame. What, for instance, is

the shape of a minimal surface whose

boundary comprises two identical par-

allel circles? A first guess might well be
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SURFACE OF LEAST AREA is always formed by 
a bubble. As a result, the soap film joining two parallel 
circles has the shape of a catenoid. A tetrahedron and 
a cube give rise to complicated arrangements of nearly 

flat surfaces that meet at characteristic angles.

by Ian Stewart

Double Bubble, Toil and Trouble

COALESCING BUBBLES that enclose
unequal volumes have shapes that 
remain a mathematical challenge.
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that it is a cylinder. But we can do better.

Leonhard Euler proved that the true

minimal surface with such a boundary

is a catenoid, formed by revolving a U-

shaped curve known as a catenary about

an axis running through the centers of

the two circles.

The catenary is the shape formed by

a heavy, uniform chain hanging between

two hooks of the same height: it looks

rather like a parabola but has a slightly

fatter shape. (A hoary mathematical joke

goes, “How do you make a catenoid?”

Answer: “By pulling its tail.”) Euler’s

theorem can be demonstrated by mak-

ing two circular wire rings, with han-

dles—like fishing net frames. Hold them

together, dip them into a bowl of soap

solution or detergent, and gently pull

them apart to reveal the catenoid in all

its glistening beauty.

One of the most famous descriptions

of soap films can be found in the classic

What Is Mathematics? by Richard Cou-

rant and Herbert Robbins (Oxford Uni-

versity Press, updated in 1996). They re-

late some of Plateau’s original experi-

ments, in which he dipped wire frames

shaped like regular polyhedra. The sim-

plest case, which they don’t discuss, aris-

es when the frame is a tetrahedron, a

shape with four triangular sides and six

equal edges. Here the minimal spanning

surface consists of six triangles, all meet-

ing at the center of the tetrahedron.

A cubic frame leads to a more com-

plicated arrangement of 13 nearly flat

surfaces. The tetrahedron case is fully

understood, but a complete analysis for

the cube remains elusive.

The tetrahedral frame illustrates two

general features of soap films, observed

by Plateau. Along the lines running from

the vertices of the frame to its central

point, soap films meet in threes, at an-

gles of 120 degrees; at the central point,

four edges meet at angles of 109 degrees

28 minutes. These two angles are fun-

damental to any problem in which sev-

eral soap films abut one another. Angles

of 120° between faces and 109° 28′ be-

tween edges arise not just in the regular

tetrahedron but in any arrangement of

soap films—provided there is no trapped

air or, if there is, the pressures on the two

sides of each film are equal (hence cancel-

ing each other out).

The films in a foam are slightly curved

but can be approximated by plane fac-

es: with this approximation, the two

Copyright 1997 Scientific American, Inc.
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stated angles will be observed in the in-

terior of a foam, though not for films

near the foam’s external surfaces. This

fact is the basis of a curious calculation,

which leads to the strange numbers with

which I began this column. By pretend-

ing that foam is made from many iden-

tical polyhedra whose faces are regular

polygons with angles of 109° 28′ (which

is impossible, but who cares?), we can

estimate the average numbers of vertic-

es, edges and faces in any foam.

Plateau’s observation about the 120°

angle was quickly established as a math-

ematical fact. The proof is often credit-

ed to the great geometer Jacob Steiner

in 1837, but Steiner was beaten to the

punch by Evangelista Torricelli and

Francesco B. Cavalieri around 1640. All

these mathematicians actually studied an

analogous problem for triangles. Given

a triangle and a point inside it, draw the

three lines from that point to the trian-

gle’s vertices and add up their lengths.

Which point makes this total distance

smallest? Answer: the point that makes

the three lines meet at angles of 120°.

(Provided no angle of the triangle ex-

PLATEAU’S RULE for the angle 
between four bubble edges was proved

by considering the possible ways in
which six faces meet. The vertices 
are enclosed in a sphere, on which 

the faces meet at angles of 120 degrees.
As shown, only 10 shapes meet this 

criterion; of these, only the first 
three are physically plausible, because

they correspond to minimal areas.
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ceeds 120°, that is—otherwise the de-

sired point is the corresponding vertex.)

The problem for soap films can be re-

duced to that for triangles by intersect-

ing the films with a suitable plane.

In 1976 Frederick J. Almgren, Jr.,

then at Princeton University and Jean

E. Taylor, then at the Massachusetts In-

stitute of Technology, proved Plateau’s

second rule about 109° 28′ angles. They

started by considering any vertex where

six faces meet along four common edges.

First, they showed that the slight curva-

ture that occurs in most soap films can

be ignored, so that the films can be taken

as planar. They then considered the sys-

tem of circular arcs formed by these

planes when they intersect a small sphere

centered on that vertex. Because the soap

films are minimal surfaces, these arcs are

“minimal curves”: their total length is

as small as possible. By the spherical

analogue of the Torricelli-Cavalieri the-

orem, these arcs must always meet in

threes at angles of 120°.

Almgren and Taylor proved that ex-

actly 10 distinct configurations of arcs

[see illustration on opposite page] can

satisfy this criterion. For each case, they

asked whether the total area of the films

inside the sphere could be made smaller

by deforming the surfaces slightly, per-

haps introducing new bits of film. Any

such cases could be discarded, because

they could not correspond to a true min-

imal surface. Exactly three cases survived

this treatment, the first three shown in

the illustration on the opposite page.

The corresponding arrangements of film

are a single film, three meeting along an

edge at 120°, or six meeting at 109°

28′—just as Plateau observed.

The detailed techniques required for

the proof went beyond geometry into

analysis—calculus and its more esoteric

descendants. Almgren and Taylor used

abstract concepts known as measures to

contemplate bubble shapes far more

complex than smooth surfaces.

The 120° rule leads to a beautiful

property of two coalescing bubbles. It

has long been assumed on empirical

grounds that when two bubbles stick

together, they form three spherical sur-

faces, arranged as in the illustration at

the left. This is the Double Bubble Con-

jecture. If it is true, the radii of the

spherical surfaces must satisfy a simple

relationship. Let the radii of the two

bubbles be r and s and let the radius of

the surface along which they meet be t.
Then the relationship is

1/r = 1/s + 1/t

This fact is proved in Cyril Isenberg’s

delightful book The Science of Soap
Films and Soap Bubbles (Dover, 1992),

using no more than elementary geome-

try and the 120° property.

All that remains is to prove that the

surfaces are parts of spheres, and it is

this that Hass and Schlafly achieved in

1995—but only by making the addi-

tional assumption that the bubbles are

of equal volume. Their proof required

the assistance of a computer, which had

to work out 200,260 integrals associat-

ed with competing possibilities—a task

that took the machine a mere 20 min-

utes! For further details, see “The Dou-

ble Bubble Conjecture,” by Frank Mor-

gan in Focus (Mathematical Associa-

tion of America), Vol. 15, No. 6, pages

6–7; December 1995.

One curious fact that is known about

the unequal volume case is that whatev-

er the double-bubble minimal configu-

ration is, it must be a surface of revolu-

tion. The problem thus reduces to one

about a system of curves in the plane.

Despite this simple feature, the answer

remains as elusive as it was when near-

blind Plateau dipped his first wire frame

into a bowl of sudsy water.
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Reviews and Commentaries

In very different ways, these two books exam-

ine the space programs of the U.S. and the

U.S.S.R. in the 1950s and 1960s and their

close relationship to considerations of military se-

curity and national power. T. A. Heppenheimer is

a professional writer on aeronautics and space top-

ics; Countdown attempts in 350 pages to cover

the full sweep of the development of 20th-century

rocketry and space exploration. James Harford is

an amateur in the classic sense: a gentleman schol-

ar who, motivated by a longtime interest in the

evolution of the Soviet space program, wrote his

book after retiring from a career in aerospace

work. Korolev probes the fascinating career of

Sergei Pavlovich Korolev, until his death in Janu-

ary 1966 the anonymous “Chief Designer” of the

Soviet missile and space efforts. By portraying how

Korolev, through his resourcefulness and ingenu-

ity, shaped the course of Soviet space develop-

ment, Harford succeeds in letting “some light into

the black hole of the Soviet social, political, and

technological system in the pre-glasnost days.”

Both books look back to an era when space

achievements excited the public imagination and

showcased a nation’s technological and organiza-

tional competence. They demonstrate that the

space race was real: accomplishments—even an-

ticipated ones—by one country were a direct spur

to a competitive response by the other. If there

was ever any doubt that politics, pride and power,

not a vision of an expansive future in space, pro-

vided the drive for the initial years of space activi-

ty, these books will lay that impression to rest.

Space exploration, given its exorbitant costs, had

to serve the highest interests of the state; no leader

was ready to spend national wealth on journeying

to the planets for the sake of human destiny.

Current realities are remarkably different. The

space race is over, and U.S.-Russian cooperation,

not competition, is the centerpiece of today’s pri-

mary large-scale endeavor—the International

Space Station. Increasingly, space programs must

demonstrate tangible benefits to receive scarce

government support, and most growth over the

next decade is likely to be the result of private-sec-

tor initiatives. Neither of these books has much to

tell us about this new era in space, except in con-

trast to the situation four decades ago.

In Countdown, Heppenheimer assembles a live-

ly account of the development of space activities

in the U.S. and the Soviet Union, with only curso-

ry attention to other countries. Given its scope, no

single aspect of space development can be covered

in much depth. The book includes vivid, if brief,

descriptions of key personalities and events. 

Although Heppenheimer draws on diverse ma-

terials, and the book has a useful bibliography,

the author seldom acknowledges specific sources,

and his footnoting can best be described as quirky.

He is not totally accurate with respect to details

such as dates and political nuances; Countdown
should not be used as a single reference on space

history, although most of the time, on most top-

ics, it is quite dependable. There are few photo-

graphs, which is odd, given how much of the his-

tory of space has been visually recorded; the line

drawings that substitute for photographs add lit-

tle to the account.

Heppenheimer is skeptical of the reasons for

putting humans in space, noting that “manned

flight has become an enterprise unto itself, offer-

ing political value and the drama of symbolism,

but little real utility.” Without the story of human

flight, however, he would not have had much of a

book; only one of the 12 chapters covers robotic

satellites and spacecraft. His analysis of the politi-

cal and organizational underpinnings of the U.S.

and Soviet space programs is largely derivative;

this is not the source for insightful new interpreta-

tions of space policy and its relation to larger soci-

etal trends. Countdown is as good a one-volume

overview of space as exists, but it is neither origi-

nal nor definitive.

Korolev is the first in-depth biography in Eng-

lish of the man most responsible four decades ago

for creating the rocket capability that allowed the

Soviet Union to develop the first intercontinental

ballistic missile and then to surprise the world by

launching the first artificial Earth satellite. Ko-

rolev was then responsible, in October 1959, for

the first mission to send back photographs of the

R E V I E W S  A N D C O M M E N T A R I E S

DIRECT COMPETITORS: The U.S.S.R.’s 
N-1 (left) struggled to beat the U.S.’s 

Apollo rockets to the moon, but it failed 
in each of its four test launches.

THE RACE INTO SPACE
Review by John M. Logsdon

Countdown: A History of Space Flight

BY T. A. HEPPENHEIMER

John Wiley & Sons, New York, 1997 ($30)

Korolev: How One Man 

Masterminded the Soviet Drive 

to Beat America to the Moon

BY JAMES HARFORD

John Wiley & Sons, New York, 1997 ($30)
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far side of the moon and, in April 1961, for launch-

ing the first human into space. In 1964, at the peak

of his influence, he succeeded in convincing a

skeptical Soviet leadership that the U.S.S.R. should

enter the race to the moon. Then, in January 1966,

he died during surgery, which revealed a cancer

that would have given him only a few months to

live in any event. Korolev’s successors did not mea-

sure up to his capabilities, as the resounding fail-

ure of the Soviet lunar program testifies.

Harford has based his account of Korolev’s life

on extensive research in Russian-language docu-

ments and on interviews with almost all of Ko-

rolev’s associates still alive. He writes in a clear,

readable, almost casual style. Yet he is scrupulous

in documenting his sources; his book will be of

value for more formally trained scholars, although

he is frank about its limitations—despite numer-

ous attempts, he was unable to get access to the

archives of the top levels of the Soviet government

and Communist Party, and thus he cannot docu-

ment from primary sources the debates over space

policy that created the context within which Ko-

rolev worked.

Clearly fascinated by Korolev, Harford suc-

ceeds in sketching the many facets of the chief de-

signer’s complex character that allowed him, first,

to maintain his dreams of spaceflight through a

brief but harrowing experience in a Siberian gu-

lag; then, by the end of World War II, to emerge as

a leader in transferring German rocket engineers

to the U.S.S.R.; and, finally, to convince Nikita

Khrushchev that leadership in space was a key to

projecting an international image of the Soviet

Union as a success story based on communist ide-

ology. Harford describes Korolev as “an engineer-

manager of tremendous achievement and high ego”

but also as someone who, in the words of one of

Korolev’s associates, “spread himself too thin and

tried to keep everything under his control.”

From Competition to Cooperation

Of all the individuals central to the early years

of the space race, Korolev may have been the

most driven by the desire to be first in various

space endeavors. In the U.S., President Dwight D.

Eisenhower, despite advice to the contrary, re-

fused to allow Wernher von Braun and his team

to try to be the first to launch a satellite. Korolev,

however, once his R-7 ICBM had been successful-

ly tested in August 1957, convinced the Kremlin

to accelerate the Soviet satellite effort with the ex-

plicit purpose of beating the U.S. into orbit. The

first satellite, Sputnik 1, was a lightweight sphere

built in one month solely for that objective. In

contrast, Alan Shepard’s initial flight in 1961 was

delayed for six weeks while the von Braun team

checked the rocket that would be his launch vehicle.

The subtitle of Harford’s book—How One Man

Masterminded the Soviet Drive to Beat America
to the Moon—is somewhat misleading. If anything,

the Soviet lunar program as designed by Korolev

must be termed a failure. Harford comments, “As

for whether the Russians would have beaten the

Americans to the moon if Korolev had lived—the

answer is a clear no. As with other heroes whose

lives ended at the peak of their achievements, Ko-

rolev has been virtually canonized. . . .But as sub-

stantial as his achievements were, he was not om-

nipotent.” Indeed, it is possible to judge from Har-

ford’s account that Korolev’s career peaked in the

early 1960s and that as the Soviet space program

expanded, Korolev’s influence waned. In addition

to failing to obtain from the Soviet leadership the

resources needed for the program, Korolev’s per-

sonal rivalry with Valentin Glushko, the top de-

signer of rocket engines in the Soviet Union, forced

him to use 30 engines developed by another de-

signer in the first stage of the N-1 lunar booster.

(The U.S. Saturn V booster had five first-stage en-

gines.) Controlling these engines so they worked

in concert proved impossible, and the four test

flights of the N-1 were all failures; the program

was canceled in 1974.

As space activities enter their fifth decade, very

different forces are at work from those at the start

of the space age. Both books make clear the inti-

mate link between the origins of the U.S. and So-

viet space programs and the development of mis-

siles to carry warheads on transoceanic trajecto-

ries. It is unlikely that a booster of sufficient power

to carry out most early space missions would have

been developed only for that purpose; in both

countries, space vehicles were modified military

rockets. Without the cold war, a space race would

have been not only unlikely but perhaps impossible.

With the end of the cold war and the collapse

of the Soviet Union, the rationale for U.S.-Soviet

competition in space quickly evaporated. Leaders

have recognized the benefits to both space pro-

grams—and indeed to the overall security and po-

litical relations between the two countries—of

close cooperation in spaceflight. Given the prob-

lems of Russian society, only the country’s human

spaceflight program remains comparatively vigor-

ous, and thus U.S.-Russian space cooperation has

focused on flights of the space shuttle to space sta-

tion Mir and on other aspects of collaboration on

the International Space Station.

What if such cooperation, rather than vigorous

competition, had been the norm years ago? This

is not a totally speculative question. Although he

is identified as the U.S. protagonist in the race to

the moon, the historical record shows that Presi-

dent John F. Kennedy maintained throughout his

SATURN V carried Americans to the moon 
in 1969, decisively winning the race. 
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PRESERVING THE WORD
Review by Paul Wallich

Into the Future: On the Preservation 

of Knowledge in the Electronic Age

A FILM BY TERRY SANDERS 

NARRATED BY ROBERT MACNEIL

American Film Foundation, 1997

Airing January 13 on PBS

Print on paper is a little like democracy: the worst pos-

sible system except for all the others. Books are frag-

ile, they are bulky, they are not easy to search

through. They are certainly not suited to computerization,

what with the extraneous niceties of typefaces, page layout

and strictly linear organization. Yet printed volumes have en-

dured half a millennium as readable as the day they came off

the press, whereas digital data a mere 30 years old may have

vanished past hope of retrieval.

Into the Future is itself an object lesson in how fast digital

information becomes obsolete. One of the pioneering inter-

active-media companies whose workers and products appear

on screen ceased operations shortly after being filmed. All the

software whose images, over Robert MacNeil’s narration, de-

fine “the Internet” is long since superseded.

How fast do archivists have to run to stay in the same place?

Just plain data must be recopied onto new media every 10

years to stay ahead of physical deterioration and the junking

of machines that can read outdated formats. Given this gal-

loping obsolescence, it seems ironic that the

film’s creators should have devoted a signifi-

cant part of its time to the digitizing of paper

archives, such as Spanish records of the con-

quest of the Americas. And yet they—and

we—have no choice: the digital bug has in-

fected us all, and interactive multimedia,

with indexed and linked text, pictures and

sound, have a convenience and impact that

make conversion irresistible. 

The growing popularity of the World

Wide Web and its standard protocols offers

some hope that publishers and archivists can

format both old and new data in ways that

will remain understandable for decades rath-

er than months. But the Web brings its own

complications. Nascent, undescribed genres of collected in-

formation live on the Web in forms that confound conven-

tional notions of what a document is: if my Web page links to

a dozen others scattered from Oslo to Perth, its content may

be meaningless if those other authors change or delete their

work. How should—or can—such an entity be archived with-

out potentially archiving the entire Web?

Many Web pages are not even fixed documents in the most

basic sense: software running on the Web server generates a

string of HTML (hypertext markup language), complete with

formatting, links and pictures “on the fly,” in response to each

incoming request. Two users who ask their Web browsers to

open the same “document” (or URL, uniform resource loca-

tor) may see quite different things on their screens. Should an

archivist be interested in saving one particular page from each

URL, every single page that could ever be seen at that loca-

tion, or the software and data used to generate all the pages?

As Michael Hawley of the Massachusetts Institute of Tech-

nology points out to the viewer in one sequence, the question

is moot. The fastest connections on the Internet transmit a

mere 45 million bits per second, and so even a single snap-

shot of the trillion or more bytes available on the Web would

take weeks of computer and network time. Meanwhile new

sites spring up every day, and some existing sites change their

information from minute to minute.

In a sense, then, the Web has moved from a Newtonian to an

Einsteinian paradigm: it makes no more sense to speak of the

state of the Web “now” than it does to speak of synchronizing

clocks located far apart. By the time information has gone

from here to there, it is already out of date. 

It may seem strange that a medium intend-

ed for the widest possible distribution of

knowledge should demonstrate the impossi-

bility of acquiring complete information.

Then again, it is the nature of most of the in-

teresting parts of the world that no map, no

picture, can yield complete information about

them. Only toy systems can be captured in

their entirety. Where the Web was once a

map for finding useful information in the

“real world,” it is now a territory where that

information, ever changing, resides.

PAUL WALLICH is a contributing editor
for Scientific American.

presidency great ambivalence regarding the wisdom of com-

peting in space with the Soviet Union. From his inaugural ad-

dress to just a week before he was assassinated, Kennedy

sought ways of inducing the Soviet Union to cooperate in

space as a means of symbolizing a changed, less contentious

relationship. One recent book that is based on access to high-

level Soviet government documents (One Hell of a Gamble:
Khrushchev, Castro and Kennedy, 1958–1964, by Aleksandr

Fursenko and Timothy Naftali, W. W. Norton, 1997) reveals

that up to four days before he announced the Apollo pro-

gram in May 1961, Kennedy was trying to place large-scale

space cooperation on the agenda for his summit meeting in

Vienna with Khrushchev two weeks later. The history of the

world’s space programs over the past 35 years would certain-

ly have been different if Kennedy had been successful in gain-

ing Khrushchev’s agreement to such cooperation. At least a

collaborative effort is happening now.

Sergei Korolev never met Wernher von Braun, but accord-

ing to Harford’s book, Korolev often compared himself with

that Prussian aristocrat turned U.S. icon. One can only won-

der what might have resulted if the two had worked together

to advance their countries’ joint space efforts.

JOHN M. LOGSDON is director of the Space Policy In-
stitute at George Washington University’s Elliott School of
International Affairs.
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As fire is no part of the mineral 

kingdom, we find it surprising-

ly apt to discuss it as though

it were one among the kingdoms of liv-

ing things. Copious fire arose only after

life crossed the margins of its watery

world and came to thrive on dry land,

under air of near-modern oxygen con-

tent, a state reached after 90 percent of

earth history had passed.

We can divide fire, like the grasses,

into wild and domesticated forms, both

of them very widespread. Wildfire is not

always truly wild. Like the cereal grass-

es, it may have been molded by human

intervention and yet may still bloom

under the open sky. Fully domesticated

fire is different: its myriad species dwell

confined within firebox, furnace or en-

gine cylinder. Other forms that one

might term fire—say, volcanoes and po-

lar auroras—are less akin to life and re-

main outside the scope of this piece.

Fire feeds, just as animals do, on its

two necessities: organics and the oxygen

of ubiquitous air. Green plants synthe-

size themselves anew from the sun’s bril-

liance. It is solar photons that power the

reweaving of two stable molecules—wa-

ter and carbon dioxide—into less tightly

bound molecules. The very cell walls of

most plants and the woody tissues, too,

are largely fibrous bundles of cellulose,

a defined polymer of glucose, the sim-

plest of sugars, linked by the 100,000

into rings and chains of the atoms H, C

and O.

Plant-stored energy is the chief meta-

bolic support of the life of fire, as it is of

our own lives. But we do not see fire

grow regularly from the fields as we see

green blades grow. Some special act of

ignition, a tiny spark struck from a rock

or a bolt of lightning, always precedes.

Partly this is a limitation of our own

perception: butter left exposed

grows rancid; bright iron rusts.

The fresh, greenish marble of

the newly restored Parthenon

was quarried from the same

layers whose rock had given the old

temple its rosy glow. The difference was

those centuries in open air. All these

changes come from slow oxidation by

oxygen molecules, so slow they do not

catch our eye as does sudden, impetu-

ous fire.

Ignition is a huge acceleration of the

rate at which molecular collisions re-

cruit new partners to form more stable

bonds by oxidation. The higher tem-

perature thus achieved speeds up every

molecular motion. New atomic partners

arrive more often and are teased more

readily out of the vibrating, rustling pile

of atoms. On many scales, fire—even a

minute flash—can ignite new fire, as long

as the continued rate of energy release

outmatches locally the unavoidable di-

lution as the energy spreads out. A trig-

ger or a switch is not a good model for

ignition, for triggers initiate changes very

different in kind from their own actions.

Fire itself ignites fire, to propagate where

and when it can, like all of life.

The chemistry of real-world fire is not

simple. The molecular end state is sim-

ple enough but reached only by a long

ladder of branching chains. Every inter-

mediate molecular group can collide

again and again. Many paths are opened

and left incomplete. In a real wood fire,

as many as 100 significant molecular

types may be transiently or permanent-

ly present during combustion. Incom-

pleteness shows on the visible scale, too,

as charred stems and twigs, as particles

of impure carbon that comprise soot

and smoke, and as acrid molecular side

products. We note the energy release in

flame itself, glowing gases in active re-

action, and in pungent, transient crim-

son embers.

The ignition of wildfire is still a shared

responsibility. Human action is one ma-

jor source, but an ancient rival is light-

ning, that electrostatic product made of

water, ice and turbulent winds. Like hu-

mans, lightning prefers land to sea. On

a single bad fire day in the western for-

ests of the U.S., 100 new fires are set by

lightning, quite independent of human

presence.

We see many relics from the deeper

past of fire, especially across the wide

African savanna. Often woodlands lie

on flats that fringe forested mountain

slopes. Those retain forest only where

they are sheltered from fire-bearing

COMMENTARY

WONDERS
by Philip and Phylis Morrison          

Wildfire

We owe all our human arts
to the fire bringer.
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We were having a bit of

harmless fun the other

evening after dinner, do-

ing a little table rapping and glass mov-

ing, and somebody suggested we have a

go at seeing if Charles Darwin was

around. We did. He wasn’t. Point being,

somebody in our séance parlor party

had been reading about the great un-

solved mystery over who came up first

with the idea of evolution.

Was it Darwin or Alfred Russel Wal-

lace, the self-taught surveyor and insect

freak? (In eight years in the Malay Ar-

chipelago, Wallace collected 125,660

species of creepy-crawly!) In 1858, while

in Borneo, Wallace sent Darwin some

thoughts on the origin of species and

quicker than you could say, “I thought

of it first,” Darwin had published the

Great Book. There are those who have

suggested you know what. Perhaps we

should have tried contacting Wallace

himself. After all, he was a leading light

in the spiritualist movement and pro-

claimed he’d never seen a medium who

was a fraud.

This view was shared by a few other

eminent scientists at the time, including

hotshot physics professor Oliver Lodge.

Like Wallace, Lodge was particularly

interested in thought transference. He’s

best known perhaps for his work on

another, equally hard-to-detect form of

message transmission: electromagnetic

waves. To deal with which, he came up

with the idea of a small tube of iron fil-

ings that would cohere when a tiny ra-

dio signal passed through them and thus

act as a detector. Lodge’s gizmo paved

the way for a Canadian, Reginald Aub-

rey Fessenden, who in 1906 succeeded

in sending out continuous radio waves

(as opposed to the intermittent signals

Marconi in Italy and others elsewhere

were using) that were capable of carry-

ing voice messages.

At the news of this broadcast, the

United Fruit Company promptly went

bananas. Here was the perfect way for

mass fruiterers to arrange it so that

their ships and trains got to the same

place at the same time. These niceties

matter in the banana trade because ba-

nanas grow so fast you can have several

harvests a year. Fast growing means

fast ripening, so getting the fruit to the

consumer ASAP is advisable. I know all

this because I’ve read a terminally bor-

ing tome by Alphonse Candolle, top

banana in bananas back in the 19th

century (okay, no more fruit jokes), who

ran the Geneva Botanical Gardens after

he took it over from his father.

Candolle père was pals with another

Geneva boffin, name of Horace Bénédict

de Saussure. This guy became a world-

class biggie in geologic processes when

his publications fostered the realization

that the planet had been around for a

little longer than the up-to-then official

5,000-odd years. This in turn helped lay

the groundwork for the aforementioned

Darwin. (Because de Saussure was now

so famous, and because he was also nuts

about Mont Blanc, the Swiss consid-

ered changing the mountain’s name in

his honor. But “Mont de Saussure”

didn’t have quite the same ring.)

Anyway, de Saussure had a favorite

pupil, François Argand, whom he intro-

duced to the Paris science crowd, and by

the autumn of 1783 Argand was busy

helping the Montgolfiers launch their

demo balloon flight for the National

Academy of Sciences. A few weeks later

the two brothers substituted humans

for ducks and chickens, and the first

manned balloon ascent took place. To

the excited amazement of Benjamin

Franklin, who promptly went back to

the States and made a fuss along the

lines of “If the French have balloons, so

should America.” As a result, nothing

of note happened. Indeed, in France,

Napoleon railed against the whole idea

of this particular use of French hot air,

and so the nascent French Balloon

Corps was disbanded. Bad news for

one Nicholas Conte, its instigator, who

went off and invented a new pencil

lead. But that’s another column.

Meanwhile back in the U.S. came 

the Civil War and with it a resur-

gence of interest in things aeronautic, in

the person of Professor (for some odd

reason American balloonists were given

this academic title) Thaddeus Lowe.

His checkered flying career reached its

height (and so did he) on June 2, 1862,

when he hovered 2,000 feet above the

battle of Chicahominy in his balloon

Enterprise. The Times of London re-

ported that Lowe was able to detail ev-

ery movement of the Confederate

armies below, to his Union boss (also

below). This was achieved by means of

a telegraph wire running down the an-

choring rope to the ground.

The man who put Lowe up to this

trick was George B. McClellan, general

of the army of the Potomac and a whiz

kid, who saw the intelligence potential

of what Lowe and his vehicle could do.

The other intelligent thing McClellan

did was to set up a Secret Service de-

partment for the army, with the aid of

an ex-barrel maker turned private de-

tective whom he had employed before

the war to keep an eye on the property

of the Illinois Central Railroad, of

which McClellan was vice president at

the time. If I also tell you that the rail-
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road’s lawyer was Abraham Lincoln,

you’ll guess who this gumshoe was.

Thanks to these friends in high places,

Allan Pinkerton would go on to set up

the country’s most famous detective

agency. It was Pinkerton who first rec-

ognized that crooks had a modus oper-

andi. He was also a master of disguises.

And his casebook read like a Who’s Who
of the underworld, including Jesse James,

Butch Cassidy and the Sundance Kid.

But Pinkerton’s most notorious effort

involved a bunch of Irish terrorists (or

anarchists or radicals or whatever) called

the Molly Maguires, who were operat-

ing in the Pennsylvania coalfields. These

operations involved arson, general may-

hem and murder. Pinkerton decided to

infiltrate the gang and in 1873 sent in

James McParlan, who had the right

qualifications for the job: he was Irish,

Catholic and tough. In no time at all,

McParlan was doing too well. That is

to say, the Mollies liked him so much

he was soon being invited to join their

assassination squad. Desperate to avoid

this, McParlan persuaded the Mollies

that he was a drunk by taking to drink.

Too effectively, because he became a

hopeless alcoholic and would eventually

die of the effects, in obscurity, in Denver.

But not before his two years of weekly

secret reports to Pinkerton had fingered

the Mollies and led to their capture and

several executions.

McParlan’s work was not, however,

to go totally unrecognized. In 1914 he

became the internationally acclaimed

hero of a novel entitled Valley of Fear.
Well, he would have been such but for

the fact that the author ended up nam-

ing the book’s detective protagonist

something else. McParlan’s heroics

were fictionally appropriated by (the al-

ready internationally famous) Sherlock

Holmes. Given McParlan’s fate, it’s

ironic that Valley of Fear was to be

Sherlock’s last case, too.

After which his creator, Sir Arthur

Conan Doyle, turned to expressing him-

self through a different medium. The

kind that sat around tables and got up

to what I was playing at the other night.

Because in 1914 Doyle stopped writing

and took over where Wallace and Lodge

had left off: he became a leading light in

the Society for Psychic Research.

Hope you found this column posi-

tively entrancing.

strong winds. Locations more exposed

to wildfire soon surrender trees to grass.

Fire favors short-lived grasses; its long

absence brings older, woodier bush, even

trees. The grazing herds depend on plen-

tiful grass; when choking bushes fill in

grassy plains, they drive away the won-

drous hoofed menagerie. One big bird,

the bald ibis, is found only where light-

ning often sets fire, and it disappears

where fire is suppressed. That bird feeds

well on fire’s leavings, perhaps some

half-cooked turtle too slow to flee.

What of our human relation to fire?

Fire making has been practiced by only

one or two species. First used by our fore-

bears Homo erectus and now by our-

selves, fire is a tool as sovereign as lan-

guage. A splendid book, World Fire, by

Stephen Pyne of Arizona State Universi-

ty—the impetus for this column—offers

a clear test of fire’s importance to cul-

ture: remove fire and see what remains.

He concludes, in agreement with the

Greek myth, that we owe all our human

arts to the fire bringer: “What would

remain is a large talking chimpanzee,

one reduced to following the spoor of

nature’s fires, a forager stirring the ash-

es of an Other’s abandoned camps.”

Holding fire as we have for a million

years, we do much more. When our an-

cestors foraged, they cooked to gain new

sources of food, lighted the evening

darkness against big cats, set wide plains

afire in season to lure the herds to new

grass and opened easy paths through

dense underbrush. Wildfire is a power-

ful, capricious friend to wandering

bands, but it appears as a lifelong ene-

my to those who demarcate fields, pas-

tures and woods and hold deeds into

perpetuity.

When humans settled to tend crops,

fire was the oldest ally and first surro-

gate for the heavy work of ax, hoe and

plow. Now that our numbers are in the

billions, fire still channels the main-

stream of industry. Every year world-

wide the satellites show a few gigatons

of biomass carbon blazing in rural fires,

part of the annual cycles of cultivators

and pastoral people. The yearly mass of

carbon that burns in confinement—al-

most all our coal, oil and gas—is not yet

twice that much. The torch is busy, but

so are the engineers, and the stakes rise

higher each decade. We await fire’s fu-

ture as our own.

Wonders, continued from page 112 Connections, continued from page 113
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W O R K I N G  K N O W L E D G E
HOLOGRAMS

OBJECT
BEAM

REFERENCE
BEAM

BEAM
EXPANDING

LENS

OBJECT

LASER

HOLOGRAPHIC
FILM

INTERFERENCE
PATTERNS

VIEWING A HOLOGRAM involves training light on the film from
the same angle as the original reference beam. The interference
patterns in the silver film diffract and reflect the light so as to re-
create the orientation and intensity of the waves in the original
object beam. Each eye focuses light from a separate interference
pattern for a given point (left). By doing this for each point in the
image, the observer sees a three-dimensional virtual picture

floating behind the hologram. By varying the intensity of light
with the angle at which it is viewed, the hologram replicates the
way an observer sees an object in the real world. The compari-
son is shown by the differing shadings for both the left and right
rays in the three-dimensional image (left) and the real-world ob-
ject (center). A two-dimensional photograph, though, reflects
the same intensity of light in all directions (right).

OBJECT PHOTOGRAPH
THREE-DIMENSIONAL

VIRTUAL IMAGE

VIEWING LIGHT

HOLOGRAM

INTERFERENCE
PATTERNS

VIEWER

by Stephen A. Benton
Head, Spatial Imaging Group 

Media Laboratory
Massachusetts Institute of Technology

Ahologram is a recording of a 

three-dimensional optical image

made on very fine grained

film using beams of laser light. Unlike

photography, which records only the

intensity of each light wave reflecting

off an object (producing light and dark

areas on a film), holography registers

both the intensity and the direction, or

phase, of the light. Information about

intensity and direction is encoded by

the degree to which the crests and

troughs of the reflected waves are in

step with those of a reference wave. In-

phase waves produce bright interference

patterns, whereas out-of-step waves pro-

duce dim patterns.

When white light shines on developed

holographic film, the interference pat-

terns act like tiny mirrors positioned at

myriad angles. These mirrors bounce

light off the surface of the hologram in

exactly the same directions at which it

originally reflected from the imaged ob-

ject. Each eye sees a different view be-

cause the intensity of the reflected waves

varies with their direction, so the observ-

er can perceive depth. 

A single hologram is thus equivalent

to many conventional photographs, each

taken from a different perspective and

focused at a different depth. In fact, it is

fair to say that a hologram is worth a

thousand pictures.

CREATING A HOLOGRAM begins with a
coherent light source (laser light) in which all
waves in the beam are in step. This reference
beam passes through a lens and the nearly
clear holographic film, then illuminates the ob-
ject. The reflected light, called the object beam,
next exposes the film as well. The reference and
object beams interfere with one another to
form patterns in the silver holographic film.
(Reflection holograms, made by the process
shown here, are only one of many types.)
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