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ABSTRACT Those topics have been addressed in the ETARE
project. ETARE (Enabling Technology for Advanceddira
The need of a flexible radio interface Architecthies been in Europe) is an EDA Ad Hoc type B R&T project fuignd
identified as a mean of facilitating migration teetnext by Italy (leader), France, Belgium, Finland, whiagims to
coming Mobile Ad Hoc Wideband Waveform and the develop waveform technologies for introduction tdufe
integration of new waveform technologies. Future Adc ~ Wideband Waveform (WBWF) definition at national or
networks will link together different elements oihet coalition level. One of the goals of the projectasdesign a
battlefield (vehicles, foot soldiers, helicopteestc.) and generic WBWEF architecture. It addresses the chgdlerof
possibly connect them with naval forces. New getimra inter-operability and scarce radio frequency speatusage,
waveforms will have to provide improved networkapil and draws up a framework for the standardization of
between the forces and will support a wide variefy interfaces and protocols. The target equipmentofsw@re

services. Defined Radio (SDR) compliant platforms for opesatin
The EDA ETARE project main objective is to develop tactical networks.
advanced waveform technologies that could be ireduit This article focuses on the ETARE generic protocol

these future national or coalitional radio intedacand to architecture and presents some examples of behavior
elaborate a generic radio interface architectuneadaptive adaptation to several operational scenarios.

protocol stack with cross layer designs. This pdpeuses Section 2 introduces the targeted operational s

on the generic architecture that is compliant WB8A  and the ensuing WBWF requirements. Section 3 pteska
implementation, and presents some examples of mehav WBWF architecture : its perimeter, the QoS strugtuhe

adaptation to typical operational scenarios. protocol stack and the features of each layer.
Section 4 illustrates how the ETARE WBWF
1. INTRODUCTION architecture handles flat networks as well as ehest

organization of the coverage area, and how it &siate to a
Ad Hoc tactical networks are evolving towards aietgrof  terminal equipment to switch from one routing stuse to
applications with different Quality of Servicesprin low to  another one.

high data rate, with latency constraints from riale to ETARE WBWEF architecture is compatible with several
relaxed latency. Services can be either packenwdeor multiple access schemes (TDMA, OFDMA, CDMA, hybrid
connection oriented. schemes), as shown in section 5. Section 6 presents

One major challenge is to guarantee interopetgbili example of cooperative MIMO handling.
between fleets of mobile equipments from various
manufacturers, in networks deployed at national/and 2. OPERATIONAL SCENARIOS AND WBWF
coalitional level. For that purpose, future radichinologies REQUIREMENTS
should provide standardized interfaces.
Another challenge is to reduce the cost of devakat, 2.1. Operational scenarios
production and maintenance while improving productETARE addresses several operational scenarios :

confidence. = On The Move (OTM) : the network is a multi-hop
Ad Hoc tactical networks that will shortly appesar the mobile ad-hoc network. It handles self organization
European level will be operated in a context ofresea of mobile terminal equipment communications
frequency spectrum availability so that next getienaradio including high data rate services. Mobile terminals
interface will have to support bandwidth usageiBidity. can be of several types e.g. portable, vehicular,
aero-mobile.

Copyright(c) 2011 The Software Defined Radio F@&5n Inc. - All Rights Reserved



At The Halt (ATH) : the network contains fixed or 2.2. WBWF architecture requirements

semi-fixed terminals that act as a backbone inrorde

to interface with HW, logistic centre infrastruatur The various ETARE scenarios require that the achite

or other OTM network. This can be accomplishedshould handle QoS and security adaptation and thus
e.g. with a mobile terminal equipped with a gainshould support :

mast antenna : the terminal waveform is then = Several multiple access schemes TDMA OFDMA

reconfigured to support enhanced communication SC-OFDMA, Frequency Hopping and/or Direct
capability associated with ATH services Sequence CDMA (DS-CDMA FH-CDMA), and
requirements (higher data rate, long range any combination i.e. hybrid access schemes and
coverage). transitions between them.
= Naval and Land Interworking (NLI) : WBWF is = dynamic physical layer configuration for transport
designed to handle communication between format adaptation,
maritime terminals (boat mounted equipment) and = QoS adaptation with radio resource management
land OTM terminals. algorithms for link adaptation
Other operational scenarios are considered such as = Optimization of spectrum efficiency and signaling
Weapon System Waveform including sensor networks an consumption, through mechanisms such as
special operating modes like silent mode and LHANLP clustering adapted to topology behavior : Relaying
modes. The present paper focuses on OTM, ATH and NL radio flows through intermediate node in either a
scenarios. flat or clustered approach. This means supporting
These scenarios are associated to different system several routing strategies and protocols. Thusethre
characteristics (non exhaustive list) : degrees of topology are considered :
= Types of missions and coalition configuration, o Flat routing,
which means different security levels, o Clustering of the management of radio resources
= Types of terminals with different capabilities and i.e. one node, called the Cluster Head, allocates
behavior (power management, support of classes resources to its neighbors while the traffic
for traffic and related Quality of Service (Qo0S), remains distributed i.e. transit directly between
etc.) : vehicular, portable, aero-mobile, sensor, nodes without passing through the Cluster Head.
= Types of operational theatre, thus different Cluster Gateways are nodes at interconnection
propagation environments, interference conditions between two clusters.
and needs of signal discretion. Coverage areas can 0 Hierarchical clustering i.e. nodes are organized in
be densely as well as sparse deployed areas. a hierarchical tree topology and some of the
=  Types of traffic with varying QoS requirements (IP nodes centralize traffic for their upper level.
services, connection oriented services, = Security with the protection of :
connectionless short messages, etc.), o the intra-network protocol signaling (NETSEC),
= Types of network topology and densities, o traffic and signaling information that transit over
= Frequency bands : although the NATO UHF band the radio interface (COMSEC),

is considered in a first step as the core band for o the physical signal (TRANSEC).

OTM scenarios, other frequency bands can easily Another important point is that the generic ETARE
be accommodated either in a static manner (&8%VBWF architecture should motivate the future
mission configuration) or in a dynamic way during standardization of the interfaces for inter-opdigbiFor
operation depending on variations of frequencythat reason it takes into account relevant starsdanold
availability. The later point allows cognitive radi developments that were accomplished in the civil
to be handled. In the same way, potentialtelecommunication industry and inherits a similgBl@nd
rescheduling of NATO UHF band can be easilycross layer behavior.

supported, ETARE architecture is flexible enough to accomnteda
WBWF may have to face scarce radio resourcegrogressive insertion of future technologies.

availability, especially in a dense area (above 200

nodes) so that spectrum efficiency and signaling

consumption must be optimized.
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3. ETARE WBWF ARCHITECTURE CoS is converted into WBWF QoS during the

negotiation phase at service establishment. WBWE o

3.1. WBWEF perimeter characterized by : minimum and/or maximum rate,
maximum transfer delay, delay jitter, error rati@dio

ETARE WBWEF is in charge of protocols that are rethto  bearer priority, maximum number of radio hops, &itose

the physical medium i.e. to the radio interfacdtdmandles QoS parameters are converted into routing paraséter

all the features from the physical layer to radi-hac the routing algorithm) and transmission parametges.

networking. It is designed to be able to intercantirte other  modulation, channel coding, ...).

networks to establish an IP compatible tacticalwoet

through the notion of standardized (open) integace Originator Relay Inter- connection

Termination
Using an analogy with the language used in ci@ 3 "% node node
standards, the ETARE WBWF domain is the Access
Stratum. Its perimeter is illustrated in Figure The End to end service (CoS)
interfaces with Non Access Stratum (NAS) are to be | | |
standardized through Classes of Services (CoS). ( WBWF bearer (routing bearer) (QoS]O
Inter- WBWF radio beare(X WBWF radio beare()
— Traffic
Rouing Ice \ ] J
= __ NV
Tactical Ad Hoc network Same or Other network
£ | J° Wide Band G Figure 1 — ETARE WBWF QoS Architecture
§ A WaveForm N
v WBWF . .
@ : : E The ETARE has shown that QoS in radio networks

must take interference into account. Mechanisnisatadle
QoS in radio networks have been identified in [&f.and
— [2] and dedicated mechanisms to handle QoS in TDMA-

Figure 1 — ETARE WBWF perimeter based radio networks have been proposed in ref. [3]
At the top level, ETARE WBWF interfaces with triaff

source (either IP or non IP traffic) and inter-netkvrouting. 3.3, Protocol stack
ETARE WBWF takes charge of the multi-hop radio path

routing within a radio coverage area, and of th&Q8t the  The WBWF protocol stack inherits an OS| layeredcttire
bottom |eVe|, ETARE WBWEF interfaces with the RF and is enriched with a Cross_|ayering approacha|ﬁo

module through the DAC/ADC converter ie. at thesypports the structure of levels of informatiomir8G civil

modulated symbol level. standards i.e. logical, transport and physical nbEnand
ETARE WBWF provides facilities for ciphering in the concepts of transport format.

addition to the one applied at the application levéis WBWF is made up of four planes : the User, the

allows protection of intra-network protocol sigm@i  Control, the Management and the Security planes. J$er

NETSEC, COMSEC and TRANSEC are supported. plane follows OSI rules while the Control, Securipd
Interface with Operation Administration Maintenanc panagement planes carry out cross layering.

(OAM) allows local and/or remote supervision (hezeote The User plane takes charge of data and signaling

means over the radio interface). As an option ETAREgxchanges over the radio interface. Communicatéimézen
WBWF can be interfaced with a GNSS receiver forjayers is handled with service primitives throughat®

positioning and synchronization features. Service Access Points (SAP).
) The Control plane configures the User plane and
3.2. QoS Architecture handles radio resource allocation and routing élyos.

The End-to-End CoS is managed at the Non AcceatuBt  Cross layer exchanges of information are handleouth
level with the support of the Access Stratum i.e.ttee  control SAPs.

WBWEF. As an example, for IP SerViceS,. Collabor?.tion The Security p|ane takes Charge of every Security
between Access and Non Access Stratum is doneth&h feature and is configured according to the secieitgl of a

Differentiated Services Code Point (DSCP) field thé  given mission. It secures protocol layers througltuSity
requested CoS. SAPs.
Within the Access Stratum, two levels of QoS are  The Management plane guarantees proper configurati

defined : at the radio link level between two néighng  and supervision of layers, and is compatible WitBAS
nodes and at the routing level between border nodes
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requirements. It accesses to the protocol layersug
Management SAPs.

The protocol stack is illustrated in Figure 3.
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Figure 3 — ETARE WBWEF architecture

The Convergence Sublayer (CSarries out the
interface with different types of services and ngyazathe

RRC controls the configuration for access to radio
resources locally to a node in case of flat netwdirks the
one that decides the carrier frequency and the ofet
transmission modes (coding scheme, ARQ protection,
MIMO configuration, etc.) that can satisfy the regted
QoS. In case of clustering, the RRC instance lacatea
Cluster Head controls the radio resources of thdeso
located in its clustered area and informs them haf t
parameters that it has allocated to them. It ise atol
collaborate with adjacent Clusters Heads. RRC rosit
radio link state it collects and filters loweryéas
measurements as well as peer entities for the nosta
located in the Cluster Head, and reconfigures thudior
resource accordingly. RRC also manages load balgnci
between radio links, long term (slow) power contot fast
power control parameters. RRC implements algorittims
depend on the multiple access scheme. In the daBs-0
CDMA, it handles macro-diversity (linked to coopimg
routing). With TDMA and/or OFDMA, RRC handles sub
network synchronization and handling of timing ath&
protocol.

AHMM, RRC and RSN belong to the control plane.
Their signaling PDUs are passed to Radio Link Gmritr
the User Plane for transmission to their peerentit

SubNetwork Data Convergence (SND@dapts I[P
traffic flow to the WBWF radio interface. It supperboth
IPv4 and IPv6. Header compression can be activated

sessions (IP, connection-oriented, connectionlebsrts Several protocols can be used (e.g. IETF RFC 2BGC
messages, etc.). It makes use of Ad Hoc Mobility3095, RFC 4815). One instance of SNDC can be atqmte
Management (AHMM) services to access a coverage are P traffic flow.

AHMM is a complement to NAS Mobility Management ~ Broadcast/Multicast ~ Control ~_(BMC  adapts
and to routing. It handles mobility features betwee broadcasting/multicasting data flows to the coveragea. It
Location Areas. AHMM facilitates interoperabilitetween @S0 manages services notification to the targdiemge that
several coalition or operational groups at waveftevel i.e. ~ allows it to schedule the reception of a desiretlise.
sharing of the radio interface between several atjmer Layer 2 Radio Tunnelling Protocol (L2RYRrovides
groups. In case of clustering, it handles mobitistween tunnels for regenerative relaying, where the trassion
clusters or groups of clusters that are belongindifferent format is not necessarily identical between recepénd re-
areas (attachment, registration, paging, etc.}héncase of transmission. Due to potential multipath routingn a
hierarchical clustering, AHMM manages location area information block may be duplicated at a relayingde.
(groups of coverage areas). AHMM is under the @bruf L2RTP handles mechanisms to avoid unnecessary
the Security Plane for peer entities authenticagios nodes' duplications.
banishment/de-banishment. AHMM makes use of Radip S SNDC, L2RTP and BMC belong to the User Plane.
Network (RSN) for access to routes. All the layers that are described above make usRaafio

RSN provides Ad Hoc Radio Networking as a Link Control (RLC) to transmit their PDUs to theieer
complement to NAS routing, i.e. all the routing pesses entity.
such as presence detection, neighbor constructimute RLC provides data transfer (either traffic or signg)in
selection, etc. It can support both reactive andagive OVer one radio hop. It handles traditional Tranepgr
protocols. In the case of a clustered approactN Rges Unacknowledged and Acknowledged Modes. It thus
charge of cluster management (creation, modificatio Manages several processes such as segmentation and
deletion). RSN makes use of Radio Resource Co(RRL) reassembly, duplication detection and ARQ erroremiion.
to adapt routing decisions to radio conditions ad RLC support link re-establishment for temporaryioaihk

effectively activate a radio link associated tdréual route. ~ Suspension due to loss/recovery or Silent Mode. RaCbe
configured to report transfer error rate to RRCe@LC

instance can be created per information flow.
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Medium Access Control (MACschedules the physical 3.4. Interworking with SCA platform
medium in a real time manner and makes fast adaptaf
the transmission format among the set of formatwiged ETARE WBWF is compatible with standard implemerntati
by RRC, on a frame per frame basis and accordisgweral of SDR (SCA, APIs, ...). For instance, it interactgw

fluctuations such as source flow variations, disicmous = OAM APIs for interface with the Management
transmission (DTX) configuration, etc. MAC applies Plane,
priority between flows from RLC. It also handles @S = Security APIs for interface with the Security Rdan

mechanisms or random access (depending on the echem = Location and synchronization APIs for interface
that is activated). MAC processes a survey of rmghg
signals and reports to RRC (it is then up to RR@dtivate
message decoding for cooperation with route disgove

with GNSS,
Transceiver APls for interface with the RF module,
A set of application and data APIs for interface

implemented in RSN). MAC can be configured by RRC t with upper layers from NAS i.e. inter network

report traffic/signaling quality and volume measueats. routing and traffic sources.

MAC implements timing advance with TDMA and/or

OFDMA. 4. HANDLING FLAT AND/OR CLUSTERED
In addition of ciphering that may be done at tradfic NETWORKS

source in the NAS, ciphering of signaling or datacks can

be done at the MAC/RLC level under control of thee@ity ETARE WBWF supports both flat and clustered routing

Plane. Hierarchical organization is also supported and riarip

The Physical layer (PHYimplements signal processing: would be reserved for the ATH/NLI scenario. Dynamic

modulation, channel coding and interleaving, CR@jamal  transition between the flat mode and the clusteaed
physical level processing of Hybrid ARQ, bit andndols  hierarchical mode is ensured by reconfiguring ofCRé&d
scrambling. With CDMA it implements spreading and RSN without modifying the behavior of the architeet An
macro-diversity. In case of either CDMA or OFDM, it example with OLSR (ref. [4] and [5]) and HOLSR r@6])
implements fast power control and MIMO processing.s given below. We can notice that OLSR can hanely
TRANSEC can be either implemented inside or outsidéarge networks by using the fisheye extension (#j.or by

PHY depending on the security architecture thatlispted.
implements peer-to-peer

Each

layer

protocol

and

Protocol Data Units (PDUs) with the counter pasaled
either at the neighboring node for the lower layarst the
multi-hop addressee node for the upper layerd)usdrated
in Figure 4 (with the example of regenerative riglgyin the
user plane). Protocols and PDUs are potential dates for
standardization for multi-equipment interoperabilivhile
decision algorithms that optimize WBWF performarmes
remain proprietary. Service primitives could bengiadized
depending on the granularity that will be decided $DR
standardization.

using the hierarchical version of OLSR : HOLSR.

Depending on the current topology of the netwakk,

depending on the number of nodes in a given vigimbdes
are able to take several roles :

Member node i.e. an ordinary node whose RRC

instance can be run in two modes :

o In the absence of a Cluster Head within the
vicinity : autonomous choice of radio resource
in collaboration with MAC (flat configuration)

o Else, slave mode i.e. radio resource usage is
subservient to the Cluster Head it is attached to.
RRC then implements the protocol messages for
resource requests, allocation receipts and

Non Access execution.
- - Stratum = Cluster Head : the RRC instance located in the
4% I T Sﬁ;c Cluster Head implements the protocol and the
| S— algorithm for control and allocate of radio
LZRTF LZRTF M LZRTE LZRTF L. .
proweal - resources to other nodes. This is typically matched
-] RHC I o pones IR s to OTM scenarios with the increase of node
MAC [*—>| MAC [ ¥icpond| MAC MAC Stratum density.
£y il s ) P il = Gateway Node : making the interface between two
U,L)}‘w;;f,,,%WL),,’—'::::;:,,:,,r((,L,)»— - U‘L)) or more clusters (and belonging to them),

Source Node

Relaying Node

Relaying Node  Destinatory Node

Figure 4 — Example of regenerative relaying Peer tpeer
User Plane protocol end points
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Cluster Head and Gateway Node : combination of
both roles. This means adopting a hierarchical
structure and is typically matched to ATH and NLI
scenarios.



When the nodes switches from one role to anoRIRC
and RSN are dynamically reconfigured so that rdlate
algorithms and protocols are activated/inhibitecoadingly.

Bel2Cluster:

BelNt

HeadDestitutibn BelOnly1Cluster |usters

Role

CH_Role GW_|

[ BelonlylClubter HejDesmunon —

CH_GW_Role

Bel: Clusters belongs to : clusters

BelOnly 1Clustel belongs to only 1 cluste
BelNClusters belongs to N clustere

GWrole Gateway role

CHrole Cluster role

CK_GW role Gateway and Cluster Head role

Bel2Clusters HeadElection

Figure 2 Node's Roles state transitions

When a Node is switched on, it initially has thesio

mode and is reconfigured to process protocol messéy
resource request, allocation receipt and execution.

In both cases, a slow power control procedur¢sigesi
at RRC level in order to limit Tx power i.e. to linthe
coverage to a "maximum number of neighbors™ tholsh
(this maximum threshold has been configured by OlM
the Management Plane and has established the maximu
cluster size).

The OLSR process for keeping neighbor knowledge up
to date is continuously scheduled. PHY continuesefiort
measurements to RRC for new signals detection.

For TDMA and/or OFDMA, adjacent clusters may
either implement frequency sharing (with radio rese
coordination) if the traffic is limited or, more tef,
implement a frequency reuse pattern higher thatheh(the

Member Node role. RRC is in autonomous mode andeceiver implements multi-carrier scanning).

activates PHY for signal reception for neighbor sieg.

In both cases, when a Node detects that seveeilvesl

PHY is configured by RRC to report measurementsmessages contain a flag indicating the transmitemes

associated to signal detection above a given thtesh

If nothing is detected, this means that potentia
neighboring nodes are transmitting at a too lowower
level. Then RRC activates the sending of a signigh &
power ramp up procedure (access probes procedLine).
fact that transmission is made with power rampingri alert
to potential neighbor nodes that someone is tryingeach
them, and thus they also increase their Tx powex iamp
up manner until they can be heard.

When a neighbor signal is detected, RRC configure
and activates PHY, MAC and RLC for message receptio
and decoding.

A marker in the received message(s) indicatesdles
of the transmitter. If the transmitter is a Cluskégad, the
Member Node RRC instance switches to slave modwot|f
it remains in autonomous mode. RRC indicates #tistto
RSN. The latter case is illustrated in Figure 6.

Cluster Heads, this means the node is under therage of
two (or more) clusters and thus is a candidateetmine a
Gateway Node. Then the RSN reconfiguration algorith
should operate in accordance with the OLSR MPRctele
algorithm.

Transition to hierarchical routing, i.e. centratibn of
the traffic flows to specific nodes, can be donehiea same
manner with the limitation that only authorized esdsuch
as ATH or naval nodes can be elected as root toees
Reverting to non hierarchical clustered and flatde® is
done according to a dedicated method.

In order to control clustering dynamics, a fastving
aeronautical node can not take the role of CH or (®\df
can it be an MPR of OLSR). This prohibition is mged by
the RSN protocol layer via a protocol marker which
indicates the nature of the node (vehicular, péetadiow or
fast aeronautical, ATH, naval).

A slow moving aeronautical node such as a droue, d

RSN activates the OLSR protocol and configures itgo its propagation conditions with ground terminais

algorithm in flat mode. Thus neighboring discovasy
activated : HELLO messages are forwarded from PHY t
RSN in the User Plane while measurements are wport
from lower layers to RRC in the Control Plane. Bifan
messages are added to OLSR control messages ##espec
in ref. [7].

When a "number of neighbors™
(this threshold has been configured by OAM in the
Management Plane, and has established minimumeclust
size), this means that a procedure for clusterimd) @uster
Head election should be started by RSN.

If the node is elected then RRC instance trartsits
control state and thus is reconfigured with theates
protocol and algorithm. If not, RRC instance goeslave
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be configured by OAM as not eligible due to openasi

constraints). As such it is a natural candidaté¥é between
remote areas.

threshold is reached



orthogonal at the ATH/NLI receiver (on the point
of view of ATH/NLI, the received signal is

RSN RRC MAC PHY
‘ ‘ ‘ 1 cle CONFIG_REQ(Rx). CPI‘—IY Measurement Rlo | ‘ TDMA/.OFDMA like). Symmetrica”y' ATH/NLI
! - - - - transmitter is scheduled in a TDMA/OFDMA
Noreport [, § § towards each TDMA/SC-(O)FDMA OTM
receiver.
j CPHYﬁACCESSiPrObesiR‘EQ ;‘:
S INiD In OTM equipments, RRC implements algorithms for
) - — ‘ radio resources management in TDMA/SC-(O)FDMA and

Configure MAC ;gg@&g&E's%nig%fnqgszggve(sﬁzge&ggNF'G_REQ)‘ DS-CDMA modes. When an OTM equipment goes to ATH
‘ ! mode, the node goes to Cluster Head & Cluster Gatew

| mode and RRC is reconfigured to activate multiiearr

resource allocation algorithm. In the downlink dtien

| (from ATH Cluster Head Node to OTM Member Nodes) it

implements OFDMA by allocation one sub-carrier oreo

!
RLC |
|
|

MAC_DATA_IND | PHY DATA_IND

7]
T
|
|
|
|
|
|
|
|
|
|
|
|
|
1
|
|
|
|
1
L

UMD_PDU

T
|
|
|
I
|
|
|
€
<

No Cluster
Head
T
Go to autonomous mode
i

-
IRRC_STATUS_IND |
|
OLSR activation with 1
Branch messages ! !
I I
[ OLSR signalling
T i
Threshold number }
of neighbours !
T ! .
i.e. OFDMA).

Start Procedure for | i i i
| | | | RRC makes use of CPHY_CONFIG_REQ and
CMAC_CONFIG_REQ inter-layer Control Plane primitive
VN

group of sub-carriers to OTM Member Nodes. In tpénk
direction, the Cluster Head collects all the Sen@larrier
signals from OTM Member Nodes and combines them as
l OFDMA signal (on the point of view of Member nodes
transmitters, signal is SC-OFDMA type while the ATH
Cluster Head Node receiver has a view on multicarbers

i
|
[
T
|
|
|
|
|
|
|
|
|
|
|
|
|
1
|
|
|
|

I RRC_CTRL_REQ | to reconfigure MAC and PHY accordingly. An NLI

equipment does not switch from one mode to andtherits

! ! RRC entity is configured at initialisation (powem)o
. JEe (contrarily to mobile terminal equipped with a gaimast
Figure 3 — Example of simplified inter-layer messags  5htenna that can switch from OTM to ATH mode anzevi

exchanges for transitions from flat network to clusering versa and for which ETARE WBWE architecture enables
and hierarchical organisation together with routing dynamic reconfiguration)

5. HANDLING OF MULTIPLE ACCESS SCHEMES 6. HANDLING OF MIMO

ETARE W_BWF architectyre enables severgl acces_sr@e ETARE WBWF architecture is compliant with the hangl

to be activated delpendlng on the operational SEENAr ot MIMO for individual radio links as well as for
place. An example IS develo_pe_d hereafter : orlecoam_der cooperative multi-links MIMO (Multi-User MIMO).

that OTM equr_nents are limited on the point ofwief Due to tight synchronization and power control
power F:onsumptlon and antgnna gain, and da.ta(Da:ltehe constraints, MU-MIMO may be reserved to those sdesa
other side ATH and NLI equipments can benefit fiugher = where the Cluster Head is stable and plays ths role
antenna gain and support enhanced communication of traffic concentrator as a Cluster Gateway i.e.

capabilitigs.l o . . ATH and/or NLI scenario or
A typical use of multiple access schemes Is devisl: * in high density areas, to unload Cluster Gateways

= OTM equipments transmit  with hybrid (load balancing feature)

TDMA./SmgIe Car.rler-(O)FDMA in low coverage We take hereafter the example of portable terrinal
con(_jltlons. An isolated and _far away OT_M operated in the 225-400 MHz band (wavelength ismSo
equment makes use of_spreadmg to C(_)mmun_lcat§33 cm). Then OTM Member Nodes portable configorai
with a Cluster Gateway i.e. DS-CDMA is applied ;o equipped with single antenna while ATH/NLI Nazsn
over the TDMA/SC-(O)FDMA access scheme. be equipped with antenna array.

" ATH/NLI equipments communicate simultaneously Cluster Head RRC entity is configured with MU-MIMO
V\fth sheveral OTbI\I/l eqmpments.fFor a glvenITDMA decision algorithm. It periodically receives qualit
SOt_t ey hare ha € ;[)O rece|vehrom SgverahFD'\/I’I'\measurements from lower layers as well as measmteme
carriers that have been synchronized at the OT'vlleports from Member Nodes. This centralized RRGtyent

transmitter side in such a way that they aresupervises power control of Member Nodes and tlassah
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knowledge of Member Nodes actual transmit powerelvh 7. ACKNOWLEDGEMENTS
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Figure 4 — MU-MIMO for ATH/NLI scenarios or high
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