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Data Networks

Data networks are communication systems that are installed and operated
exclusively for the transfer of information between data communication
devices (such as computers). Data network types include premises distribu-
tion networks (PDN’s), local area networks (LAN’s), metropolitan area net-
works (MAN’s), and wide area networks (WAN’s). These are hierarchical
with the PAN being the smallest and the WAN being the umbrella archi-
tecture. 

PANs are short-range data communications systems that are primarily used
to interconnect peripheral equipment (such as a mouse or keyboard) with a
local computer or computing system. LANs are designed to reliably transfer
large amounts of data quickly and error-free over a very small area such as
an office. MAN’s facilitate LAN-to-LAN information exchange in a local tele-
phone exchange area. The use of a WAN allows for information to be
exchanged between LAN’s located at significant distances from each other.
For example a LAN in Chicago sharing information with a LAN Seattle
would do so across a WAN.

A data network is composed of several key parts such as data terminals
(e.g., personal computers), network adapters, access wiring, and data distri-
bution nodes (e.g., routers, brouters, and switches.) In some data networks,
network management/control systems are used to configure, monitor, coor-
dinate, and control the network elements.



Data Terminals

Data terminals are data input and output devices that are used to commu-
nicate with a remotely located computer or other data communication
device. Data terminals frequently consist of a keyboard, video display mon-
itor, and communication circuitry that can connect the data terminal with
the remotely located computer.

The term “data terminal” is often used to describe multiple types of devices
including personal computers (PCs), dedicated “dumb” terminals, scientific
workstations, and other types of computers that can communicate with
other computers or a host computer. 

Data terminal equipment (DTE) is a device that captures and organize (e.g.
serialize) information for communication to other communication devices.
Data communication equipment (DCE) circuits are assemblies that convert
data information into a format that can be transferred through a communi-
cation network. 

Figure 1 shows how several data terminals (or personal computers operat-
ing as data terminals) that are connected through data communication
equipment (DCE) to allow a user to receive and send communication
through a network to a remote computer. In this diagram, the data termi-
nal allows the user to view information on a monitor and enter information
through the keyboard. This data terminal is connected through a combined
digital service unit (DSU) and channel service unit (CSU). The DSU/CSU
converts the data terminal’s digital signals into format that can be sent
through a telephone line to a DSU/CSU that communicates with a remote
computer.
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Network Interface Card (NIC)

A NIC is a device that adapts the data communication network protocol to
a data bus or data interface within a computer. The NIC is installed
between a computer network (such as the Ethernet) and a computer data
bus (such as a PCI socket). The NIC is usually a PC expansion board con-
nector and operating system. Software (NIC drivers) is installed and setup
to recognize the NIC card in the computer.
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Figure 1, Data Terminals



LAN Wiring

There are typically three types of wiring used in LAN systems: twisted pair,
coaxial cable (coax), and fiber. Of these, twisted pair is dominant for sever-
al reasons: ease of installation, availability, cost, and speed as a function of
relative cost.

Twisted pair comes in a variety of “categories” and is either shielded twist-
ed pair (STP) or unshielded twisted pair (UTP). UTP is the less expensive
and the most widely used. STP has an outer copper or foil conductor located
just beneath the out sheath of the wire. In areas where there is a significant
incidence of electromagnetic interference (EMI), such as around factory floor
machinery or hospital radiological and medical imaging equipment, STP is
used. 

Twisted pair wire is classified by categories that relate to the data trans-
mission speed at which the wire is capable of passing data. For each cate-
gory there are manufacturing specifications such as wire quality, insulation
characteristics, and number of twists per inch. Generally, the higher the
number of twists, the higher the data transmission rate can be. 

Routinely LAN cable is four-pair (eight conductors) even though most data
communication systems (such as Ethernet) only require 2 pairs (transmit
and receive pairs). It is installed with all conductors terminated on each end
into patch fields, hub equipment, or office wall plates (jack fields). From the
office wall jack the typical PC or peripheral device is connected to the LAN
via a wall cord that is also four-pair terminated in RJ-45 modular connec-
tors. Most offices are wired for multiple network connections and in many
cases the voice and data wiring is installed together and to the same cable
specification (e.g., category 3 and above). 
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Network Distribution and Routing

Network distribution and routing equipment provides communication paths
between the end-user and the services they desire to use (e.g., Internet).
There are three basic methods used to distribute in data networks: broad-
cast (distribution hubs), dedicated paths (switching nodes), and packet-
switching (routers). 

Hubs broadcast information to all the communication devices that are con-
nected to it. Switches create a physical or logical connection between data
communication devices. Routers are intelligent switches that can dynami-
cally route (switch to other routers) packets of data toward their ultimate
destination.

Network Access Control

Network access control is a process of coordinating access of data communi-
cation devices to a shared communications media (transmission medium).
Network access control is a combination of media access control (MAC) and
service authorization.

There are two key ways data communication devices can access communi-
cation systems; non-contention based and contention based. Non-contention
based regularly poll or schedule data transmission access attempts to com-
municate thorough the data network. An example of a non-contention based
data communication system is token ring. In the token ring system, only the
data communication device that has the token is allowed to transmit. This
ensures that other data devices will not interfere with the data transmis-
sion. Contention based access control systems allow data communication
devices to randomly access the system through the sensing and coordination
of busy status and detected collisions. Carrier sense multiple access (CSMA)
with collision detection (CSMA/CD) or collision avoidance (CSMA/CA) listen
to the data activity first to determine if the systems is not busy (carrier
sense) before they begin a transmit request. After the device transmits its
required, it waits to hear if the system has acknowledged its’ request (usu-
ally an echo of its original signal.) If the CSMA/CD device does not hear an
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acknowledgement, it will wait a random amount of time before transmitting
another data transmission service request. 

The CSMA/CA system differs from the CSMA/CD system by the assignment
of different access wait periods to different priority groups of devices. This
allows high priority devices (such as a system management data terminal)
to attempt access before a lower priority device (e.g., web browsing termi-
nal.)

Figure 2 shows the key ways networks can control data transmission access:
non-contention based and contention based. This diagram shows that non-
contention based regularly poll or schedule data transmission access
attempts before computers can begin to transmit data. This diagram shows
that a token is passed between each computer in the network and comput-
ers can only transmit when they have the token. Because there is no poten-
tial for collisions, computers do not need to confirm the data was success-
fully transmitted through the network. This diagram also shows contention
based access control systems allow data communication devices to random-
ly access the system through the sensing and coordination of busy status
and detected collisions. These devices first listen to see if the system is not
busy and then randomly transmit their data. Computers in the contention-
based systems must confirm that data was successfully transmitted through
the network, because there is the potential for collisions.

-6-



Protocols

Protocols are a precise set of rules, timing, and a syntax that govern the
accurate transfer of information between devices or software applications.
Key protocols in data transmission networks include access protocols, hand-
shaking, line discipline, and session protocols. 

Access protocols are the set of rules that workstations use to avoid collisions
when sending information over shared network media. Access protocols are
also known as the media access control (MAC) protocols. Handshaking pro-
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Figure 2, Data Network Access Control 



tocols involve the sequence of events that occur between communication
devices that negotiate the data transmission rules and ensure reliable data
transmission. When data devices begin to communicate, they discover the
capabilities and agree on a common set of protocols to use during data com-
munications session. Line discipline is the sequence of events that must
occur to control the reception of data, perform error detection and correction,
and multiplexing of control information, if necessary. Session protocols con-
trol the end-to-end connectivity of a data communication session. Session
protocols ensure all the data is received and in the correct order.

Different protocols may be used in systems that provide similar functions.
An example of this is token ring and Ethernet. Although these networks
may actually use the same signaling system, they use incompatible proto-
cols. To allow data to transfer between these networks, protocol converters
are used. Protocol converts receive data and control messages, reformat data
and convert control messages, and retransmit the data using the new pro-
tocol rules. 

Network Management

Network management is set of procedures, equipment, and operations that
keep a telecommunications network operating near maximum efficiency
despite unusual loads or equipment failures. Network managers should be
able to monitor, configure, and operate their network equipment from dis-
tant communication locations using a set of network management protocols. 

A key network management protocol is simple network management proto-
col (SNMP). SNMP is an industry standard communication protocol that is
used to manage multiple types of network equipment (most vendors comply
at some level.) By conforming to SNMP protocol, equipment assemblies that
are produced by different manufacturers can be managed by a single net-
work management program. While many vendors supply proprietary con-
figuration and administration software for their products, many support
diagnostic and maintenance features through the use of SNMP.
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Overview

Data networks can be characterized as premises distribution networks
(PDNs), local area networks (LANs), metropolitan area networks (MANs),
wide area networks (WANs), and wireless data networks (WDNs).

Premises Distribution Networks (PDN)

A premises distribution network (PDN) is a short-range network that is
located at a customer’s facility or even within their personal area. A PDN is
used to connect terminal equipment (mice and keyboards) to computing and
data network equipment. The most common types of PANs are universal
serial bus (USB) and FireWire (IEEE-1394). When PDN networks use wire-
less technology they are called wireless personal area networks (WPAN).
Popular types of WPAN systems include Bluetooth and RFHome/SWAP.

PANs are short-range communication networks that have a range of tens or
hundreds of feet. They are usually designed to allow one of the connections
to operate as a controller (a host) and the other connection(s) to follow the
commands of the host (a slave). PANs typically have data transfer rates
from 1 Mbps (wireless) to 480 Mbps (wired).

Figure 3 shows several popular forms of PDNs. This diagram shows that the
data transfer rate varies with the length and type of interconnection cable.
This diagram also shows that some PDN systems have multiple versions
and that these versions have different data transfer rates.
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Local Area Networks (LANs)

Local area networks (LANs) are private data communication networks that
used high-speed digital communications channels for the interconnection of
computers and related equipment in a limited geographic area. LANs can
use fiber optic, coaxial, twisted-pair cables, or radio transceivers to transmit
and receive data signals. LAN’s are networks of computers, normally per-
sonal computers, connected together in close proximity (office setting) to
each other in order to share information and resources. The two predomi-
nant LAN architectures are token ring and Ethernet. Other LAN technolo-
gies are ArcNet, AppleTalk, and fiber distributed data interface (FDDI).
When local area networks use wireless technology, they are called wireless
local area networks (WLANs). Popular WLANs include 802.11 and
HyperLAN.
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Figure 3, Premises Distribution Network (PDN) Types 



LANs are medium-range communication networks that have a range of hun-
dreds to thousands of feet. They are usually designed to allow each device to
operate independently (peer to peer). LANs typically have data transfer
rates from 2 Mbps (wireless) to 10 Gbps (optical).

Figure 4 shows several of the most popular LAN topologies and their con-
figurations. Some data networks are setup as bus networks (all computers
share the same bus), as start networks (computers connect to a central data
distribution node), or as a ring (data circles around the ring). This diagram
shows for popular types of LAN networks: Ethernet, token ring, FDDI, and
wireless LAN (WLAN) networks. 
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Figure 4, Local Area Networks (LANs) Topologies 



Metropolitan Area Networks (MAN’s)

A MAN is a data communications network or interconnected groups of data
networks that have geographic boundaries of a metropolitan area. MANs
are used to connect networks that are totally or partially segregated from
other networks. MAN’s offer the ability to connect networks across a metro-
politan area as if they were co-located in the same building or on the same
campus. To create a MAN, businesses install or lease communications links
between the LANs. The backbone interconnection for a MAN is routinely
high capacity fiber-based systems. This provides a fairly high data transfer
rate and provides a high degree of fault tolerance. MAN’s commonly use
dual ring fiber systems that are self-healing (automatic connection re-rout-
ing) to allow uninterrupted communication if fiber line is cut or damaged.

Figure 5 shows a five node MAN connecting that connects several LAN sys-
tems via a FDDI system. This diagram shows that each LAN may be con-
nected within the MAN using different technology such as T1/E1 copper
access lines, digital subscriber line (DSL), coax, microwave, or fiber connec-
tions. In each case, a router provides a connection from each LAN to connect
to the MAN. 
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Wide Area Networks (WAN’s)

WANs are communication networks that provide data transmission services
through large geographically separate areas. A WAN can be established by
linking together two or more metropolitan area networks, which enables
data terminals in one city to access data resources in another city or coun-
try. When wide area networks use wireless technologies, they are common-
ly called mobile data networks (MDNs). 
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Figure 5, Metropolitan Area Networks (MANs)
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Figure 6 shows that a WAN is usually composed of several different data
networks such as PDNs, LANs, and MANs. Different types of communica-
tion lines such as leased lines (dedicated connections), packet data systems,
or fiber transmission lines can interconnect these networks. WANs may be
interconnected to and/or through the public switched telephone network
(PSTN) or public packet data networks (such as the Internet).

Figure 6, Wide Area Networks (WAN’s)
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Wireless Data Networks

Wireless data networks allow computers and other types of data processing
devices to communicate with each other using radio propagation as the
transmission medium. There are three key types of wireless data networks;
wireless personal area networks (WPANs), wireless local area networks
(WLANs), and mobile data networks (MDNs).

Wireless personal area networks (WPANs) are temporary (ad-hoc) short-
range wireless communication systems that typically connect personal
accessories such as headsets, keyboards, and portable devices to communi-
cations equipment and networks. 

Wireless LANs can be an extension of an existing wired LAN or it can be the
only interconnection used by the data new network. While adaptable to both
indoor and outdoor environments, wireless LANs are especially suited for
indoor locations such as office buildings, manufacturing floors, hospitals and
universities. Wireless LAN’s generally use either infrared or radio frequen-
cy (RF) as their transmission media. Infrared is line-of-sight only, and poses
problems in many office environments when viewed as a single solution. RF
is not line-of-sight and thus is not subject to the problems of infrared.
However, wireless LANs may encounter interference from other devices
found in the office or factory that can reduce the data transmission speed for
all devices within the network. WLAN systems typically transmit data up to
54 Mbps (2-11 Mbps is more typical). 

Wide area wireless systems (also called Mobile Data Networks) such as cel-
lular, PCS, or public packet radio systems, provide wireless data service to
relatively large geographic areas. Until the late 1990s, wide area mobile
data transmission rates have been usually limited to below 28 kbps due to
their relatively high usage cost of 10 cents per kilobyte ($100 per megabyte).
Due to the evolution of modulation technologies and data transmission pro-
tocols, wide area wireless data transmission rates have increased to over
100 kbps with a cost of approximately $1 to $3 per megabyte.

Point-to-point wireless data systems may be used to interconnect data net-
works between buildings within a campus. Providing this wireless data link



only requires the installation of 2 antennas with a clear line of site commu-
nication. Point-to-point microwave data transmission rates can exceed 45
Mbps. 

Figure 7 shows the three key types of wireless data networks; WPAN,
WLAN, and wide area Mobile Data. The laptop computers in the first build-
ing use a low power (1 mWatt) wireless PAN (WPAN) to transfer audio to
wireless headsets. This diagram shows a wireless LAN system that has mul-
tiple access nodes. These access nodes operate as gateways between the data
communication devices (e.g., mobile computer) and the data network hub.
Building 1 uses an older 802.11 wireless LAN system that operates from
902-928 MHz at 2 Mbps. Building 2 uses a newer 802.11 wireless LAN sys-
tem that operates at 2.4 GHz providing up to 11 Mbps data transfer rate. A
microwave data link provides a 45 Mbps interconnection between building 1
and building 2. Finally, a user who is operating in a remote area outside the
core campus is using the wide area mobile system to transfer data files (at
a data transfer rate below 28 kbps).
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Figure 7, Wireless Data Networks 



Technologies

The key technologies that have emerged to enable data networks include
data modems, hubs, bridges, routers, gateways, and firewalls.

Data Modems

Data modems are devices that convert signals between analog and digital
formats for transfer to other types of communication lines. Data modems are
used to transfer data signals over conventional analog telephone lines. The
term modem also may refer to a device or circuit that converts analog sig-
nals from one frequency band to another.

A single connection (point-to-point) analog data circuit requires a modem at
each end to transfer digital signals. The type of modems used on each end
must be compatible due to encoding and decoding processes. Analog com-
munication lines are restricted to audio bandwidth of 300 Hz to 3300 HZ. To
communicate digital data and control signals, the modems vary the fre-
quency of the carrier in each direction based on an agreed to algorithm for
encoding bits. 

Figure 8 shows a modem with its functional responsibilities listed. From the
DTE (serial interface RS 232-C) to the line the modem performs a digital-to-
analog conversion and from the line to the DTE an analog-to-digital conver-
sion. 
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Digital Service Unit (DSU)/Channel Service Unit
(CSU)

DSU/CSU’s are the digital equivalent of the analog modem and are transla-
tion codecs (COde and DECode) coupled with a network termination inter-
face (NTI). DSU/CSU’s operate only in a digital environment. DSUs/CSUs
work together to reformat and channelize digital signals for transmission on
multiple channel lines. 
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Figure 8, Data Modem



Hub

A hub is a communication device that distributes communication to several
devices in a network through the re-broadcasting of data that it has received
from one (or more) of the devices connected to it. A hub generally is a sim-
ple device that re-distributes data messages to multiple receivers. However,
hubs can include switching functional and multi-point routing connection
and other advanced system control functions. Hubs can be passive or active.
Passive hubs simply re-direct (re-broadcast) data it receives. Active hubs
both receive and regenerate the data it receives. 

Figure 9 shows an Ethernet hub. This diagram shows that one of the com-
puters has sent a data message to the hub on its transmit lines. The hub
receives the data from the device and rebroadcasts the information on all of
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Figure 9, Ethernet Hub Operation



its transmit lines, including the line that the data was received on. The
hub’s receiver and transmit lines are reversed from the computers. This
allows computers that are connected to the hub to hear the information on
through receive lines. The sending computer uses the echo of its own infor-
mation as confirmation the hub has successfully received and retransmitted
its information. This indicates that no collision has occurred with other
computers that may have transmitted information at the same time.

Bridge

A bridge is a data communication device that connects two or more seg-
ments of data communication networks by forwarding packets between
them. The bridge operates as a physical connector and buffer between sim-
ilar types of networks.

Bridges extend the reach of the LAN from one segment to another. Bridges
have memory that allows them to store and forward packets. Bridges are
protocol independent as the do not perform protocol adaptations. 

Bridges contain a packet address-forwarding table (routing table) that they
use to determine if the packets should be forwarded between networks. A
network administrator may initially program the packet-forwarding table or
it can be programmed through the discovery of packet addresses (self-
learned) that are received by the bridge. A self-learning bridge monitors the
packet traffic in the network to continually update its packet-forwarding
table.

Bridges primarily operate at the physical layer and link layers of the OSI
reference model. A bridge receives packets from one network, review the
address of the packet to determine if it should be routed to the other net-
work(s) it is connected to, and retransmits the packet following the standard
protocol rules for the systems it is connected to.
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Figure 10 shows the basic operation of a bridge that is connecting 3 seg-
ments of a LAN network. Segment 1 of the LAN has addresses 101 through
103, segment 2 of the LAN has addresses 201 through 203, and segment 3
of the LAN has addresses 301 through 303. The table contained in the
bridge indicates the address ranges that should be forwarded to specific
ports. This diagram shows a packet that is received from LAN segment 3
that contains the address 102 will be forwarded to LAN segment 1. When a
data packet from computer 303 contains the address 301, the bridge will
receive the packet but the bridge will ignore (not forward) the packet.
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Figure 10, Data Bridge Operation



Routers

A router is a device that directs (routes) data from one path to another in a
network. Routers base their switching information on one or more informa-
tion parameters contained within the packet of data they receive. These
parameters may include the destination address, availability of a transmis-
sion path or communications channel, maximum allowable amount of trans-
mission delay a packet can accept, along with other key parameters. Routers
that connect data paths between different types of networks are sometimes
called gateways.

Routers provide some of the same functionality as network switches. Their
primary function is to provide a path for each routable packet to its desti-
nation. When a router is initially installed into a network, it begins its life
by requesting a data network address. Using this data network address, it
sends (broadcasts) messages to nearby routers and begins to store address
connections of routers that are located around it. Routers regularly
exchange their connection information (lists of devices it is connected to)
with nearby routers to help them keep the latest packet routing informa-
tion.

A router can make decisions on where to forward packets dependent on a
variety of factors including the maximum transmission distance or packet
priority. Distance vector routing and link state routing allow the router to
select paths that match the needs of the data that is being sent through it. 

Some routers may use fixed (static) routing tables that are manually pro-
grammed by the network administrator instead of dynamically created rout-
ing tables. The use of static routing tables may seem to be inflexible, how-
ever the use of static routing ensures other router’s that may have corrupt
routing tables are not able to change or influence the routing table.
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Figure 11 shows a how a router can dynamically forward packets toward
their destination. This diagram shows that a router contains a routing table
(database) that dynamically changes. This diagram shows a router with
address 100 is connected to two other routers with addresses 800 and 900.
Each of these routers periodically exchanges information allowing them to
build routing tables that allow them to forward packets they receive. This
diagram shows that when router 100 receives a packet for a device number
952, it will forward the packet to router 900. Router 900 will then receive
that packet and forward it on to another router that will help that packet
reach its destination. 
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Figure 11, Data Router



Gateways

Gateways are devices that process information (data) or services that is
exchanged between two dissimilar computer systems or data networks. A
gateway reformats data and protocols in such a way that the two systems or
networks can communicate. Gateways can convert packets between dissim-
ilar networks. Because networks may have different types of addressing or
offer different types of services, gateways can convert one form of service
(such as standard telephone signals) into another form of service (such as IP
telephone signals).

Figure 12 shows how a gateway can convert large packets from a FDDI into
very small packets in an ATM network. Not only does the gateway have to
divide the packets, it must also convert the addresses and control messages
into formats that can be understood on both networks. 
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Firewall

A firewall is a device or software program that runs on a computer that pro-
vides protection from external network intruders by inhibiting the transfer
of unauthorized packets and by allowing through packets that meet safe cri-
teria. There are various processes that can be used by firewalls to determine
which packets are authorized and packets that should be rejected (not for-
warded). 

Because firewalls can use many different types of analysis to determine
packets that will be rejected, they can be complicated to setup. If a firewall
is not setup correctly, it can cause problems for users that are sending and
expected return packets that may be blocked by the firewall. Because fire-
walls process and analyze information, this process requires additional time
and this can slow down network data transfer and response time. 

Figure 13 shows how a firewall works. This diagram shows that a user with
address 201 is communicating through a firewall with address 301 to an
external computer that is connected to the Internet with address 401. When
user 201 sends a packet to the Internet requesting a communications ses-
sion with computer 401, the packet first passes through the firewall and the
firewall notes that computer 201 has requested a communication session,
what the port number is, and sequence number of the packet. When packets
are received back from computer 401, they are actually addressed to the fire-
wall 301. Firewall 301 analyzes the address and other information in the
data packet and determines that it is an expected response to the session
computer 201 has initiated. Other packets that are received by the firewall
that do not contain the correct session and sequence number will be reject-
ed.
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The types of firewalls can vary from simple software programs to sophisti-
cated hardware devices. Low-cost software packages and automatic firewall
hardware equipment offer a moderate level of increased security. They can-
not stop all hackers, but they will stop some of them.

Data Communications Systems

There are many types of wired and wired public and private data communi-
cation systems. Some of the more popular data communication systems used
include Ethernet, token ring, fiber distributed data interface (FDDI), asyn-
chronous transfer mode 25 (ATM 25), phone line networking (HomePNA),

-26-

Figure 13, Firewall Operation



universal serial bus (USB), and Firewire. Some of the popular wireless data
communication systems include 802.11 and general packet radio service
(GPRS). These data networks are commonly interconnected through the
Internet.

Ethernet

Ethernet is a packet-switching transmission protocol that is used in LANs
and short to medium range data communication systems. Ethernet is often
characterized by its data transmission rate and type of transmission medi-
um (e.g., twisted pair is T and fiber is F). Ethernet systems in 1972 operat-
ed at 1 Mbps. In 1992, Ethernet progressed to 10 Mbps data transfer speed
(called 10 Base T). In 2001, Ethernet data transfer rates included 100 Mbps
(100 BaseT) and 1 Gbps (1000 Base T). In the year 2000, 10 Gigabit fiber
Ethernet prototypes had been demonstrated.

Ethernet can be provided on twisted pair, coaxial cable, wireless, or fiber
cable. In 2003, the common wired connections for Ethernet was 10 Mbps,
100 Mbps, and 1000 Mbps (1 Gbps). 100 Mbps Ethernet (100 BaseT) is com-
monly called “Fast Ethernet” and 1000 BaseT is commonly called “Gigabit
Ethernet.” Wireless Ethernet systems have data transmission rates that are
usually limited from 2 Mbps to 54 Mbps.

Ethernet is the older than token ring and is based on linear bus technology.
Originally installed using RG-6/8 coaxial cable (called “thicknet”), it was
used for high-speed bus applications to interconnect mainframes and mini-
computers. With the growth of personal computer (PC) workstations in the
80’s and early 90’s, a new wiring strategy was implemented using thinner
RG-58 coaxial cable (called “thinnet”). In the mid-90’s newer twisted pair
standards were set and higher speeds were achieved. 10 Mbps (10BaseT)
became achievable on Category 3 unshielded twisted pair (UTP) wire. 

Because Ethernet systems can use different cabling systems (e.g., fiber,
coaxial cable, and twisted pair wire), network interface cards (NICs) must
contain a connector that is compatible with the cabling systems. To allow
connection to different types of cabling systems, some NIC cards come with
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multiple connectors. The different types of connectors include a DB-15 AUI
connector for thicknet (large coax), BNC coaxial connector for thinnet (thin
coax), and RJ-45 (telephone type modular plug) for twisted pair.

Figure 14 shows the operational function of an Ethernet system. Ethernet
uses carrier sensing multiple access with collision detection (CSMA/CD) to
coordinate access to the network. CSMA/CD is a carrier sense multiple
access transmission scheme in which transmission collisions are followed
the transmitting stations backing off the network a random amount of time
before attempting to retransmit. CSMA/CD is used as the basis of Ethernet
networks.
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Token Ring

Token ring is a LAN system developed by IBM that passes a token to each
computer connected to the network. Holding of the token permits the com-
puter to transmit data. The token ring specification is IEEE 802.5 and token
ring data transmission speed range from 4 Mbps or 16 Mbps. 100 Mbps and
higher token ring speeds are in development.

Token ring networks are non-contention based systems, as each computer
connected via the token ring network must have received and hold a token
before it can transmit. This ensures computers will not transmit data at the
same time. Token ring systems provide an efficient control system when
many computers are interconnected with each other. This is the reason
token ring systems will not see data traffic degradation when many new
users are added compared to Ethernet systems. However, passing tokens
does add overhead (additional control messages) that reduces the overall
data transmission bandwidth of the system.

The token ring LAN architecture was invented by IBM and touted to be the
standard for clients of IBM mainframes who sought to replace aging 3270
terminals with LAN’s. IBM also developed cabling standards along with
hub-like devices called multi-station access units (MAU’s). The original
MAU’s formed a star network with the client PC’s and simulated the ring
internally. The PC’s were connected to the MAU via IBM category type 1, 2,
or 3 cable. 

Figure 15 shows a typical token ring LAN. This diagram shows that the net-
work is logically setup in a ring and each computer in the token ring net-
work must receive a token before it can transmit. Since the token is rela-
tively small compared to the packets of data that are sent, the token can
rapidly move from computer to computer. When a computer receives a
token, it can transmit data for a limited amount of time before it is required
to forward the token. 
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Fiber Distributed Data Interface (FDDI)

Fiber distributed data interface (FDDI) is a computer network protocol that
uses fiber optic cable as the transmission medium to provide high-speed
data transmission service to LANs. FDDI is a token protocol. The basic
transmission rate of FDDI is 100 Mbps. FDDI is commonly used as a back-
bone network that interconnects several LANs within a company. The FDDI
specification is IEEE 802.2 and FDDI data transmission speed range from
100 to 200 Mbps. 1000 Mbps and higher FDDI speeds are in development.
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FDDI is a LAN architecture that is based on redundant fiber rings that
transmit in opposite directions. One of the rings is the primary ring and the
other ring is the secondary ring. When the primary ring ceases to be opera-
tional (such as a cut cable) the network reconfigures itself (called “self-heal-
ing”) and it reconfigures the secondary ring as the primary ring. 

Both single mode fiber and multimode fiber cable systems can be used with
FDDI. Multimode fibers have a wider optical bandwidth transmission capa-
bility. However, this introduces distortion and limits the maximum distance
for multimode fiber systems to about 2 kilometers. Single mode fiber sys-
tems have maximum range of approximately 60 km.

FDDI is a token passing architecture differing from token ring in that while
a station has a token it can transmit as many frames as possible before the
token expires. Because of this, there can be multiple frames on the ring at
any time. 

The interconnection devices in a FDDI network include a dual attached con-
centrator (DAC) and dual attached station (DAS). These devices remove and
insert data to the FDDI ring. Each of these devices has dual transmission
capability. If the fiber ring is cut, they can automatically redirect data onto
its other channel (the secondary ring).

The DAC is a concentrator the converts the optical data on the FDDI system
into another format that can be used to connect to other data networks. This
allows one FDDI network node to connect to many other data communica-
tion devices.

-31-



Figure 16 shows FDDI system that uses dual rings that transmit data in
opposite directions. This diagram shows one dual attached station (DAS)
and a dual attached concentrator (DAC). The DAS receives and forwards the
token to the mainframe computer. The DAC receives and token and coordi-
nates its distribution to multiple data devices that are connected to it. 
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Internet

The Internet is a public data network that interconnects private and gov-
ernment computers. The Internet transfers data from point-to-point by
packets that use Internet protocol (IP). Each transmitted packet in the
Internet finds its way through the network switching through nodes (com-
puters). Each node in the Internet forwards received packets to another
location (another node) that is closer to its destination. Each node contains
routing tables that provide packet-forwarding information. The Internet
was designed to allow continuous data communication in the event some
parts of the network were disabled. The World Wide Web (WWW) is an
application on the Internet that allows users to graphically navigate
through computers that are connected to the Internet. 

The Internet is a network of networks. Although these networks communi-
cate with each other using many different languages (protocols), they all
agree to transport data within their network according to a common
Internet communication language called transmission control
protocol/Internet protocol (TCP/IP). TCP/IP is a set of protocols developed by
the U.S. Department of Defense (US DOC) that facilitate the interconnec-
tion of dissimilar computer systems across networks. The TCP protocol coor-
dinates the overall flow of data during a data communication session
between points (nodes) in the Internet. 

IP is an addressing structure that allows packets of data to be routed (re-
directed) as they migrate through different networks to reach their ultimate
destination. Each network receives packets of data in a format that is com-
patible with the Internet (IP address followed by control and data informa-
tion) and they encapsulate (place the whole Internet data message into their
own data packet format (including the IP address and control information).
This allows IP data packets (called “datagrams”) to be sent through the net-
work regardless of their actual length or format.

Figure 17 shows that the Internet is the network of networks and it com-
municates using the universal protocol language TCP/IP. This diagram
shows a user who is sending email through the Internet. In this diagram,
the application is email. The data from the email is divided into packets and
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given sequence number by TCP protocol. The destination address is append-
ed to each packet by the IP layer. The IP packets are then sent through an
Ethernet LAN by encapsulating the IP datagram within the Ethernet data
packet. When the data packet is extracted from the Ethernet, it is placed on
the E1 transmission line. When the IP data packet reaches the ATM net-
work, it is subdivided into very small 53 byte data packets that travel
through the ATM network. When the ATM packets reach their destination
in the ATM network, the original IP datagram is recreated and transferred
via the T1 communication line. The T1 communication line interfaces to
another Ethernet data network. This Ethernet data network encapsulates
the IP datagram and forwards it on to the NIC of the receiving computer.
The NIC of the receiving computer removes the IP address and reassembles
the IP data packets to form the original email message.
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Asynchronous Transfer Mode 25 (ATM 25)

ATM 25 is a low-speed (25 Mbps) version of the asynchronous transfer mode
(ATM) system. ATM technology is relatively complex when compared to
Ethernet and token ring systems. As a result, the use of standard ATM tech-
nology in LAN systems has been limited. However, a 25 Mbps version of the
ATM standard was developed for PDN LANs. The capability of ATM sys-
tems to simultaneously provide multiple communication channels with
varying levels of quality of service (QoS) make it advantageous for use in
multimedia systems. ATM 25 technology is used to provide digital video and
Internet access through the use of ATM in digital subscriber line (DSL) and
cable modem systems.

Phoneline Networking

In the late 1990’s, the home phoneline network alliance (HomePNA) devel-
oped a specification that allows home computers and data devices (such as
network printers) to interconnect via standard home telephone wiring. In
the first generation of phoneline networking, data rates of 1 Mbps were
achieved but recently data transmission rates of 10 Mbps have been demon-
strated. The Phoneline Network uses special NIC’s that send and receive
high frequency signals that do not interfere with standard telephone ser-
vice. To connect a phoneline network to a DSL connection, a phoneline
bridge must be used.

Universal Serial Bus (USB)

Universal serial bus (USB) is a short distance data communication interface
(typically, only a few meters) that now comes standard on most personal
computers. The USB was designed to replace the older slower UART data
communications port. USB ports permit data transmission speeds up to 12
Mbps. Most computers that were manufactured in 2001 included a univer-
sal serial bus (USB) connector. The USB data bus can also connect up to 10
devices to the same bus using a low cost hub device. USB lines can only
extend for a few feet from the computer. 
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FireWire

FireWire is a short distance data communications interface (up to approxi-
mately 5 meters) that is based on industry standard IEEE-1394. FireWire
can transmit at speeds up to 400 Mbps and can support up to 63 devices per
bus. Firewire provides for isochronous (repetitive streaming data format)
that allows it to transfer audio and video signals. 

Services

Some of the key services provided by data network operators include
Internet service provider (ISP) and virtual private networks (VPNs).

Internet Service Provider (ISP)

Internet service provider is a company that provides an end user with data
communication service that allows them to connect to the Internet. An ISP
purchases a high-speed link to the Internet and divides up the data trans-
mission to allow many more users to connect to the Internet. Internet ser-
vice providers provide a gateway between end-users and the Internet. For
this service, an ISP usually charges a monthly access fee and may charge for
the amount of time or amount of data transferred during the billing period.

Virtual Private Networks (VPN’s)

Virtual private networks (VPN) network operators provide data connections
to companies to allow interconnection of data networks. Companies use
VPN to create MANs or WANs. 

The best examples of VPN’s today are ATM and frame relay networks that
connect multiple client sites on what appears to be dedicated circuits. In
these networks, data is routed through the VPN network using routing algo-
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rithms that transfer data based on congestion and priorities. Because of the
speed and fault-tolerance of the VPN provider network, the client company
operates as if the inter-site connections were dedicated circuits. 

Future Enhancements

Future enhancements for data communication networks include increased
data transmission speed, LAN telephony, and storage area networks
(SANs).

10 Gigabit Ethernet (10 GE)

10 Gigabit Ethernet (10 GE) is a data communication system that combines
Ethernet technology with fiberoptic cable transmission to provide data com-
munication transmission at 10 Gbps (10,000 Mbps). The specifications for 10
GE are being developed by the Gigabit Ethernet Alliance. The Gigabit
Ethernet Alliance is a group of companies that was formed in January 2000.

LAN Telephony

LAN telephony (sometimes called TeLANophy) use LAN systems to trans-
port voice communications. LAN telephone technology is a merging of pack-
etized voice with the high-speed data transmission ability of LAN systems.
The ability to share data networks with voice systems offers significant cost
reduction for telephone services.

LAN telephone system consists of LAN telephones, a data network, a LAN
call processing system, and a voice gateway to the PSTN. LAN telephones
convert audio into digitized packets that are transferred on the LAN to the
call processing computer (CTI system). Each LAN telephone has its own net-
work data address that is related to its telephone number or extension num-
ber. 
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LAN telephones can be integrated into computers or they can be standard
along telephones that use LAN protocols that communicate with the sys-
tems. In 2001, there were several manufacturers producing IP telephones.

Storage Area Networks (SANs)

Storage area networks (SANs) distribute data and other information to mul-
tiple storage devices that are interconnected by data networks. SANs allow
for the sharing of resources and pooling of information in the form of shared
files at both the server level and the client (individual PC) level. Storage
area networks (SAN’s) provide fault-tolerant operation through the use
redundant data storage in multiple locations. If a failure occurs in one data
storage device, other redundant data storage devices may automatically be
used as the backup source of information. 
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