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Abstract— This paper presents a solution to the robust prac-
tical stabilization of a unicycle-like marine vehicle, under non-
vanishing current-induced perturbations. A hysteresis-based
switching control strategy is proposed, rendering the system
globally practically stable to a set G around the origin. The
control scheme consists of three control laws; the first one
is active out of G and drives the system trajectories into G,
based on a dipole-like vector field. The other two control laws
are active in G and alternately regulate the position and the
orientation of the vehicle. The system is shown to be robust,
in the sense that the vehicle enters and remains into G even if

the current is unknown and only its maximum bound is given.
The efficacy of the proposed solution is demonstrated through
simulation results.

I. INTRODUCTION

Nonholonomic stabilization problems arise in a wide range

of robotic applications, since a large class of such systems,

including mobile robots and underactuated robotic vehicles

(marine, aerial) are subject to nonholonomic constraints. The

literature is abundant in control solutions for nonholonomic

systems with catastatic Pfaffian constraints1. In this case,

control laws are usually designed under the assumptions that

no model uncertainty, or no additive disturbances apply.

However, these assumptions are often unrealistic for real

world applications. Therefore, the development of stabilizing

solutions with robustness considerations has been of increas-

ing interest. In particular, the regulation of nonholonomic

systems with external disturbances, which may be either

vanishing [1]–[8] or non-vanishing [9]–[15] at the origin,

has received special attention. In the latter case, it is usually

assumed that the disturbances are small and bounded, or that

the perturbation vector field satisfies certain conditions.

A typical example where external disturbances serve as

non-vanishing perturbations at a desired configuration is

the dynamic positioning of underactuated marine vehicles

in the presence of environmental disturbances [16]–[19].

The external disturbances are usually modeled as a constant

(current or wind) velocity disturbance, and the main idea is

to control the vehicle so that its final orientation is aligned

with the direction of the current.

Nevertheless, allowing the orientation to be ruled by

external disturbances is often not acceptable, either for safety,

or for performance reasons. One such example, that we

consider in this paper, is the case of a unicycle-like marine
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1Pfaffian constraints are of the form A(q)q̇ = b(q), where q ∈ R
n is

the system state vector, A(q) ∈ R
κ×n and b(q) ∈ R

κ. If b(q) = 0 the
constraints are catastatic, whereas if b(q) 6= 0 the constraints are acatastatic

Fig. 1. The marine vehicle should be driven and remain into a neighborhood
of the origin qG = [0 0 0] T despite the effect of the current disturbance v

vehicle, which inspects a stationary target with an onboard

camera under the presence of a current disturbance v (Fig.

1). For the inspection task to be effective, the vehicle is

required to converge to the origin qG =
[
0 0 0

]
T of the

global frame G. However, the perturbation induced by the

current is non-vanishing at qG, and thus the origin is not an

equilibrium point. Consequently, it is meaningless to search

for control laws that yield the system asymptotically stable at

qG. Instead, one can aim at rendering the system ultimately

bounded within a set that contains the origin, addressing thus

the practical stabilization problem.

This paper proposes a hysteresis-based switching control

strategy that yields global practical stability for a unicycle-

like marine vehicle, under current-induced non-vanishing

perturbations. Under the proposed control scheme, the vehi-

cle converges and remains into a set G around the origin. The

resulting performance is achieved via state-based switching

among three controllers. The first controller is active outside

the set G, and drives the system trajectories into G using

a dipole-like vector field [20]. The other two controllers

are active inside G, and alternately regulate the position

and the orientation of the vehicle. The system is shown to

be robust, in the sense that the system trajectories enter

and remain into G even when only a maximum bound

‖v‖max on the current disturbance is given. In contrast

to earlier relevant work on dynamic positioning [16]–[19]

which drop the specification on the desired orientation, the

proposed control strategy allows also for the regulation of

the vehicle’s orientation to zero, during the time intervals

when the corresponding controller is active. This feature,

along with the robustness property, renders the proposed

solution suitable for applications where both the position and

orientation of a robot are critical, e.g. for inspection tasks.

The paper is organized as follows: Section II gives the



problem formulation and Section III presents the switching

strategy. The construction of the control laws, the stabil-

ity analysis and the robustness consideration are given in

Section IV. Section V includes the simulation results. The

conclusions and thoughts on future research are summarized

in Section VI.

II. PROBLEM FORMULATION

Consider a marine vehicle (underwater or surface) which

has two back thrusters for the motion on the horizontal plane,

but no thruster along the lateral degree-of-freedom (d.o.f.). In

order to simplify the control design, the vehicle is modeled as

a unicycle2. The vehicle moves under the influence of an non-

rotational current v, with components vx, vy with respect to

(w.r.t.) the global frame G. The equations of motion are

q̇ = v+G(q)u⇒
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where q =
[
x y θ

]T
is the state vector, x, y are the

position coordinates and θ is the orientation of the vehicle

w.r.t. G, u =
[
u1 u2

]T
is the vector of control inputs, u1,

u2 are the linear and the angular velocity of the vehicle

w.r.t. the body-fixed frame B, and v =
[
vx vy 0

]T
is

the perturbation vector field. Since v(t, qG) 6= 0 ∀t ≥ 0,

v is a non-vanishing perturbation at the origin. The κ = 1
acatastatic Pfaffian constraint of (1) is:

[− sin θ cos θ 0 ]
︸ ︷︷ ︸

aT(q)

[
ẋ
ẏ

θ̇

]

= −vx sin θ + vy cos θ ⇒ aT(q)q̇ = b(q),

where b(q) 6= 0 can be seen as a violation of the catastatic

constraint of the unicycle. Using the Frobenius theorem one

can verify that the constraint is non-integrable. The constraint

equation implies that q̇e = 0, i.e. that qe is an equilibrium of

(1), if and only if b(qe) = 0 ⇒ −vx sin θe + vy cos θe = 0.

As expected, the orientation θe at the equilibrium depends

on v. The origin qG = 0 is an equilibrium point of (1) if

and only if vy = 0, whereas if vy 6= 0, the system can only

be ultimately bounded in a neighborhood of the origin.

Problem Statement: Given the perturbed nonholonomic

system (1), design a switching signal σ(·) : R
n → I =

{1, 2, . . . , χ} and χ feedback control laws u = ψσ(t, q),
so that (1) is ε-practically asymptotically stable around the

origin, in the sense that for given ε > 0 and any initial

q0, the solution q(t) = q(t, q0,u) exists ∀t ≥ 0, and

q(t) ∈ B(0, ε), ∀t ≥ T , where T = T (q0) > 0.

III. SWITCHING CONTROL STRATEGY

The proposed control scheme employs the concept of

dipole-like vector fields. For the unicycle, the idea is that

the system is controlled to follow the flow lines of the vector

field Fn (Fig. 2(a)), which converge to (x, y) = (0, 0) with

orientation θn → 0. In the same context, one can construct a

dipole-like vector field Fp = Fpx x̂+Fpy ŷ for the perturbed

2The resulting kinematic controllers can then be backstepped into the
dynamics of an underactuated marine vehicle

system (1), whose flow lines converge to the equilibrium qe.

The analytic form of the vector field Fp (Fig. 2(b)) is given

by the dipole-like field in [20] as

Fpx = λ(vxx + vyy)x − vx + vxe−(x2+y2), (2a)

Fpy = λ(vxx + vyy)y − vy + vye−(x2+y2). (2b)

Given the vector field Fp, one can design a control law

(a) The nominal field Fn (b) The perturbed field Fp

Fig. 2. The fields Fn(x, y) and Fp(x, y) for λ = 3, pn =
[
p1 0

]T
,

pp =
[
p1 vy

]
T, p1 = vx = 1 m/sec, vy = 1 m/sec.

u = ψ1(q) that forces (1) to follow the flow lines. Then,

the position r =
[
x y

]
T converges to the origin, however

the orientation θ converges to the orientation ϕ of the field.

Denote q =
[
r T θ

]
T. Inspired by [21], we say that the

subsystem f1(q,ψ1) is stable w.r.t. r and unstable w.r.t. θ.

Controlling the orientation θ as well, so that θ → 0, requires

a compromise on a subsystem f2(q,ψ2) of stable θ, but

unstable r. Switching properly between these subsystems

may yield an ε-practically stable system.

We partition the configuration space C ⊆ R
2 ×[0, 2π) into

the regions K and G, K = {
[
r T θ

]
T ∈ C

∣
∣ ‖r‖ > r0}

and G = C \ K , where r0 > 0 should satisfy the conditions

(7) and (8), see Section IV. The region K is divided into

A = {q ∈ K
∣
∣ 〈r,v〉 ≥ 0} and B = {q ∈ K

∣
∣ 〈r,v〉 < 0},

with K = (A ∪ B) (Fig. 3). The region G is divided into

G1 and G2, where G1 = {q ∈ G | 〈r,v〉 ≥ 0}, G2 =
{q ∈ G | 〈r,v〉 < 0} and G = (G1 ∪ G2). When q ∈ G1,

the disturbance v forces the position r of the (uncontrolled)

system (1) away from the origin, whereas when q ∈ G2, the

disturbance forces the position r towards the origin.

The idea for the control design is that if q ∈ K , a control

law based on the vector field (2) drives the system into the

set G. Then, while q ∈ G, the system switches to a control

law that regulates the orientation θ → 0. Since the regulation

Fig. 3. Operating regions and system description w.r.t. frame G



of θ may yield instability w.r.t. the position r, it is preferable

to control θ when v forces r towards the origin, i.e. when

q ∈ G2. Thus, if the system trajectory q(t) enters G1 after

leaving K , an additional control law is needed to drive q(t)
into G2. This consideration results into switching among χ =
3 controllers ψσ(q), σ ∈ {1, 2, 3}: ψ1(q) forces the system

into G, ψ2(q) forces the system into G2 in the case that r

has reached G1 and ψ3(q) regulates θ → 0 in the case that r

has reached G2. More specifically, we propose the following

hysteresis-based switching logic.

• If q(0) ∈ K , then σ(q(0)) = 1, else σ(q(0)) = 3.

• If q(t) ∈ K and σ(q(t−)) = 1, then σ(q(t)) = 1.

• If q(t) ∈ G1 and σ(q(t−)) = 1, then σ(q(t)) = 2.

• If q(t) ∈ G2 and σ(q(t−)) = 1, then σ(q(t)) = 3.

• If q(t) ∈ G and σ(q(t−)) = 2, then σ(q(t)) = 2.

• If q(t) ∈ B and σ(q(t−)) = 2, then σ(q(t)) = 3.

• If q(t) ∈ B and σ(q(t−)) = 3, then σ(q(t)) = 3.

• If q(t) ∈ G and σ(q(t−)) = 3, then σ(q(t)) = 3.

• If q(t) ∈ A and σ(q(t−)) = 3, then σ(q(t)) = 1.

The hysteresis-based logic prevents the appearance of chat-

tering when the state crosses the switching surfaces.

IV. CONTROL DESIGN

A. Design of the control law u = ψ1(q)

Lemma 1: The position r =
[
x y

]
T of the perturbed

system (1) enters a ball B(0, r0) of the origin for any r(0) /∈

B(0, r0), under the control input ψ1 =
[
u1 u2

]T
,

u1 = −k1 sgn
(

r T
[
cos θ
sin θ

])

‖r‖−sgn(r T v) sgn(p T r)‖v‖ , (3a)

u2 = −k2(θ − ϕ) + ϕ̇, (3b)

where k1, k2 > 0, ϕ = atan2(Fpy, Fpx) is the orientation of

the vector field (2) at (x, y), sgn(·) is defined as sgn(a) = 1
if a ≥ 0, and sgn(a) = −1 if a < 0, and r0 is chosen to

satisfy (7) and (8). The proof is given in the Appendix A.

B. Design of the control laws u = ψ2(q),u = ψ3(q)

Denote ∂XY the boundary of a set X w.r.t. a neighbor set

Y . Once q(t) has entered G = {q =
[
r T θ

]
T ∈ B(0, r0)×

[0, 2π)}, consider the following two cases.

1) q ∈ G1 = {G | 〈r,v〉 ≥ 0}: Assume that q(t) has

entered G1, where v drives the system away from the origin.

Lemma 2: The system trajectory q(t) enters G2, where

〈r,v〉 < 0, under the control law ψ2 =
[
u1 u2

]
T,

u1 = −k3 sgn(vx)‖v‖, u2 = −k4(θ − θp), (4)

with k3 > 1, k4 > 0. The proof is given in the Appendix B.

2) q ∈ G2 = {G | 〈r,v〉 < 0}: Assume that q(t) has

entered G2, where v drives the system towards the origin.

The system is controlled so that θ → 0 under the control law

ψ3 =
[
0 u23

]
T, where u23 = −k5θ, k5 > 0. (5)

It is easy to verify that r(t) enters G1 by considering the

function V31 = −r T v, which is positive for r ∈ G2 and zero

on ∂G2G1
, whose time derivative is V̇31 = −vx(u1 cos θ +

vx) − vy(u1 sin θ + vy) = −vx
2 − vy

2. Furthermore, taking

V32 = r0
2 − x2 − y2, where V̇32 = −2r T v < 0 for r ∈ G1,

verifies that q(t) also enters A.

C. Stability of the switched system q̇ = fσ(q,ψσ)

Following [22], consider a strictly increasing sequence of

times T = {t0, t1, . . . , tn, . . . , } and the switching sequence

Σ = {q0; (ι0, t0), (ι1, t1), . . . , (ιn, tn), . . . | ιn ∈ I, n ∈ N},

where t0 is the initial time, q0 is the initial state and N is

the set of nonnegative integers. For t ∈ [tk, tk+1), we have

σ(t) = ιk, i.e. the ιk-th subsystem is active. For any j ∈ I,

Σ | j = {tj1 , tj1+1, . . . , tjν
, tjν+1, . . .} is the sequence of

switching times when the j-th subsystem is “switched on” or

“switched off”, with E | j = {tj1 , . . . , tjν
, . . .} the “switched

on” times of the j-th subsystem.

Theorem 1: ( [23]-Theorem 3.9) Assume that for each j ∈
I, there exists a positive definite generalized Lyapunov-like

function Vj(q) with respect to fj(q, 0) and the associated

trajectory q(t). Then the origin of the system q̇ = fσ(q,uσ),
with uσ ≡ 0, is stable if and only if there exist class

GK functions αj satisfying Vj

(
q(tjk+1

)
)
− Vj (q(tj1)) ≤

αj(‖q0‖), k ≥ 1, j = 1, . . . , χ.

This theorem states that stability is ensured as long as

the change of Vj between any “switched on” time tjk+1
and

the first active time tj1 is bounded by a class GK function,

regardless of the initial value Vj (q(tj1)).

Lemma 3: The position r of the switched system q̇ =
fσ(q,ψσ), where σ ∈ I = {1, 2, 3}, under the proposed

switching logic, is Lyapunov stable.

Proof: The correctness of the proposed lemma can be

verified by a direct application of Theorem 1. Note that the

initial condition r(0) may either be in K or in G, and that all

the switchings occur when the state q crosses the switching

surface S : ‖r‖ = r0. For each subsystem σ ∈ {1, 2, 3},

consider the generalized Lyapunov-like function Vσ(r) =
‖r‖. Note that Vσ serves as a generalized Lyapunov-like

function even when σ = 2 or σ = 3 is the active subsystem,

i.e. when r(t) ∈ G, since its value is bounded in the sense

that Vσ(r(t)) ≤ φ (Vσ(r(tk))) = φ(r0), where t ∈ [tk, tk+1)
and φ(·) = ‖r‖. At any “switched on” time instant tσn with

n > 1, (that is, for any “switched on” time instant after the

first switch has occurred at tσ1), one has that Vσ(r(tσn)) ≤
rσ , where rσ = r0 + ǫσ and ǫσ > 0 can be chosen arbitrarily

small. Then, for any first active time tσ1, where clearly

Vσ(r(tσ1)) ≥ 0, one has Vσ(r(tσn)) − Vσ(r(tσ1)) ≤ rσ ,

that is, any growth of each Vσ is always bounded.

In summary, the trajectories r(t) of the perturbed system

(1) are ε-practically asymptotically stable around the origin,

with ε = r1, in the sense that r(t) converge into a ball

B(0, r1), where r1 = r0 + ǫ and ǫ > 0 arbitrarily small, and

remain into the ball for t > T , whereas the orientation θ is

regulated to zero when the subsystem f3(q,ψ3) is active.

D. Robustness consideration

The control design and stability analysis has been based

on the assumption that the disturbance v is known. This is

quite unrealistic for the application considered in this paper,

since on-line measurements of the current velocity can not

be easily acquired. An estimation of the current velocity

v̂ =
[
v̂x v̂y

]
T can be obtained using nonlinear observers



and then employed into the control design; however, this

complicates the system analysis, since both the estimation

error ṽ = v̂ − v and q are required to be stable at zero.

Therefore, guaranteeing the robustness of the switched

system in the case that the current disturbance is unknown is

meaningful for the application considered here. Robustness

reduces into guaranteeing that the system trajectories still

enter and remain into a ball B(0, ε) of the origin. Assume

that only a maximum velocity bound ‖v‖max on the dis-

turbance is known, i.e. that the magnitude of the current

velocity ‖v‖ =
√

vx
2 + vy

2 ≤ ‖v‖max, while the current

direction θc = atan2(vy, vx) is unknown and not necessarily

constant. In this case, the vector pp which generates the

vector field can not be a priori determined; let us therefore

consider the nominal vector field Fn = F, generated by

pn = p =
[
p 0

]
T, where p > 0. Then, applying the

proposed switching control strategy is not straightforward,

since the terms sgn(r T v) and sgn(vx) are unknown.

Regarding the control law u = ψ1(q), one can verify that,

following the same analysis as in the Appendix A, still gets

the four cases in terms of sgn(r T v) and sgn(p T r), which

end up in the conditions (7) and (8). These conditions can

be combined to yield
∣
∣
∣
∣
‖v‖ −

‖F‖

γ1(‖r‖)

∣
∣
∣
∣
< k1‖r‖, (6)

which essentially means that whatever the term sgn(r T v) is,

the system trajectories enter B(0, r0), i.e. the position r ro-

bustly converges into B(0, r0) under any current disturbance

v such that ‖v‖ ≤ ‖vmax‖, as long as r0 satisfies (6).

However, controlling the switched system while being in

B(0, r0) depends on both the sgn(r T v) and the sgn(vx),
which is included in u = ψ2(q). Nevertheless, the same idea

for the control design in B(0, r0) can be used, where now the

linear velocity controller depends on the sign of the coordi-

nate xin where the vehicle enters B(0, r0): while in B(0, r0),
the vehicle is controlled with u1 = − sgn(xin)k3‖v‖max > 0
and u2 = −k4θ, k4 > 0, until it reaches the boundary of

B(0, r0). In both cases, a high gain k3 > 1 on the linear

velocity u1 is needed to counteract the destabilizing effect

of the unknown lateral velocity induced by the current. At

any case, even if the vehicle exits B(0, r0), the control law

u = ψ1 guarantees that it will re-enter.

V. SIMULATION RESULTS

The efficacy of the switching control strategy has been

demonstrated through computer simulations. Consider the

red triangle in Fig. 4(b), 5(b) as a unicycle-like underwater

or surface vehicle (e.g. an underactuated Remotely Operated

Vehicle or a hovercraft), that is moving on the horizontal

plane under the influence of an environmental disturbance

v. The goal configuration qG is the origin and the black line

centered at (0.5, 0) is a point of interest, e.g. a target that

the vehicle has to inspect through an onboard camera.

Two cases are considered; in the first one the disturbance is

known: v =
[
−0.1 0.2

]
T m/sec; thus p =

[
0.1 −0.2

]
T.

In the second one, the same disturbance v is assumed to
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Fig. 6. System response for unknown v under measurement noise

be unknown; the only information available to the switching

controller is the velocity bound ‖v‖max. The region G is

defined as the ball B(0, r0), where r0 = 0.1 m satisfies the

conditions (7) and (8). In both cases, the trajectories x(t),
y(t) converge into B(0, r0) and remain bounded into the ball

B(0, r1), where r1 = r0 + ǫ, see Fig. 4(a), 4(b), 5(a), 5(b).

The main difference between the two cases is the evolution

of the orientation θ(t) in the set G; when the disturbance is

known, θ is regulated between zero (when u = ψ3 is active)

and the direction θp of the vector p (when u = ψ2 is active),

where θp = θe. The smaller the component |vy| is compared

to |vx|, the less oscillation occurs for θ. On the contrary,

when the current disturbance is unknown, the orientation θ
is still regulated to zero, but oscillates with higher frequency:

the system switches more frequently between controllers 1

and 3, since the destabilizing effect of the current-induced

motion along the unactuated d.o.f. drives the vehicle faster

out of the set G, compared to the first case. The hysteresis

logic prevents the appearance of chattering when crossing

the switching surface.

State-dependent switching is sensitive to measurement

noise. In Fig. 6 the state variables are subject to zero-mean,

uniform random noise. The system converges into B(0, r0),
however chattering occurs during some time intervals around

the switching surface. Using some additional control logic,

for instance to sample and hold each value of the controls for

a long enough period of time, in order to move sufficiently

away from the switching surface, may also offer robustness

w.r.t. measurement errors.

VI. CONCLUSIONS

This paper presented a switching control approach for the

practical stabilization of a unicycle-like marine vehicle under

non-vanishing, current-induced perturbations. The proposed

control scheme is a hysteresis-based switching among three

control laws. The first control law employs a dipole-like

vector field and drives the system trajectories into a set G
around the origin. The other two control laws are active in G;

switching between them renders the position of the vehicle

practically stable, while the orientation is regulated to zero

during some time intervals. The system is robust in the sense

that it converges and remains into G, even when only a

bound on the perturbation is given. Future work will be on

the consideration of input constraints (i.e. thrust saturation)

and state constraints (induced by always keeping the target

on the camera field-of-view), towards the formulation of the

practical stabilization problem for a class of underactuated

systems into a viability framework.

APPENDIX

A. Controller 1

Proof: (Lemma 1) Define the dipole moment pp = p =
[
p1 p2

]
T such that p T x̂G > 0 ⇒ p1 > 0, so that the

direction of the flow lines at (0, 0) is θp ∈ [−π/2, π/2].
Thus, take p =

[
vx sgn(vx) vy sgn(vx)

]
T, which implies

that if vx ≥ 0, then p = v, whereas if vx < 0, then p = −v.

Define the orientation error η = θ − ϕ, where ϕ is the

orientation of the field (2) at (x, y), and consider the error

dynamics η̇ = θ̇− ϕ̇ ⇒ η̇ = u2 − ϕ̇. Substituting the control

law (3b) yields η̇ = −k2(θ − ϕ) + ϕ̇ − ϕ̇ ⇒ η̇ = −k2η,

which implies that θ converges exponentially to ϕ.

To study the convergence of the trajectories r(t) into a ball

B(0, r0), consider the Lyapunov function V = 1
2 (x2 + y2),

which is positive definite, radially unbounded and of class

C1 and take the derivative of V along the trajectories of (1),

V̇ = ∇V
[

ẋ
ẏ

]
= [ x y ]

[
u1 cos θ+vx

u1 sin θ+vy

]

= r T
[

cos θ
sin θ

]
u1 + r T [ vx

vy ] .

Substituting the control law (3a) eventually yields

V̇ = −k1

∣
∣
∣r

T
[
cos θ
sin θ

]∣
∣
∣‖r‖+sgn(r T v)|r T v|−

(

r T
[
cos θ
sin θ

])

sgn(r T v) sgn(p T r)‖v‖.

C1. If sgn(p T r) = −1 and sgn(r T v) = 1, then

V̇ = −k1

∣
∣r T

[
cos θ
sin θ

]∣
∣ ‖r‖ +

∣
∣r T v

∣
∣ +

(
r T

[
cos θ
sin θ

])
‖v‖.

Moreover, since under (3b) one has η̇ = −k2η, one can argue

that by choosing k2 > 0 large enough, the orientation error

η → 0 ⇒ θ → ϕ fast enough, compared to the rest (slow)

dynamics. In this case, r T
[ cos ϕ

sin ϕ

]
≤ 0. Thus,

V̇ = −
∣
∣r T

[ cos ϕ
sin ϕ

]∣
∣ (k1‖r‖ + ‖v‖) +

∣
∣r T v

∣
∣ .

After some algebra one can verify that
∣
∣r T

[ cos ϕ
sin ϕ

]∣
∣ = ‖F‖−1

∣
∣
∣r

T
[

Fpx

Fpy

]∣
∣
∣ = ‖F‖−1 |r T v| γ1(‖r‖),

where γ1(‖r‖) = λ‖r‖2 − 1 + e−‖r‖2

is of class K∞ for

λ ≥ 2, the norm ‖F‖ of the field is zero only at r = 0 and

‖F‖ =
√

λ(r T v)2
(

λ‖r‖2−2(1−e−‖r‖2
)
)

+‖v‖2
(

1−e−‖r‖2
)2

.



Then, V̇ =
∣
∣r T v

∣
∣
(
1 − ‖F‖−1γ1(‖r‖) (k1‖r‖ + ‖v‖)

)
,

where the second factor is negative for

‖F‖−1γ1(‖r‖) (k1‖r‖ + ‖v‖) > 1. (7)

C2. If sgn(p T r) = −1 and sgn(r T v) = −1, then

V̇ = −k1

∣
∣r T

[
cos θ
sin θ

]∣
∣ ‖r‖ −

∣
∣r T v

∣
∣ −

(
r T

[
cos θ
sin θ

])
‖v‖.

Considering θ = ϕ, in this case r T
[ cos ϕ

sin ϕ

]
≤ 0. Then,

V̇ = −
∣
∣r T

[ cos ϕ
sin ϕ

]∣
∣ (k1‖r‖ − ‖v‖)−

∣
∣r T v

∣
∣ , which yields

V̇ = −
∣
∣r T v

∣
∣
(
1 + ‖F‖−1γ1(‖r‖) (k1‖r‖ − ‖v‖)

)
,

where the second factor is positive for

‖F‖−1γ1(‖r‖) (k1‖r‖ − ‖v‖) > −1. (8)

C3. If sgn(p T r) = 1 and sgn(r T v) = 1, then V̇ is the

same as in C1, thus it is ≤ 0 if (7) holds.

C4. If sgn(p T r) = 1 and sgn(r T v) = −1 then V̇ is the

same as in C2, thus it is ≤ 0 if (8) holds.

In summary, one has V̇ ≤ 0 for any r that satisfies (7), (8),

and V̇ = 0 if and only if r T v = 0. Thus, for r T v 6= 0, any

initial r(0) and any 0 < r0 < ‖r(0)‖ that satisfy (7) and (8),

V̇ is negative in the set {r
∣
∣ 1

2r0
2 ≤ V (‖r‖) ≤ 1

2‖r(0)‖2},

which verifies that r(t) enters the set {r
∣
∣ V (r) ≤ 1

2r0
2},

i.e. r(t) enters the ball B(0, r0) under the control law (3b),

as long as θ converges exponentially to ϕ under the control

law (3b). Note that the case r T v = 0 does not affect the

convergence of the system into B(0, r0).

B. Controller 2

Proof: (Lemma 2) Under the control law (4) the system

trajectory hits the boundary ∂G1G2
and then the boundary

∂G2B
. To verify the first argument, consider

V21 = r T v +
1

2
(θ − θp)2 = xvx + yvy +

1

2
(θ − θp)2,

which is positive for r ∈ G1 and zero on ∂G1G2
with θ = θp,

and take its time derivative along the system trajectories,

V̇21 = −v T
[

cos θ
sin θ

]
k3 sgn(vx)‖v‖ + ‖v‖2 − k4(θ − θp)2.

Consider sgn(vx) = −1 and assume that the system

has reached G1 with v T
[

cos θ
sin θ

]
< 0. Then, V̇21 =

‖v‖
(
‖v‖ − k3

∣
∣v T

[
cos θ
sin θ

]∣
∣
)
− k4(θ − θp)2, where the first

term is < 0 for k3 > 1, whereas V̇21 = 0 ⇔ {k3 =
1 and θ = θp}. Then, for k3 > 1 the system trajectory

starting in G1 enters the region G2. Similarly one can verify

the case sgn(vx) = 1, for v T
[

cos θ
sin θ

]
> 0. For the second

argument, consider V22 = r0
2 − ‖r‖2 = r0

2 − (x2 + y2),
which is positive for r ∈ G2 and zero on ∂G2B

. The time

derivative of V22 along the system trajectories is V̇22 =
−2r T

[
cos θ
sin θ

]
u1 − 2r T v. For sgn(vx) = −1: r T v < 0 and

r T
[

cos θ
sin θ

]
> 0. Then, V̇22 = 2‖v‖

(
‖r‖ − k3

∣
∣r T

[
cos θ
sin θ

]∣
∣
)
,

which is < 0 for ‖r‖ < k3

∣
∣r T

[
cos θ
sin θ

]∣
∣ ≤ ‖r‖ ⇒ k3 > 1.

Thus, for k3 > 1, the system hits the boundary ∂G2B
and

enters B. For sgn(vx) = 1: r T v < 0 and r T
[

cos θ
sin θ

]
< 0.

Following the same procedure, V̇22 < 0 ⇒ k3 > 1.
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