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This book is dedicated to the analysts around the world who work dili-
gently to secure the borders, critical infrastructure, and integrity of their
homelands. It is for all those people who support law enforcement, the
intelligence community, and corporate security. It is for the police officers,
special agents, and criminal investigators who ensure our safety every
day. It is for all the heroes who have given their lives to uphold our laws,
protect our rights, and guarantee our freedoms.

All royalty proceeds from this book are being donated to the National
Law Enforcement Officers Memorial Fund (NLEOMF) in honor of those
individuals who have made the ultimate sacrifice to the service, protec-
tion, and security of others. More than 18,200 names, representing law
enforcement officers who died in the line of duty, are engraved on the
National Law Enforcement Memorial located in Washington, D.C. To
learn more about NLEOMF and to further contribute to the fund, please
visit their site at www.nleomf.com.
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Foreword

A lot has occurred in the world during the 10 years since I wrote my last
book, Data Mining Solutions,! with Teresa Blaxton: Google is formally
incorporated and Viagra is approved for prescription sale (1998); the euro
currency is introduced into Europe and Y2K software concerns loom (1999);
America Online buys Time Warner for $162 billion and Bon Jovi is still top-
ping the music charts (2000); 9/11 shakes the world and Shrek is released
into movie theaters (2001); the United States invades Afghanistan and Kelly
Clarkson wins on the first season of American Idol (2002); the United States
declares war with Iraq and Arnold Schwarzenegger gets elected the gov-
ernor of California (2003); a massive tsunami in Southeast Asia kills more
than 200,000 people and the Boston Red Sox win the World Series after 86
years (2004); Hurricane Katrina devastates New Orleans and gas prices in
the United States inflate to more than $3 a gallon (2005); Saddam Hussein
is hanged for his crimes against humanity and Microsoft formally releases
the Vista operating system (2006); the iPhone is brought to market and Evel
Knievel finally meets his maker (2007). In 2008 and beyond, we now have
global warming concerns, the emergence of China as an economic power-
house, and ever-expanding terrorist threats and incidents.

So, when Taylor & Francis Group approached me about doing another
book, I had to ask myself, what has really changed in this field and is it
worth writing about? There are already a number of data-mining books in
the marketplace that briefly touch on a few of the topics that I would want
to cover in a new book. However, most of the coverage is “simple” at best

I Christopher Westphal and Teresa Blaxton, Data Mining Solutions: Methods and Tools for Solving
Real-World Problems (New York: John Wiley & Sons, 1998).
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and there is little discussion of the real-world detail required to under-
stand and implement the concepts presented. Additionally, many of these
books are geared toward a more generalized audience and I wanted to
focus on homeland security professionals and consultants, law enforce-
ment officials, the intelligence community, corporate security personnel,
intelligence analysts, special agents, special investigative units, private
investigators, financial-crimes units, and broadly to corporate informa-
tion technology (IT) professionals.

To write another book I would have to draw on my experience from
a “real world” perspective—as someone who has been in the trenches
implementing and structuring the analytical and information-sharing
systems in use across a number of government programs and commer-
cial industries. There would have to be little hype or dramatization with
respect to how the systems are described and, if anything, I would have to
err on the side of being too honest about the positive and negative aspects
of what is really being done behind the closed doors of our intelligence
and law enforcement agencies.

I thought about all the systems I have been involved with imple-
menting, the different technology companies I have worked with over
the years, and the numerous types of requirements defined by the user
communities, and determined that there was enough advancement in the
market to create a publication. Thus, I agreed to write this book, and
after a number of iterations with the publisher, we decided to title it Data
Mining for Intelligence, Fraud, & Criminal Detection: Advanced Analytics
& Information Sharing Technologies.

Even though there have been many changes in the world, a lot has
stayed the same, specifically in the context of information sharing and
data analytics. The post-9/11 era has brought about many promises of
sharing information, performing better analysis, and generally mak-
ing the world a safer place for everyone. Every organization, bureau,
agency, and corporation has fundamental analytical needs that tradi-
tionally require a significant amount of data integration and resources
to best understand the data. Whether trying to identify money launder-
ing, insider trading, insurance fraud, terrorist behavior, or other forms
of criminal activity, the analytical processes and system architectures
are very similar to each other. In fact, the types of patterns exposed in
one domain can frequently be used in another, and it is often not neces-
sary to reinvest and re-create these capabilities across different indus-
tries when a common approach can be used. This book will address
these topics in depth and review the commonalities, framework, and
infrastructures necessary to implement and deploy complex analytical
systems.
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In 2004, the Government Accountability Office (GAO) provided a
report? detailing approximately 200 government-based, data-mining
projects. In 2005, they issued a follow-up report® discussing privacy pro-
tections. These and other reports? show that there are many controls in
place to ensure the systems are documented, audited, and accountable
for the types of analytics they are delivering. What they do not state is the
overall effectiveness of these systems—successes or pitfalls. This book
will review several such systems and explain both how they function and
how they produce results, and will provide an overall review of their capa-
bilities and relative limitations (data, representation, and structure).

In addition to analytical approaches (technologies and method-
ologies), this book will also cover the topic of information sharing. Law
enforcement agencies are always looking for better ways to conduct their
investigations. On TV, shows like CSI (Crime Scene Investigation) and
NCIS (Naval Criminal Investigative Service) depict elite teams of special
investigators quickly resolving cases by accessing different high-tech
resources to analyze the evidence. With a few clicks of a button, they
search through their data archives to find the smoking gun—case solved.
Traditionally, law enforcement agencies have not been as proficient with
advanced technologies and although intriguing, these TV shows do not
reflect what occurs in the mainstream community. This book will shed
light on the current state of affairs within law enforcement, as well as
within the intelligence and commercial communities.

A significant gap exists between local- and state-level investigative
efforts of counterdrug, financial crimes, terrorism, and fraud. While
sharing a common and collective goal of combating crime, there is cur-
rently little, if any, analytical collaboration and minimal data sharing
among state and local law enforcement agencies because each organiza-
tion operates independently. Although politics, jurisdictional boundaries,
and other factors all play into how much one agency is willing to support
the sharing of its resources, many agencies embrace the ability to make
effective use of their data resources. This book will address a number of
information-sharing issues and why no large-scale capabilities are cur-
rently deployed throughout the government. It will also review several
commercial efforts that have had limited success.

2 “Data Mining: Federal Efforts Cover a Wide Range of Uses,” U.S. Government Accountability
Office, GAO-04-548, May 2004, http://www.gao.gov/new.items/d04548.pdf.

3 “Data Mining: Agencies Have Taken Key Steps to Protect Privacy in Selected Efforts, but
Significant Compliance Issues Remain,” U.S. Government Accountability Office, GAO-05-866,
August 2005, http://www.gao.gov/new.items/d05866.pdf.

¢ “Data Mining Report,” Office of the Director of National Intelligence, February 15, 2008.
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In the rapid pace of our changing world, it is difficult to keep up-to-date
with industry trends in complex fields, such as data mining, text process-
ing, crime mapping, link analysis, and other forms of advanced analytics.
Many investigators are not adequately trained in the IT field—although
this is changing as more advanced training is being provided to investiga-
tors coming up through the ranks. To better foster cooperation and data
sharing among different agencies, and to alleviate the current noncol-
laborative investigative situation, fusion centers and programs have been
proposed, are under development, or are actively operating to address
these issues. This book will dedicate a fair amount of time to discussing
how current fusion centers are really being designed and will review their
Achilles’ heel in terms of being able to meet their stated objectives.

Currently, there is very little in published literature that truly defines
real-world systems, how they are deployed, and the positive and negative
aspects of their operations. Other books only briefly touch the surface of
what is possible, or potentially can be done, leaving the reader wondering
what the true status and capabilities are in today’s high-end analytical sys-
tems. Most importantly, this book provides a significant number of exam-
ples based on real-world data, systems, and operations. Specifically, the
analytical approaches presented throughout this book are heavily based
on graph theory (e.g., connect the dots) because it holds the most promise
for understanding large quantities of discrete-valued information.

The book is organized into three parts: Part 1 provides an overview of
the main topics involved with understanding the types of data that can be
used in current analytical and information-sharing systems. This section
covers the fundamental approaches to analyzing data and clearly delin-
eates how to connect the dots among different data elements. Part 2 is
exclusively focused on providing real-world examples of how data is used,
manipulated, integrated, and interpreted. All scenarios presented in this
section are derived from operational systems. Finally, Part 3 provides an
overview of many information-sharing systems, organizations, and task
forces as well as data interchange formats. It also discusses more ideal
information-sharing and analytical architectures for use across a broad
spectrum of applications.

Ifeel it is important to stress that the content, opinions, explanations,
discussions, and materials presented in this manuscript do not necessar-
ily reflect the official views of, or make endorsements for, any government
or private organization or product. The interpretations of the data, pat-
terns, and results presented herein are entirely based on my personal
observations and opinions and alternative interpretations are certainly
encouraged. Reasonable efforts have been made to present the material
in the most objective fashion possible; however, it is still derived from a
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subjective understanding and viewpoint. The accuracy of this content is
made according to the best materials publicly and readily available at the
time of research. There may be omissions or errors in the descriptions
of some systems, laws, or processes, but they do not materially affect the
concepts being conveyed to the readership. Additionally, this field is rap-
idly changing and new or updated statistics, numbers, or laws and regula-
tions may be introduced after the period of research and writing of this
book has been concluded; therefore all information should be revalidated
if it will be used for more in-depth discussion or related research.

XV
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PART ‘

INTERPRETING PATTERNS
AND ANALYTICAL
METHODOLOGIES

The goal of this section is to provide some fundamental insight into real-
world scenarios, issues, and problems commonly encountered with oper-
ational analytical environments. There are all sorts of definitions for the
intelligence production process, intelligence cycles, and intelligence anal-
ysis, along with a breadth of tools and technologies. There are programs
to access, sort, and filter data; systems to perform advanced analysis and
correlation; and packages that present, report on, and help disseminate the
information. Several integrated environments, using a cadre of technologies
to support the intelligence production cycle, have also been developed for
both government and commercial purposes. These environments increase
productivity by enabling faster processing and contextual analyses, which
are paying off by providing timely, accurate, and more detailed results.
When we discuss the intelligence production cycle, we are talking
about the process used to generate results for dissemination, which is
ultimately used to make actionable decisions (e.g., seize accounts, arrest
people, or even launch missiles). These results are derived from multiple
iterations of accessing, analyzing, and presenting information within these
environments. Typically, intelligence production begins with identifying
source data and creating a repository in which information can be struc-
tured, stored, and reviewed. Unfortunately, in many systems, the actual
analysis and reporting stages represent only a small fraction of the overall
effort and tend to occur at the end of a fairly comprehensive process.
Perhaps one of the most overlooked, and certainly one of the most
important dimensions associated with performing analysis, is the quality
of the data being processed. This is critical for highly discrete data values,
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such as names (people, organizations), addresses, identification numbers,
and incident details associated with fraud and criminal detection data sets.
In fact, many published reports estimate that the amount of time applied
to normalizing, formatting, and cleansing data in preparation for analysis
takes between 50 and 90 percent of the time applied to the overall process.
An overwhelming number of agencies and organizations have created
databases without giving the proper forethought to how the information
is eventually used. This directly impacts how the information is collected
and stored, and, ultimately, analyzed. Without the proper collection inter-
faces to enforce the recording of, say, a telephone number, there can be
many different formats presented. For example, 1-123-555-1212, 123-555-
1212, (123) 555-1212, and 1235551212 represent several variations of the
same number. The less consistent the collection method, the more post-
processing is required to ensure reliable and accurate analytics.

Once the inconsistencies, incompleteness, and quality issues are
addressed, the data can be analyzed to expose patterns and trends.
Interpreting the datarequires athorough understanding of the underlying
content, including its core representations, how it was collected, how it is
stored, and how it is accessed. Additionally, it requires an analytical per-
spective in terms of what questions can be answered from the data. Often,
knowing what questions to ask is half the battle in exposing new patterns
and trends. Important to note is the fact that each pattern can be bro-
ken down into its fundamental network structures, temporal sequences,
and/or geospatial relationships and interpreted in context (e.g., financial
crimes, point-of-sale fraud, embezzlement, etc.). Ultimately, there is little
difference between the types of patterns associated with different activi-
ties (e.g., money laundering versus insurance fraud) because there are
many similarities in their data structures and the primary differences
are often based on the interpretation of the results in the context of their
respective domains.

This section will review a number of data quality issues, including
value errors, missing data, bad structures, and uniqueness of specific data
types. It also introduces approaches to standardizing representations and
discusses entity resolution and anonymity techniques. The section then
goes on to present different types of patterns and their interpretations
(importance, reliability, and consistency), and then wraps up by presenting
scenarios based on real-world data sources and environments. The discus-
sions are based heavily on entity analytics and the use of network diagrams
to convey results and interpret data. Once a person has a good analyti-
cal foundation, it can easily be migrated between different industries and
domains, and, more importantly, used to expose new patterns and trends.
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Introduction

The information technology (IT) boom of the 1990s left many organizations
and companies awash in data. With the popularity of the Internet, data sets
were collected on virtually every topic, for every purpose, for every mouse
click, for every reason imaginable. Often, multiple databases or huge data
warehouses were built to store these immense quantities of data. Although
billions of dollars are spent every year to collect and store information, data
owners, paradoxically, often spend only pennies on analysis. What has
been missing from the IT landscape is a way in which all of the data can
be effectively analyzed—a way to connect the dots. Without a means to use
and understand the data that has been collected, the owners of the data
will never realize the potential benefits of these resources. This has already
been evidenced by the events of 9/11 and the government’s limited effort to
share, combine, analyze, and report on the pre- and postindicators.

Since the disastrous events of September 11, 2001, governments and
businesses around the world are operating in a state of heightened secu-
rity and awareness of the possibility of additional terrorist attacks. While
these unfortunate events changed our lives forever, they have also alerted
us to the dangers of fanatical individuals and groups who are willing to go
to any lengths and face any and all consequences for what they believe.
This situation has caused government agencies and corporations to focus
more seriously on issues of security, information sharing, and collaborative
analyses. These themes have been repeatedly emphasized by many top
officials in the world’s leading democratic governments and private indus-
tries because terrorism and similar threats? are an international concern.

In light of these and other events, it has become increasingly clear
that the intelligence community is not a collaborative set of organizations.
In fact, the reality is that there has been little sharing of intelligence infor-
mation between agencies. Had there been a more collaborative atmo-
sphere between intelligence agencies and better analytical systems in
place, some people would argue that September 11th might have been
avoided. This reality has caused the government to seek new tools and
techniques that allow faster, better, and more effective ways of under-
standing and analyzing data contained within home agencies as well as
data gathered and owned by other agencies.

Corporations are also operating on a heightened sense of awareness
of external and internal threats to their business. Critical areas of analysis,
like fraud detection in the banking, insurance, and healthcare industries,
must utilize better and more powerful systems to detect the anomalies

2 Including, for example, money laundering, narcotics trafficking, and serious fraud.
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and patterns contained in their data sources—that is, they must work
smarter. Other areas of analysis, such as understanding consumer spend-
ing patterns, are becoming increasingly important as firms attempt to
maximize revenues through targeted marketing and cross-selling while
minimizing click fraud and other detriments to their operations.

As companies become increasingly aware of their vulnerabilities,
they look for new ways to identify, quantify, and protect themselves from
the huge losses that fraud and security breaches can cause. Others want
to stay abreast or ahead of their competition in the marketplace by man-
aging their data more efficiently to identify improvements to their busi-
ness processes and activities. All of these scenarios and situations are
based on the ability to effectively access, integrate, and analyze data to
expose new patterns.

Sharing Data

Sharing data is not a new concept nor is it technically difficult. In fact,
the capabilities have been in place for quite some time. It is somewhat
ironic that freeware, such as Napster, Gnutella, Morpheus, BearShare,
and KaZaA, is readily downloadable from the Internet and allows millions
of people across the globe to share files, documents, pictures, videos,
and music with the click of a button, whereas the intelligence community
and law enforcement agencies have little capability or impetus to share
information. Many of the obstacles have to do with the limitations on the
application of the technologies required to facilitate the analyses, and
some can be attributed to politics, stovepipe systems, isolated processes,
or compartmented procedures (and related security) that dominate how
these organizations operate.

The analytical landscape has changed over the past decade.
Traditional approaches were focused on processing standardized reports
and fixed types of output where the interfaces were static and the queries
largely predetermined and unsophisticated. However, the amount of data
currently being generated by today’s systems far exceeds our capacity to
analyze it. Many organizations and agencies have been collecting data for
long periods of time and have built up vast databases, information stores,
and data warehouses.

The goal is to determine how to “connect the dots” in these data
repositories to discover the important patterns and relationships. Itis such
a simple concept—connect the dots. In fact, many children play this game
early in their development process as part of learning their ABCs and/or
numbers. Each correct connection between a set of points reveals more
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Figure 1.1 Connect the dofs.

of a hidden pattern. As long as the correct sequence of numbers or letters
is followed, the final diagram is eventually completed—exposing the “big
picture.” How hard can it be? See if you can figure out what is shown? in
Figure 1.1—start connecting the numbers followed by the letters.

As we have all heard from post-9/11 analyses, there were plenty of
indicators based on known processes or suspicious activities. For example,
we learned that if someone enters the country on a student visa, then
attends flight training for commercial aircraft, and has indirect linkages
to known terrorists, they are most likely a prime target for a follow-up
investigation. Connect the dots—the picture is clear, right?

3 http://lIsda.jsc.nasa.gov/docs/kids/shuttledot2.gif.
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Unfortunately, connecting the dots would indicate that we already
know the pattern and that it would be a simple matter of generating a
query to report on all known instances of the pattern. Suppose Figure 1.1
did not have any numbers or letters. Would the pattern still be recogniz-
able? Hindsight plays an important role in exposing certain previously
unknown patterns. Thus, we must constantly ask ourselves:

What does a terrorist look like?

What does a money launderer look like?
What does a criminal look like?

What does a fraudster look like?

Simply identifying the data to answer these questions can help
determine what “dots” need to be connected. Regrettably, for many orga-
nizations, it is not known what sources of data are even available, how to
combine those sources that are ultimately identified, or, fundamentally,
what patterns are of importance. Often, the data is not readily accessible,
is controlled by a different group, or does not contain the proper informa-
tion. So the question becomes: What is the sequence or order in which
the dots are connected and what happens when there are missing dots?

The templates (or rules) ultimately created to derive the answers
(e.g., connect the dots) will be based on known scenarios and can cer-
tainly be automated wherever possible. However, the real threat lies in the
“unknown.” Changes in the existing patterns or different approaches to
circumventing the systems will ultimately compromise the templates that
are in place. Instead of airline training, the subjects apply for commercial
driving licenses or explosive permits, purchase large storage containers,
or simply rent a truck. Will the existing templates flag these events? Will
the data be available? Will the analyst know what to look for?

It is critical that the analytical methodologies used in these types of
environments are flexible and adaptive to help find different variations in
the patterns of interest. Keep in mind that there are no right answers and
there are no wrong answers. Any templates defined to help expose prob-
able targets of interest should ultimately be reviewed by a human analyst
to determine if the template was properly applied, and most important,
to determine if there are any exceptions to the rule. The results must
always be verified and should never be determined 100 percent by com-
puter algorithms.

A good example of this occurred when developing a data-centric
application for the Department of the Treasury where a number of dif-
ferent data sources (over a dozen) were being integrated to target a par-
ticular area in the southeastern region of the United States for exposing
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noncompliant tax filers. Two of the primary data sources processed
exposed a “subject” as a well-qualified target, a high-value asset (i.e., a
residence worth over $1,000,000) with a low reported means of income
(i.e., less than $10,000).

In this case, the house was located in a very affluent suburb of Atlanta
and had a market value of more than $1.5 million (circa 1995). The subject
had a reported income of only $4,000. However, the system performed
according to expectations. Once the target was identified, special agents
performed a more thorough review of the data to confirm the circum-
stances of the pattern and quickly discovered additional “dimensions” to
it that were, as of yet, not factored into the discovery process. As it turns
out, the pattern was triggered by one of the children (junior) where the
income amount was the total interest reported from a savings account.
The father (senior), with the exact same name, had properly and correctly
reported an income required to afford and support the residence.

Inthis case, the rules were perfectly valid and exposed circumstances
that would normally result in an active investigation; however, there are
always exceptions to the rule(s), as this scenario showed.* One might
think one has defined a very good pattern (e.g., conditions), but until it
can be tested and confirmed using real-world data and circumstances, it
is just a concept that may never trigger, might trigger too often, or could,
indeed, be perfect. The due diligence naturally performed by the special
agents avoided a situation that could have gotten unpleasant, at best, and
provided valuable feedback in terms of how the pattern can be modified
to better reflect the reality of their operating environment.

Connect the Dots

State and local law enforcement agencies are always looking for a better
“mousetrap” to use in conducting their investigations. Often, a lone inves-
tigator tirelessly searches through the clues, putting all of the pieces
together to solve the crime. Each clue is critical in and of itself, but more
important is knowing how each applies to the overall case. Although data-
centric technologies have been deployed in a variety of law enforcement
agencies (LEAs) to help them better comprehend and understand their
case data, integrate datasets, and pursue leads, historically, LEAs have
not fully embraced® the use of advanced information and analytical tech-
nologies to help them understand and manage large quantities of data.

4 There are also, many times, exceptions to the exceptions.
5 Often citing budgetary limitations or the high cost of implementing analytical systems.
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Law enforcement is a unique challenge in the analytical world
because each organization operates independently while trying to achieve
a common and collective goal of combating crime. Although many issues
surround each agency’s willingness to support the sharing of their
resources, many desire additional capabilities to make more effective use
of their resources. Collaborative data sharing among different agencies
is an idea whose time has come and represents a win—win situation for all
involved. There are a growing number of programs, funding sources, and
mandated requirements that have targeted the incorporation of informa-
tion-sharing technologies into their underlying architectures.

The following example and related diagrams show how an investi-
gator might pursue a case where multiple sources of data are accessed
across a variety of different agencies. Usually, there is a known starting
point from a past crime, arrest, or some type of situation. This type of
investigation typically represents a “reactive” situation.

Reactive analyses are based on the preselection of an entity, such
as a person (as in this case), organization, account, location, shell casing,
DNA sample, or criminal event. The entity of interest is already known
and becomes the center, or focus, of the analysis. Ultimately, the goal
of a reactive analysis is to expand on the known network to find addi-
tional clues and leads where the investigator would look at all aspects
of the subject to determine other people who are related to him or her
through family, business dealings, criminal records, or any other source,
to show unusual connections or associations that might expose important
connections to other criminal activities. Indirect relationships, through
addresses, phone numbers, or vehicles, may also be pursued by the
investigator.

Following the path of connections, additional entities can be identi-
fied based on their connection(s) to the original entity. To maintain the
context of the analysis, any new entities then become the source for the
next level of inquiry. One of the most fitting technologies used by LEAs
and intelligence communities throughout the world is link analysis to
visually depict the entities and their connections. This technology helps
the investigator see the big picture and understand how the entities are
related, and helps to expose hidden relationships. As such, the majority
of the examples presented in this book are based on the representation,
presentation, and interpretation of network diagrams to exposed patterns
and trends.

The first source utilized in this example is based on criminal arrest
data, usually provided by the local police department. Police departments
have access to a number of different sources, including computer-aided
dispatch (CAD) systems, incident reports, record management systems
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(RMSs), prison records, and booking/arrest data, to name just a few.
Some of these systems are home-grown to meet the specific needs of the
organization while others are adapted from commercial software pack-
ages. Often, there is no consistency among the sources, the values repre-
sented, or their internal structures.

The investigation starts off where a subject® with the name “Brad Q.
Billings” has been causing some problems around town and is currently
under suspicion for a number of narcotics-related incidents including
burglary, assault, and the intent to distribute methamphetamines. The
entity shown in Figure 1.2 is depicted with a specific date of birth used
to help distinguish him from other people with similar names. Any other
supporting information, such as physical data (e.g., height, weight, hair
color, etc.), scars/tattoos, known aliases, are represented as descriptive
“attributes” of the entity and can be viewed’ through other reporting and
detailing mechanisms.

Keep in mind that many organizations and agencies that collect
information often do not fully understand how the data will be used or
analyzed. The real challenge is in improving the accuracy of the data
through better collection and representation methods. In this case, the
only uniquely identifying information is the combination of the name and
date of birth. For local or regional analytics, this may not cause too much
concern; yet, nationally, there may be multiple people with the same name
and birth date. While all facets should be considered when reviewing sus-
pect information, investigators also don’t want to exclude a potential can-
didate because of missing information.

Continuing with the example, Figure 1.3 shows the first level of con-
nections, revealing that the subject has relationships with a variety of

6 As with all examples throughout this book, all names, addresses, and numbers have been made
up and do not reflect any ongoing investigations nor intentionally reflect any real-world entities.
This example represents a fictitious investigation and does not reflect or detail many of the
interim steps required for accessing the data.

7 Different commercial tools in the marketplace support different methods for performing a drill-
down on any displayed entities or objects.
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Figure 1.3 First level of connections.

different objects, including a criminal organization called the “Badguys
Gang.” There is also a criminal file (represented by the folder icon)
that contains all of the details, dates, times, locations, and descriptions
associated with the case. Additionally, the subject’s driver’s license,
Social Security number (SSN), phone number, and last known address
are depicted in this diagram.

Additional searches to try and identify any associates, gang mem-
bers, or family members living at the same address come up negative
from the criminal database. Thus, there is no other information in this
particular source that will further extend the network. However, because
this agency has access to other sources of data, the investigator cross-
references all of the information with another online source. In this exam-
ple, the phones, ID numbers, and addresses are checked against a federal
database containing Suspicious Activity Reports (SARs) filed by banks,
financial institutions, casinos, and money service businesses (MSBs—
see sidebar) throughout the United States.
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Money Service Business

On January 1, 2002, as part of the changes enacted by the U.S. Patriot Act,
requirements went into effect for MSBs to submit SARs. According to the U.S.
Department of the Treasury, an MSB is defined as a money transmitter or
issuer, or seller or redeemer of money orders or traveler’s checks, which also
includes the U.S. Postal Service. MSBs are required to report suspicious activ-
ity within 30 days by filing the SAR-MSB Form when a transaction (or series
of transactions) exceeds, $2,000 and is believed to be derived from illegal
activity, serves no business or apparent lawful purpose, or is attempting to
evade any requirements of the Bank Secrecy Act (BSA).

The basic business process of MSBs is to transfer money within a net-
work of authorized agents. There is always a sender and a receiver of the
money, and reviewing the flow of money between the actual participants
(i.e., the subjects) in the network is the basis for performing money-laundering
investigations. However, it is also a duty of the MSB to monitor the individual
agents fo ensure they remain compliant with their reporting requirements and
are not trying to circumvent any controls within the system. At the end of 2007,
there were a little over 38,000 registered MSBs® within the United States.

8 Estimates suggest that fewer than 20 percent of MSBs are registered with FinCEN; from 2007
National Money Laundering Strategy.

Figure 1.4 shows that a match was made in the SAR database on the
driver’s license number. As it turns out, our suspect was involved in three
separate suspicious financial transactions where the driver’s license num-
ber was listed along with a different Social Security number that was off
by one digit, a different phone number, and an address that appears to
match the first address (Street = St.). Interestingly, our suspect also listed
a different date of birth during these transactions, resulting in a new icon
depicting the differences.

The thicker linkages indicate that the same driver’s license, Social
Security number, address, and telephone were all used for each of the
three suspicious transactions. Thus, the investigator has a high degree
of confidence that he or she is still targeting the same suspect from
the criminal investigation. Of further interest is that all of the transac-
tions occurred on the same account.’ This entity becomes the focus

9 Technically, SAR-MSB forms to not utilize account information.
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Figure 1.4 Money transfers related to subject.

of the next inquiry: To check for any wire transfers made against that
account.

Figure 1.5 shows that there were six transactions (wires) on this
account. Each wire was a deposit for an amount less than $10,000. A quick
review of the transfer dates showed that they occurred within a few weeks
of one another. Most likely, a counterpart (e.g., another gang member) in
a different city wired the proceeds of criminal activity, such as narcotics
trafficking, prostitution, or extortion, to the account maintained by our
suspect.

The bank became suspicious of these wire transfers and filed SARs
on the suspect when he came to withdraw the money from this account.
From this information, the investigator concludes that the money is most
likely being used to fund the operations of the criminal organization (the
Badguys Gang). With all of the detail being shown, this diagram is getting
fairly complex. Some cleanup is performed by merging together similar
entities and collapsing the transactions into a composite representation.
The results are presented in Figure 1.6.



DATA MINING FOR INTELLIGENCE

S
S

: : 07/12/2005

= 123 Main St. $8,500

Tampa, FL 33637 .

123-45-6789 e pr

== 07/21/2005
~
FL-087654321 123-44-6789 $9,500

6D

i 09/15/2005
Tampa, FL 33657 $25,000 0712612005
illi illi o, 2

Eilifgé Bglrl:dgs R 000111222333

05/01/1972 01/01/1972 "= ik
Badguys Gang 09/28/2005 08/02/2005

= $35,000 $9.700

03/20/2006 @ g

Organized Crime =
10/21/2005 8/09/2005

Ig $15,000 $8,200
et
(813) 999-0000 [E =

(813) 000-9999 08/20/2005
$9,100

Figure 1.5 Suspect’s account receives wire transfers.

e [

FL-987654321 123-44-6789

123 Main Street

07/12/2005
Tampa, FL 33637

08/20/2005
Total = $53,000

000111222333

09/15/2005
Billings 10/21/2005

Badguys Gang Brad Total = $75,000
05/01/1972
1’”’
5
03/20/2006
Organized Crime

[f=] [

(813) 999-0000  (813) 000-9999

Figure 1.6 Cleaned-up interim network diagram.



OVERVIEW

aEs E =il
=A==

FL-987654321 123-44-6789

\-:—l-v-ﬂ

07/12/2005
08/20/2005

123 Main Street
Tampa, FL 33637

258 —— Total = $53,000
09/15/2005 000111222333
Billings 10/21/2005

Brad Total = $75,000

05/01/1972

(813) 000-4444

Badguys Gang

03/20/2006
Organized Crime

iy

(813) 000-3333 (813) 000-5555

(813) 999-0000  (813) 000-9999

=,

(813) 000-2222 (813) 000-6666

Figure 1.7 Telephone toll calls.

With no additional suspects at this time, the investigator opts to
search some other sources that relate to the criminal case associated
with the suspect. At this point in the investigation, the focus turns to the
telephone numbers!? associated with the subject.

Figure 1.7 shows that there are several different phone numbers that
are indirectly connected to our suspect’s phone. In this case, the thicker
linkages indicate more frequent communication (i.e., more phone calls)
between the two numbers. Often in the narcotics trade, trust relationships
are built up between the different players, promoting frequent commu-
nications regarding product and payment. Although phone numbers are
commonly discarded to help avoid being tracked, our current suspect has
used his number exclusively to call a “lieutenant” in the gang to coordinate
their activities.

10 Often during investigations, pen registers and trap/trace devices are used to record the numbers
dialed to/from a phone. Additionally, the phone companies maintain very accurate call records
that can be obtained through court orders. Ultimately an investigator can obtain Title III phone
intercepts to listen to the actual calls once there is enough justification and a court order signed
by a judge to warrant this type of approach. An interesting note about Title IIIs is that there are
privileged conversations that are excluded from monitoring, such as those between the attorney
and client, husband and wife, priest and penitent, and doctor and patient, unless the privilege
has been waived or there are discussions regarding criminal activities.

15
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The network of phone calls expands for three levels. Each new phone
number will have to be individually verified to determine the subscriber
and their role in the gang (if any) or other related entity. Using this type
of representation, the investigator gets an understanding of how a phone
interacts with other phones. What it does not tell the investigator is the
pattern of interaction among the phones. Generally, there will be some
type of temporal component (i.e., time and date) associated with the event
(e.g., the phone call) that can be used to establish a pattern.

When detecting temporal behaviors, one must reflect on the type of
data that is available for supporting such patterns. Typically, we think of
“transactional” data as events, such as financial deposits and withdrawals,
border crossings, credit card purchases, travel events, terrorist actions,
narcotics dealing, and, of course, telephone tolls. The common thread
between all transactions is that they support a time/date characteristic.
A single transaction is usually not significant. However, when all transac-
tions for a specific type of data (e.g., a phone number, a credit card, an
account) are viewed collectively, we can infer behavior based on how the
transactions occurred. Viewing transactions in the context of other trans-
actions can lead to some very interesting results.

The patterns exposed through a temporal analysis will show when
the phone calls tend to occur. Examples would include absolute temporal
references (e.g., every Tuesday between 2:00 and 3:00 p.m.) and sequen-
tial temporal references (e.g., phone X calls phone Y only after a call from
phone Z). In this example, the investigator is interested only in exposing
additional subjects and, therefore, is concerned only with how the phones
connect with one another.

The focus of this investigation, targeting additional suspects, can
be achieved by checking local Department of Motor Vehicles (DMV)
records. Because the phone data contains the addresses of the subscrib-
ers, the investigator can cross-reference the addresses to vehicles (identi-
fied by vehicle identification numbers or VINs). Figure 1.8 shows how the
data might be presented for one of the phone entities.

This investigation reveals an additional subject. The ultimate goal of
the investigator is to connect the dots to expose as many potential targets
as possible, and then select the most “well-qualified target” for additional
review and follow up. This process can continue for as long as there are
data sources available to query. Each time a new entity appears within the
display, any of the prior sources can, and should, be requeried to deter-
mine if the entity has other connections. Figure 1.9 illustrates the concept
of cross-referencing among different sources.

As shown in the diagram, the investigation starts in Source A with
a specific target, Al, who is shown connected (1) to another suspect, A2.
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A search of both Al and A2 within Source B, as referenced by (2), shows
a match for A2. Expanding the network (3) shows that A2 and B1 are con-
nected and B1 is further connected (4) to B2. Both B1 and B2 can then
be searched back in Source A, as presented by (5), where B2 is matched.
Further expansion (6) shows that B2 and A3 are connected. Therefore,
indirectly A1, A2, and A3 in Source A are all related, but only with infor-
mation supplied by Source B. These types of cross-references have proven
to be invaluable and help to expose larger and more complex criminal
patterns.

State and local agencies can provide a wide range of data—from
real property and utility records to driver’s licenses and criminal arrests.
The volumes of data maintained by state and local governments provide
more detail (resolution) on individuals to help round out data collected at
the federal level. Furthermore, commercial information providers (e.g.,
subscription services) are also invaluable resources in providing timely
access across a large number of different sources, although many have
been slow in offering a real-time batch query capability (e.g., a type of
proactive search). Other private sources of data, including rental car com-
panies, commercial airlines, and banks, can also be used to gain a better
understanding of certain subjects.

Analytical Versus Referential Data

As seen in the previous example, five sources of data were effectively
combined to expose important patterns of interest and help connect the
dots. The sources used in this example represented “analytical data” such
that, individually, they could all be analyzed independently of one another
because each has its own patterns and trends. However, there are sources
of data used to supplement the analysis that are defined as “referential,”
meaning they contain no analytical value, only supplemental information
with respect to the analytical sources.

A referential source is used almost exclusively to determine if spe-
cific characteristics exist for certain entities and usually does not support
the ability to expose interesting relationships or networks of value. Time
permitting, referential sources are often included as additional datasets
that are typically accessed in a passive fashion when the investigator pre-
views the data. For example, if any of the people in the prior example were
wanted on outstanding warrants, they could be flagged with a special icon
indicating a prior murder, narcotics conviction, or money-laundering indict-
ment. The importance of this fact would be shown graphically because the
checks were made automatically in the background by the system.
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For example, one federal agency maintains a database of all inves-
tigations conducted on various financial crimes and money-laundering
operations. The primary reference for pulling case files from this system
is a document control number, which is associated with each financial
transaction housed in their primary analytical databases. Every case in
this database of approximately 100,000 entries consists of one or more
unique document control numbers that can be matched against the main
data source comprising more than 200,000,000 records. The control
number defines the original source, the date of the filing, and a unique
sequence number. As an analyst reviews the 200,000,000 records, and
finds a match in the case database, the case reference is added to the
transaction as a special attribute and its image is overridden with a spe-
cial icon (as shown in Figure 1.10), giving the analyst a quick visual clue
that his or her current analytical data contains information that has been
worked in a prior case. This helps maximize the analyst’s time because
he or she doesn’t need to pursue leads that have already been worked in
another investigation.

In another example, the reference source is the Social Security Death
Master (SSDM) Index, which is acquired from the U.S. government—
interestingly, from the Department of Commerce. This source contains
more than 80,000,000 records of people who are deceased and have
received a death benefit from the government.!! The record format is fairly

y L .
el 123456 “rred

789012

/ Case Match

; & 678901
456789 @f

567890

Figure 1.10 Case information reference.

11 A one-time Lump Sum Death Benefit payment of $255 is payable to the surviving spouse if he or
she was living with the beneficiary at the time of death.
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Death
Mster Match

Address SSN

ID Number

Phone

Figure 1.11 Death master reference.

basic and contains the SSN, last/first/middle name, date of birth, date of
death, and region of death. For any database utilizing an SSN, the SSDM
can be checked for anyone conducting, say, financial transactions with the
SSN of a deceased person. If a match is found, the icon for the SSN (as
shown in Figure 1.11) can be changed to reflect this fact and the analyst
can investigate further.

In this next example, a particular State Attorney General’s office
annually subpoenas all of the public pay phones within the state to obtain
phone numbers, operating organizations, and physical locations. This
database contains more than 45,000 entries'? and is used as a reference
source to determine if people have listed pay phones as either their home
or work phone number when, say, conducting financial transactions, pro-
viding criminal arrest data, or applying for welfare/food stamps. When
a match is encountered in the pay phone reference database, the icon is
changed (as shown in Figure 1.12) to reflect this fact and the investigator
then has a well-qualified target to pursue.

Another important referential data check is categorized under “watch
lists.” There are several different watch lists for various industries, coun-
tries, and agencies for a wide number of reasons. A watch list simply flags
an entity that has a characteristic considered important. Watch lists can be
applied to virtually anything, including account numbers, such as stolen
credit cards, stock symbols considered to be hot picks, countries/regions
with a high incidence of malaria, or products that have been flagged for
recall. One of the more widely recognized watch lists has traditionally

12 Once common on every street corner, the number of public pay phones is declining and ultimately
becoming obsolete due to the wide utilization of cell phones.
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Pay
Phone Match

Phone

Figure 1.12  Public pay phone reference.
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Subject

Figure 1.13  Waich list reference.

been the FBI's 10 Most Wanted Fugitives list, originally established in
1950. However, post-9/11, the most active watch lists focus on terrorists
and people with ties to terrorism. Figure 1.13 shows a diagram where a
person’s icon has been changed because a name match was found in a
watch list reference source.

The following list represents some of the published watch lists, avail-
able in the public domain, that include terrorists, criminals, and sanctioned
entities such as people and organizations. This list should not be considered
in any way complete, and it should be noted that these sources are constantly
changing, meaning that the references may become invalid over time or
be decommissioned, and/or new lists may be added. There are also com-
mercial companies that offer subscription services for identifying Politically
Exposed/Influenced Persons (PEP/PIPs), who are classified as senior
members and officials from foreign government organizations and political
parties along with their immediate family members and close associates.
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Treasury’s Office of Foreign Assets Control (OFAC)
Specially Designated Nationals (SDN)

http://www.treas.gov/offices/enforcement/ofac/sdn/index.
html

Department of State
Terrorist Exclusion List:
http://www.state.gov/s/ct/rls/fs/2004/32678.htm
Debarred Parties
http://www.pmddtc.state.gov/debar059.htm

United Nations
The Consolidated List of The Security Council’s Al-Qaida/Taliban
Sanctions Committee:
http://www.un.org/sc/committeees/1267/consolist.shtml

Australian Department of Foreign Affairs and Trade (DFAT)
The Consolidated List:
http://www.dfat.gov/au/icat/regulation8_consolidated.xls

Bank of England (HM Treasury)
Consolidated List
http://documents.treasury.gov.uk/financialsanctions/sanc-
tionsconlist.txt

Bureau of Industry and Security, U.S. Department of
Commerce
Denied Persons List
http://www.bis.doc.gov/dpl/dpl.txt
Unverified List
http://www.bis.doc.gov/enforcement/unverified_parties.html

EAR License Requirements
http://www.access.gpo.gov/bis/ear/txt/744spir.txt

Office of the Superintendent of Financial Institutions (OSFI)
Canada
Consolidated List
http://www.osfi-bsif.gc.ca/app/DocRepository/1/eng/
issues/terrorism/entstld_e.txt

European Commission
Consolidated List
http://ec.europa.eu/external_relations/cfsp/sanctions/list/
versiond/global/e_ctlview.html
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Federal Bureau of Investigations
Top Ten Most Wanted Fugitives
http://www.fbi.gov/wanted/topten/fugitives/fugitives.htm
War on Terrorism
http://www.fbi.gov/terrorinfo/terrorismsi.htm
Crime Alerts
http://www.fbi.gov/wanted/alert/alert.htm

Hong Kong Monetary Authority List
United Nations Sanctions Ordinance
http://www.info.gov/hk/hkma/eng/guide/circu_date/
attach/20050506ela.doc

Interpol
Most Wanted
http://www.interpol.int/Public/ Wanted/Search/Recent.asp

World Bank
Ineligible Firms
http://www.worldbank.org/debarr

U.S. Marshals Service
Top 15 Most Wanted
http://www.usmarshals.gov/investigations/most_wanted/
index.html
Major Fugitive Cases
http://www.usmarshals.gov/investigations/major_cases/
index.html

U.S. Drug Enforcement Administration
Major International Fugitives
http://www.usdoj.gov/dea/fugitives/internl/internllist.htm
Most Wanted Fugitives
http://www.usdoj.gov/dea/fugitives/fuglist.htm

Immigration and Customs Enforcement
Most Wanted
http://www.ice.gov/pi/investigations/wanted /fugitives.htm

U.S. Postal Inspection Service
Most Wanted
http://www.usps.com/postalinspectors/wanted/wantmenu.
htm

23
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U.S. Secret Service
Most Wanted
http://www.ustreas.gov/usss/mostwanted.shtml

Bureau of Alcohol, Tobacco, Firearms, and Explosives
Most Wanted
http://www.atf.treas.gov/wanted/index.htm

Air Force Office of Special Investigations
Wanted Fugitives
http://www.osi.andrews.af.mil/library/fugitives/index.asp

Naval Criminal Investigation Service
Wanted Fugitives
http://www.ncis.navy.mil/wanted.asp

Royal Canadian Mounted Police (RCMP)
Wanted Persons
http://www.rcmp-grc.gc.ca/wanted/index_e.htm

As the list demonstrates, there are numerous watch lists that can be
incorporatedinto any system for virtually any type of analysis. Unfortunately,
referential sources based solely on people’s names are fraught with poten-
tial problems including inaccurate and incomplete data that can result in a
number of false-positive matches. For example, using the OFAC SDN (ref-
erenced in the watch list table), the following record appears for a man
named Cesar Lopez:

LOPEZ, Cesar (a.k.a. ARROYAVE RUIZ, Elkin Alberto), Carrera
9 No. 71D-10, Cali, Colombia; DOB 3 Sep 1968; POB Caucasia,
Antioquia, Colombia; Cedula No. 4652820 (Colombia) (individual)
[SDNTK]

Based on the information provided, this Colombian national is approxi-
mately 40 years of age and can be uniquely defined by his Cedula number
(a national identification similar to a Social Security number). However,
this name is fairly common and can be found throughout the United States,
Central America, and South America. In fact, a quick check of the white
pages!® at the beginning of 2008 shows that there are several states where
multiple people have the name Cesar Lopez, as shown in the following
table:

13 http://www.whitepages.com.
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Count State
25 New Jersey
36 llinois
41 New York
56 Florida
156 Texas
268 California

This makes it difficult to rely purely on a matched name, although some-
times it is the only data provided and, therefore, represents the lowest com-
mon denominator from which to perform referential matching. Additionally,
the name may not be a 100 percent match and often a degree of closeness must
be factored into these processes. These topics will be covered more in-depth
in Chapter 2, as related to uniqueness and entity resolution techniques.

Considering all of these facets collectively can add a lot of value to
the information. Figure 1.14 presents a diagram that is somewhat generic,
shows some basic connections as well as a few indirect associations, and
overall represents a vanilla network without too much fanfare.

Adding just the referential checks previously discussed, Figure 1.15
depicts a much more interesting and actionable network: Our main sub-
ject has been involved in a prior case, the primary phone is a pay phone
located at the corner convenience store, one of the subjects is using a
dead person’s SSN number, and a subject matching a name on the terror-
ist watch list is involved in a majority of the defined events. Needless to
say, this additional information spices up the analysis considerably and
adds tremendous value to the overall analytics. What might have been dis-
counted as an uninteresting network using just the analytical data became
a high-priority investigation after the referential data was added.

Information Sharing

In the post-9/11 era, many organizations have expressed the need to share
data in order to “connect the dots” to see the bigger picture. A number of
systems, networks, and approaches have been deployed to help provide
this capability to the community. Until now, the progress has been some-
what limited and in the years that have passed, many agencies are still not
actively sharing information.

Avariety of different approaches have been proposed to address this
problem, including one highly publicized project by the U.S. government
that aimed to “copy” information from virtually every law and government

25



INTELLIGENCE

DATA MINING FOR

JuaAg

JusAg

wafqng

SSIpp

123(qng

309[qng

A

SSaIppY
W=
N NET

109lqng
S A

100(qng
o A

"ojop [PoUA|DUD Ajuo Buimoys yiomieN  1°| 4By

3lqng

309[qng

Sy A

309[qng

7

auoyqg

o)
e
e

N

juaAg

SSaIPPY
W=
N N

auoyq 103(qng

-
So= S A
nen

iy

193(qng

A

109lqng
e A

26



OVERVIEW

‘Dpp |pPlHUSIS)BI YIIM PIDJIBAO JIOMIBN Q1] 0.—:0_"_

YoTRIAl ISIT YIRA
JuaAg q
100(qng

— 54

SSaIPPY

303(qng,
109lqng o
X = 0lqng
= walqng A
$S2IppY ..Iml ~ =
} ﬁ‘ 100(qng

e

4

1093[qn: ——
YRR Yresq 1S -

-

N\
P 4
% dh

suoyJ Aeq

27



DATA MINING FOR INTELLIGENCE

28

Figure 1.16 Large, centralized data warehouse.

agency into a behemoth, nationwide data warehouse where it would be
analyzed by experts and properly disseminated through appropriate
channels. The concept is fairly straightforward—to bring it all together
in one place where it could be collectively analyzed. This approach pres-
ents many technical challenges that must be overcome, including data
aggregation, scalability, security, sheer physical storage of the masses
of information, and issues associated with control and accountability—
not to mention the timeliness with which the data is updated and that it
tends to flow in only one direction. Overall, it represents an overcompli-
cated, outdated, and expensive proposition that does not scale very well.
Figure 1.16 provides an abstraction of this type of approach.

Analysts operating throughout many government organizations that are
chartered with analyzing data routinely print out all of the reports and filings
in hard-copy format and then laboriously read through each one to determine
if additional investigation and analysis should be considered. There are more
modern methods to quickly address and better deal with this task. Not utiliz-
ing automated methods is a fundamental flaw in this process that not only
reduces the volume of data that can be analyzed, but involves more resources
than is necessary, hinders information sharing, and—most importantly—
severely limits the scope of the investigations that can be pursued.

Large budgets and discretionary funds are used to create custom-
ized, home-grown systems that are neither scalable nor adaptive and most
likely will not meet the current or future needs of their creators. Sadly,
most customized systems are reinventing the wheel each time and they
quickly become legacy systems before the project period of performance
ends. Large system integrators have their talents, but are not necessarily
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the best choice for achieving the “right” system due to the fundamental
conflict of interest (COI) of being paid for delivering services and person-
nel, rather than reliable, robust, and operational systems that take mini-
mal tuning and resources to operate.

There are no standard collection methods, no predefined database
schemas, no analytical products, and no reporting capabilities that are con-
figured, documented, and accepted globally in the community.* Additionally,
there are no consolidated watch lists, no common patterns, and no accepted
reporting formats shared across different agencies or countries for that mat-
ter. There has been little investment made by the community in the creation
of a framework that can be deployed throughout the nation, much less the
world, to better address this complex and comprehensive undertaking.

What happens when hundreds or thousands of data sources can be
accessed and queried simultaneously? A different approach and method-
ology are required to provide members within a community the means to
easily share their information without the headache or overhead associ-
ated with a massive data warehouse. A distributed architecture, similar to
the peer-to-peer systems mentioned previously, can be used to allow orga-
nizations to selectively and securely share data with others. Figure 1.17
presents a simplified view of this concept.

In a distributed model, information (databases, documents, etc.) can
stay in its current location, eliminating the need to copy to new locations
for the sake of “integration.” This approach has generally been termed a
“virtual data warehouse” and provides a commonsense approach to data

Remote
Sources

Internet/
Network

Figure 1.17 Distributed framework.

14 Several recent frameworks are presented in chapters 8 and 9, including GJXDM, NIEM, R-DEx,
and N-DEx.
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sharing that can be implemented on a very large scale, connecting hun-
dreds or thousands of data sources. This distributed system approach has
many advantages over its conventional counterpart, including security,
real-time access, and robustness.

e Security: Consider access control with regard to data sharing.
In part, this means keeping data safe from unauthorized access,
and regulating that access to appropriate segments of information
depending on the user. For instance, organization “X” may have
10 databases and 2 million documents it wants to make available
to its own local users and several external organizations with their
own groups of users. Further, some of these databases are sensi-
tive within organization “X” such that only a small group of users
can see them. A granular security model is needed that enforces
the permissions for each data source. Additionally, the security
model itself must also support a distributed approach where orga-
nization “X” can delegate some authority for sharing its data to
administrators in remote organizations whom they trust to apply
appropriate permissions to their users.

¢ Real-Time Access: The nature of a distributed system lends
itself to real-time information access. Consider a data warehouse
approach where information from many sources must be copied
into a centralized warehouse. Depending on the methods used,
each of these sources may be copied at various intervals ranging
from hours to days to weeks. In contrast, the distributed model
doesn’t need to copy data because it connects to the “live” data
providing real-time, peer-to-peer data sharing. If any of these
services worked off of a static, clumsy, centralized data reposi-
tory, the service would not be dynamic or very useful to many
users.

¢ Robustness: Consider a system where data from 50 sites around
the nation is copied to a single location, then searched and ana-
lyzed remotely by users from those same 50 sites. What happens
if that single location becomes unavailable? Potentially, hundreds
or thousands of users will be offline because that single location
is a single point of failure. Now, consider that same data in the
same 50 locations where instead of copying data, each of the 50
locations offered a data-sharing hub that enabled secure sharing
to both local users and each of 49 affiliate locations. This model
is much more robust because there is no single point of failure for
the entire system. Moreover, the entire system of 50 locations is
real-time and each location retains full control over the dissemina-
tion of their data.

30
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Additionally, using a traditional data warehouse approach requires
that the format of the data be changed into a single composite representa-
tion. This makes users subject to the decisions made by a remote party,
which may not reflect their particular needs. In a distributed approach,
each format remains intact while utilizing access and transformation fea-
tures to add value to the end results.

In a distributed environment, each server can broker a search or
other request on behalf of an authenticated user to another server in an
affiliate organization. Information sent between servers can be encrypted
and sent via standard Internet protocols'® in order to help traverse firewalls
that exist between different locations. This means that users in one loca-
tion will be able to search for and analyze data that physically resides in
multiple locations. This type of integrated technology is unprecedented
and considered mandatory in the next-generation analytical systems.

Although agencies have shared data using other types of remote data
access including terminal emulations, Web portals, or specialized applica-
tions/protocols, the use of a real-time, distributed approach for creating a vir-
tual data warehouse is a somewhat novel approach for government and law
enforcement organizations. The owners of the data control who is allowed
to access it and how much they are allowed to see for any given request.
Requests are made from a network of distributed servers that are respon-
sible for the authentication, security, and load balancing of the system. This
approach allows for n-way sharing of data where any number of agencies
can share data thereby allowing for data producers, consumers, or both.

The following topics should be considered when sharing data:

Avoid the creation of a centralized warehouse: Consolidating
data can be expensive and time consuming. Using a virtual
warehouse through a distributed data-sharing model provides a
more flexible, adaptable, and scalable system.

Utilize existing data formats and layouts: Systems should be
capable of mapping to the existing database schemas and formats.
Very little, if any, preprocessing of the data should be required to
prepare data for sharing.

Automate accounting: Systems should have a strong accounting
model such that all data requests are logged into a separate data
repository that can be reviewed and reported on for security, case
support, or deconfliction. Accounting must be enabled at each
source/site by the owner of the data.

Manage the volume and detail returned: Reasonable limitations
should be placed on the amount and type of information returned

15 For example, HTTP, SOAP, and XML.
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by each query to avoid overburdening resources and limit abuse.
Pointer indexes should be used when sensitive data can’t be
generically shared.

Control access: System access should always be controlled by the
owner of the data. Those sites that post a source of data should
remain in total control over who gains access, the type of access,
and the volume of data returned.

As agencies start to reap the benefits of sharing data, they can also
expect the quality of the results, analyses, and reports to improve dramat-
ically. The costs associated with many types of operations can be reduced
because the manpower required to access and collect the information can
be minimized. Additionally, duplication of efforts, such as hosting the
same sources, performing the same analytics, and generating the same
reports, can be curtailed thereby freeing up more resources to perform
other work. The ROI (return on investment) for information sharing is
immediate, significant, and measurable.

Conclusion

The analytical community is changing every day. New methods,
approaches, and technologies are being applied to help improve how data
is accessed, combined, analyzed, and reported. This is a never-ending
and constantly changing paradigm where new techniques and methods
must be developed to keep pace with the threats that emerge every day.
Terrorism has changed how governments and businesses operate, and
our adversaries are constantly changing how they will plan and execute
the next attack. Information sharing is key to facilitating better analytics.
Over the next decade, there will be massive efforts to clean up, standard-
ize, and share data. Already in the works is the creation of fusion systems,
analytical centers, information standards, and collaborative task forces—
all designed to connect the dots.

The next several chapters present a wide range of concepts with a
heavy focus on analytical methodologies. Some of the topics discussed
may seem trivial; however, when applied to real-world operational systems,
they have a significant impact on the quality of the analyses performed,
which directly impacts the type of patterns exposed. There is a lot of food
for thought in the cases, examples, and materials presented. Next time
you are boarding a plane, investing in the stock market, or purchasing
items online, remember that the event or transaction is only as safe and
secure as the analysts (and systems) identifying patterns can make it.
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Introduction

Computer processors are faster than ever, storage is fairly cheap, network
bandwidth is continually expanding, and information technologies are
capable of integrating massive amounts of data. With all of these high-end
systems and capabilities, there is still a limitation on performing effective
analytics and much of this has to do with the quality of the data collected
throughout the years. The real challenge lies in improving the accuracy
of the data through better collection and representation methods. Only
when this problem is appropriately addressed can one realistically expect
to see improvement in the detection and analytics of fraud, terrorism,
money laundering, and other critical areas.

One high-profile situation emphasizes this point. It was reported?
that Senator Edward Kennedy (Massachusetts) was stopped while board-
ing airline flights on five different occasions because his name matched
an entry on a government no-fly list. Additionally, Congressman John
Lewis (Georgia) claims he was required to submit to additional security
checks because his name also matched one on a watch list. In both cases,
the data processed by these systems represented only a limited portion of
what was necessary to properly perform an appropriate match. Ultimately
the situations were resolved, but only after direct intervention from top-
ranking officials at the Department of Homeland Security (DHS).

In another case,? Sister McPhee, a 62-year-old nun and education
advocate for the Catholic Church was repeatedly stopped over a nine-
month period (starting in 2003) because her last name matched that of
an Afghani man using McPhee as an alias, with supposedly no first name
for this man. There are even reports of infants and toddlers being stopped
from boarding planes because their names positively matched one on a
watch list. A little common sense, or better oversight, would resolve these
types of situations. According to reports,® the “Transportation Security
Administration, which administers the lists, instructs airlines not to deny
boarding to children under 12 years of age—or select them for extra
security checks—even if their names match those on a list.”

Obviously, the quality of data in terms of consistency, correctness,
and precision impacts the accuracy and reliability of analytical and moni-
toring systems. In the financial industry, simple mistakes, such as spell-
ing errors, phonetic interpretations, or abbreviations, account for a large

1 Rachel Swarns, “Senator? Terrorist? A Watch List Stops Kennedy at Airport,” The New York Times,
August 20, 2004, http://www.nytimes.com/2004/08/20/national/20flight.html.

2 Ryan Singel, “Nun Terrorized by Terror Watch,” Wired, September 26, 2005, http://www.wired.
com/politics/security/news/2005/09/68973.

3 Leslie Miller, “No-Fly List Grounds Some Unusual Young Suspects: Similarly-Named Babies
Were Barred. Associated Press, August 16, 2005, http://www.boston.com/news/nation/
articles/2005/08/16/no_fly_list_grounds_some_unusual_young_suspects/.
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amount of the inconsistent data recorded. In one financial database ana-
lyzed, a large West Coast city was entered with 13 different spellings, a
venerable bank had 18 unique name variations, and the number of permu-
tations for certain industry occupations (e.g., chef, cook, waiter, worker
at a restaurant, etc.) were almost unmanageable. Also, under certain cir-
cumstances, people will not be entirely truthful with their information
while others will outright lie or intentionally misrepresent themselves to
a financial institution. The quality of this data directly impacts the types
of analyses that are conducted and ultimately the value of results.

The old adage “garbage in, garbage out” continues to ring true.
Therefore, whenever possible practitioners should evaluate and change the
collection process to minimize errors or inconsistencies, thus better facilitat-
ing the analytics that will be performed. The quality of the data will forever
play a critical role within the analytical and investigative communities.

Value Errors

Errors and inconsistencies in the data are most often seen as the result
of typos, misspellings, or abbreviations in the data. Generally, without
strong validation controls (e.g., lookup tables, entry masks, etc.), and
especially when data can be entered in a free-form format, there will be
problems with the quality of the data. Additionally, in adversarial collec-
tions (e.g., money laundering, terrorism, fraud) there is often intention-
ally misrepresented data.

Value errors represent one of the largest problems typically
encountered in collecting data. Small value variations can have a signifi-
cant impact on how the final results are interpreted. The list following
Figure 2.1 shows an example of more than 80 variations in the spelling of
the city value in data returned from a query targeting Lower Manhattan in
New York City using the following ZIP codes: 10004, 10005, 10006, 10007,
10038, and 10280 (as outlined in the bottom portion in Figure 2.1).

MANHA HAN MANHANHATTAN
MANHANTAN MANHANTHAN
MANHANTTAN MANHATAN
MANHATTAN MANHATTAN K
MANHATTAN N Y MANHATTAN NY
MANHATTEN MANHATTON
MEW YORK NY

NEW Y ORK NEW Y ORK
NEW YO RK NEW YOEK

NEW YOIK NEW YOK
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NEW YOKR

NEW YOR

NEW YOR,

NEW YORK

NEW YORK 10031
NEW YORK 806

NEW YORK 987

NEW YORK CITY

NEW YORK NEW YORK
NEW YORK NY

NEW YORK NY 10002
NEW YORK NY 10016
NEW YORK NY 10019
NEW YORK NY 10023
NEW YORK NY 10029
NEW YORK NY 10036-3619
NY ROOSEVELT ISLAND
NEW YORK Y

NEW YORK,

NEW YORK, NY

NEW YORKCITY

NEW YORKE

NEW YORKK

NEW YORKS

NEW YORK |

NEW YORY

NEW YOUR

NEW YOYK

NEW YROK

NY

NY PLAZA

YN

NEW YOORK

NEW YOR K

NEW YORJ

NEW YORK 10017-1011
NEW YORK 725

NEW YORK 806

NEW YORK BK

NEW YORK N

NEW YORK NY

NEW YORK NY 10001
NEW YORK NY 10009
NEW YORK NY 10018
NEW YORK NY 10022
NEW YORK NY 10028
NEW YORK NY 10036
NEW YORK QUEENS
NEW YORK STATE
NEW YORK,

NEW YORK, NEW YORK
NEW YORK, NY 10017
NEW YORKD

NEW YORKJ

NEW YORKQ

NEW YORKY

NEW YORL

NEW YOTK

NEW YOURK

NEW YRK

NEWYORK

NY NY

NYC

Y

Clearly, this amount of variation is unacceptable for any system—
commercial or government—especially when trying to target criminal
activities, generate accurate sales reports, track inventory, or allocate
investigatory resources. One approach to minimizing these variations is
to simply use a reverse lookup—where the city and state for the respec-
tive address are derived from the ZIP code. For the five ZIP codes used
in this example, a search on the United States Postal Service’s Web site*

4 http://zip4.usps.com/zip4/citytown_zip.jsp.
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Figure 2.1 Zip codes used for Lower Manhattan query.

shows them as New York, NY, and clearly specifies that Manhattan and
NYC are unacceptable and should not be used. Although simple ETL
(extract, transform, load) procedures can help fix these types of values
after the fact, these are additional steps, incurring more costs, and are
subject to certain limitations, especially if the ZIP code entered is not
valid (e.g., 10000, 01234, 54321, 11111, etc.).

Other value errors include situations where the information entered
is simply wrong. Many people have a hard time with geography and are
typically not familiar with places outside of their immediate vicinity, which
tends to be amplified when dealing with data entry clerks, point-of-sale
stations, or systems without any input controls or cross-validation proce-
dures. This next example is derived from a database that involves inter-
national money transactions. The country of interest is Saudi Arabia; the
correct country abbreviation is SA. Unfortunately, a considerable number
of bank employees (e.g., tellers) are not aware of this fact. Figure 2.2
represents a sample of the city/country values contained in the database
using the SA country code.

While not all of the entries are wrong, there are a number of cases
where the SA code was erroneously applied, including Salt Lake City (where
the country was most likely USA and the U was dropped because of the

37



DATA MINING FOR INTELLIGENCE

38

Salt Lake City SA
Madina SA
Riyadh SA
Dharan SA
Jeddah SA
Riyadh SA
Jeddah SA
johannesburg SA
Jeddah SA
Johannesburg SA
San Salvador SA
North Adelaide SA
Bogota SA
Madina, Saudi Arabia SA
Medellin, Columbia S.Amer. SA
Johannesburg SA
Jeddah SA

Figure 2.2 City/country code value pairings for country = SA.

two-character limit), Dharan® (which is in Nepal and is most likely a typo
in the city name), Johannesburg (located in South Africa where the coun-
try code is ZA), San Salvador (which is in El Salvador, Central America,
not South America where the country code is SV), North Adelaide (the
most populous city of the Australian state of South Australia with a coun-
try code of AU), and both Bogota and Medellin (which are South American
cities located in Colombia, which has a country code of CO).

To be fair, some country codes are simply not obvious (e.g., El
Salvador = SV) and systems without proper lookup methods are prone
to these quality issues. Therefore, it is vital that systems without the
required entry controls are updated to reduce these types of errors from
entering the underlying databases. The table below is provided to see if
you can match the country to the correct code abbreviation. Draw a line
between the pairings you think are correct.

5 This also represents an alternative transliteration of Dhahran, which is actually located in Saudi
Arabia.
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SWITZERLAND 1S

CHINA DE
ICELAND IE

GERMANY SG
SINGAPORE CH
UNITED ARAB EMIRATES CN
IRELAND AE

The answers are not always apparent and, therefore, supplemental
procedures and methods need to be implemented to help minimize these
types of errors. If country code information was important to the organi-
zation or agency maintaining this data source, it would be imperative to
validate and double-check all entries before any type of detailed analytics
was performed, otherwise the results would be erroneous and not reflect
the true state of their affairs. The answers to the country and its correct
code can be found in the footnote.®

Missing Data and Bad Structures

In a perfect world, all information would be collected consistently and we
would always have valid data. Often the processes, controls, and mecha-
nisms in place do not enforce certain collections. Inevitably, there will be
values missing from the data, such as middle names, dates of birth, coun-
try codes, and ZIP codes. The analytical process must accommodate for
these types of situations.

Sometimes data can be loaded into the wrong database fields entirely,
resulting in a truly inconsistent database. For example, the name of a per-
son should be loaded into three different fields (first, last, and middle),
but is often entered into a single field, usually the last-name field, espe-
cially when representing DBA (doing business as) values. Other examples
include more than one value entered per field or improper use of remarks
or notes fields. In one case, data submitted (from a bank to the federal gov-
ernment) using a particular commercially available anti-money laundering
software package exposed an issue where the transaction date/time
values were being transmitted in the violation amount column, resulting
in billion-dollar filings. As expected, these transactions were immediately
flagged and, after some preliminary review, the analysts were able to iden-
tify the root of the problem and notify the bank. In another example, the

6 Switzerland = CH, China=CN, Iceland =IS, Germany = DE, Singapore = SG, United Arab Emirates =
AE, and Ireland = IE.
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decimal points for the cents were not being inserted properly, multiplying
each value by 100 (e.g., 15,000.00 entered as 1,500,000). These types of
issues have big impacts on the quality of the analytics being conducted on
the data and need to be addressed promptly.

Another problem quickly noted was that an overwhelming number
of people did not provide a date of birth (DOB) in their transaction data.
Those who did tended to list 12/30/1900, 11/11/1911, or 01/01/1960
(including 1970 and 1980). The data reflected a considerable number
of people born after the year 2000, which is impossible since persons’
conducting these transactions must be over the age of 18. The data also
included transpositions in years such as 9154 (1954), 7971 (1971), 4969
(1969), and 2086 (1986). These types of entries result in questionable reli-
ability and usefulness—of the data, the collection instruments, and the
overall processes used to ensure accurate data.

In this next example, when reviewing the sales data from a Ford,
Lincoln, and Mercury car dealership located in the Washington, D.C., met-
ropolitan region, it was surprising to see all the variations of the “make”
of vehicle entered for their primary line of vehicles. The following are the
variations of Mercury and Lincoln as entered into their sales system:

MERCURY LINCOLN
MERUCRY LONCOLN
MERRCURY LINCOLM
MERCURT LINCOL N
MERCURH LINCOL
MERCRUY LINCLON
MECURY LINCLN
MERC LICOLN

Other data quality issues include inaccuracies in the finance com-
pany address. As shown in Figure 2.3, there are at least 20 different varia-
tions of the address in the database. There are many variations, including
missing periods () between the post office abbreviation (e.g., P.O. versus
PO), incorrect state codes (e.g., MA, VA), different ZIP codes, and even
considerable variations in the box number.

Generally, addresses tend to be one of the most inconsistent types of
data because there are multiple parts (e.g., street, city, state, ZIP) that can
be misrepresented. As shown in Figure 2.3, items, such as street names

7 The comparisons for age used 2008 as the year for establishing whether an individual was over
18 years of age. Many of the DOBs encountered for this pattern were related to businesses or
organizations and most likely represented the year of incorporation—which is not allowed for the
DOB field in this particular system.
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and abbreviations (St./Street, Blvd./Boulevard, Ln./Lane, etc.), can easily
change the proper representation of an address. Below are some additional
variations found in the city and state values contained in the sales data.

WASHTINGTON DC VIENNA VCA
WASHNGTON DC VIENNA VA
WASHINGTON D DC VIENNA \%
WASHINGTON VAS$ VIENNA CA
WASHINGTON DV VIENNA BA
WASHINGTON DC VIENJNA VA
WASHINGTON D.C. VIENAA VA
WASHINGOTN DC MECLEAN \%
FALLSCVHURCH VA MCLENA VA
FALLS CHURCHA VA MCLEAN VA 22102
FALLS CHURCH VA MCLEAN VBA
FALLS CHURCH VA MCLEAN VA
FALLS CHURCH CA MCLEAN RD
FALLS CHURCH AV MCLEAN MD
FALLS CHUCH VA MCLEAN BVA
FALLS CHRUCH VA MCLEAN BA
FALL CHURCH VA MCLAEN VA

8 This is actually a proper city/state pairing, which is located about 70 miles
from Washington, D.C.; http://town.washington.va.us/

There can belots of problems with data, and detailing all of the specific
conditions and inconsistencies is outside the scope of this book. However,
these types of issues fundamentally impact how data is represented, and
ultimately the quality of the analysis that is performed. Depending on the
end results, poor data quality can wind up wasting significant resources,
time, money, and ultimately people’s lives (for LEA applications). Thus,
when working with data, it is important to know the overall quality and
where the pitfalls may lie. This can influence how the data is modeled
and interpreted in the final analytics. For example, consider each of the
objects presented in Figure 2.4. Determine if they represent unique enti-
ties or if there can be duplicated values in the data. Mark the box with a
true (T) or false (F) based on your assumptions.

Unique Addresses

Starting from the top, addresses, as previously discussed, are perhaps
some of the most inconsistent values encountered in most data sources;
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Figure 2.4 What entities are unique?

however, they are by definition considered unique. Whether or not 123
Main St. or 123 Main Street is entered consistently into a database, they
ultimately refer to the same physical address regardless of their spelling
and assuming the same city,’ state, and country information is referenced.
With basic ETL functions and some geo-coding processes, the address
can be standardized and validated, resulting in only one address in the
world with the specific combination of street, city, state, ZIP/postal code,
and country.

The only real issue to factor in is the time frame for which the
information has been reported because the relationships (e.g., owner-
ship, renter, leaser, etc.) may change over time. Furthermore, addi-
tional checks regarding the real-world classification of the address (e.g.,
vacant lot, bus terminal, office building, residential, etc.) or even if the
address actually exists would prove vital for many types of analyses to
help expose questionable activities, patterns, and misrepresentations.
However, the fact remains that an address is always considered unique
regardless of whether it is real or was fabricated—interpreting its value

9 The top five cities in the United States show that 29 states have a city named Washington, 28 have
a Salem, 27 have a Springfield, 27 have a Marion, and 27 have a Madison.
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is a different matter. Consider the following addresses!? and determine
if they would be legitimate or appropriate if encountered during an anal-
ysis where they were listed as the home address for, say, a criminal
investigation:

(1) 1060 West Addison Street, Chicago, Illinois 60613
(2) 1301 E. 12th Street, Wilmington, DE 19801
(3) 801 Mount Vernon Place, NW, Washington, D.C. 20001

Distinct Phone Numbers

Phone numbers are also considered unique entities because there can
be only one phone with the assigned number.!! For example, dialing 202-
456-1414 will connect you to the main switchboard for the West Wing of
the White House. Of course, this remains true only if the country code is
considered part of the number because, within a country, the core phone
number will always be unique, but across different countries, there could
be some confusion if the country code is not included.

For example, the phone number 1-800-323-3331 represents the main
line to the Sheraton Hotel (Millennium Hotel) at the Buffalo Airport
located in upstate New York. The same number, 1800-3233331, is assigned
to the quality service manager for the Ministry of National Development
(MND) located in Singapore. If this number showed up in a database
being analyzed, depending on the context or origin of the data, there
might be some confusion as to where this number is actually resolved to
represent. Ideally, if the number is being referenced in a database used by
U.S. agencies, it would most likely represent the Sheraton, and if it indeed
was for the MND, then it would be preceded with a “65” for the country
access code for Singapore.

Just as with addresses, care must be taken to factor in the time
frames for any telephone-related data, such as subscriber informa-
tion and operating regions, especially with the number of disposable
phone numbers being consumed today. Also, the collection instruments
used to obtain phone numbers can affect the nature of the data being

10 (1) Wrigley Field Ball Park, the address was also used by Elwood Blues (Dan Akroyd) in the
movie The Blues Brothers (1980) as his home address on his Illinois driver’s license; (2) phys-
ical address for the Howard R. Young Correctional Institution (aka Gander Hill Prison); (3)
Washington, D.C., Convention Center.

11 Some telcos allow multiple devices to be associated with the same phone number (e.g., account);
however, only one will be active at any time. From “Two Phones—One Number Comes to
Bahrain,” cellular-news, April 1, 2002, http://www.cellular-news.com/story/6302.php.
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represented, particularly if dialed number recorders!? (DNRs) are used
to capture the detail of a call. Depending on what information is pre-
sented in the dialed number, the nature of the equipment used, and the
country laws, there can be varying degrees of information captured in
the call record, so some care must be taken when analyzing this data
in its context. The format can vary considerably and some numbers are
entirely complete, others are missing the country code (when dialed
in-country), and sometimes area codes are missing. These matters can
certainly complicate the analyses; however, a complete phone number is
always considered unique.

Furthermore, validity of the phone number should always be con-
sidered. There are a number of online sources and services that can be
used to check phone numbers, perform reverse lookups of the subscrib-
ers, or find out more about the number. Depending on the nature of the
database, there will be varying degrees of accuracy in terms of how truth-
ful individuals will be in disclosing their contact information (e.g., listed
on a mortgage application versus collected for a retail store point-of-sale
system). Depending on the analytics being performed (e.g., money laun-
dering, terrorism, fraud), this additional information can prove critical to
detecting anomalies and intentional misrepresentations of people trying
to avoid detection.

For example, consider the following phone numbers'® and their rep-
resentation. They all appear as legitimately structured numbers; however,
where they are located (and the usage) might raise some concerns dur-
ing, say, a fraud investigation:

(1) 240-314-8900
(2) 703-522-3333
(3) 202-844-1111

Individual ID Numbers

ID numbers are also considered unique entities when the actual number
and its type (e.g., driver’s license, passport, etc.) are represented collec-
tively. There are a few exceptions that have an impact on their interpreta-
tion. For example, in the United States, the SSN is a nine-digit number
issued by the Social Security Administration that is used to collect

12 Alsoreferred to as pen-registers (regulated under 18 U.S.C., CHAPTER 206 —PEN REGISTERS
AND TRAP AND TRACE DEVICES).

13 (1) Nonemergency number for the Rockville City Police Department, Maryland; (2) Red Top Cab
Service in Arlington, Virginia; (3) Automated time recording for Washington, D.C., area.
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retirement and disability benefits, but is also widely used as a form of
identification. However, the IRS also issues TINs/EINs (Taxpayer/
Employer Identification numbers) to corporations, which are also nine
digits. In many databases, it is very hard to distinguish between SSNs
and TINs/EINs and, therefore, duplication and confusion can result if
these are not properly separated. Furthermore, almost two dozen states
have nine-digit driver’s license numbers, which if not properly defined as
such also risk the potential of being confused* with SSNs.

Anomalous Accounts

Accounts are also considered unique when paired with their financial insti-
tution. Every bank defines their own account number using some type of
internal code or format. With more than 7,500 banks in the United States,
there are certainly going to be several that share the same encoding and rep-
resentation. Therefore, to uniquely distinguish one account from another,
the institution should be referenced along with the account number.

Other similar types of representations include serial numbers for
products. Every manufacturer sets their own serial number for the prod-
ucts they make and there is no guarantee that one company won't use
the same numbers assigned by a different company. However, if the
serial number and the product are referenced together, then uniqueness
is guaranteed in the final representation. This also holds true for order
numbers for different manufacturers, invoice numbers for different com-
panies, and reference numbers for service organizations.

One-of-a-Kind Transactions

Transactions, by definition, are always unique because there can only ever
be a single instance of an event. Of course, there may be many events that
are identical in their descriptions, attributes, and values, but they are still
considered unique. For example, a lightning strike is a unique event; the
same object can be struck multiple times, but each instance is considered
a separate event. The same holds true for phone calls, terrorist activities,
financial transactions, border crossings, e-mail transmissions, meetings,
and virtually any other type of event.

14 States like New York, Georgia, and Louisiana are all numeric, whereas Virginia, Arizona, and
Idaho are a mixture of alphanumeric characters.
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The representation of an event is also all-encompassing such that
all details and descriptions are specific for the event. For example, the
date, time, and duration of a phone call between Phone A and Phone B
would be described with potentially five attributes: (1) date of call, (2)
time of day the call was made, (3) duration or length of call, (4) calling
number (originator), and (5) number called (destination). These phones
could have 50 different calls between them; however, each is considered
a separate and unique transaction, even if a majority of the details are
exactly the same.

Defining the uniqueness of transactions is fairly straightforward.
Many people consider only the attributes describing the transaction as
the unique identifier (e.g., combining the date, time, etc.); however, a seri-
ally incrementing number will suffice, just as long as it does not repeat or
get reused for another transaction. Most credible databases will automati-
cally assign a unique ID to a transaction in their load/creation process and
some systems have specific methods for creating and assigning unique ID
(one method is described later in this book). Unique IDs can be assigned
to existing data with a simple database auto-indexing method where every
row gets a unique line count. Any derivative entities that stem from the
transaction (e.g., the two phone numbers) can be directly related because
of the transaction and all of its respective attributes.

Original Organizations

What about the names of organizations? Are they unique? The short
answer is no. Laws vary by country, and in the United States you can
incorporate a business with a specific name in one state and a different
business in a different state can have the exact same name. Yellow Cab,
Acme Liquor, Sparkies Electric, and Al Plumbing are a few examples.
However, no two corporations within the same state can have the same
name and so in most cases it would be important to represent the com-
pany with its associated state reference to guarantee a unique entity.
Furthermore, a company can reuse a name within a state if the previous
company is no longer in business (e.g., not active), making time frames a
factor in determining if an entry is a duplicate. Of course, companies that
have a trademarked name!® are considered unique as there will only be a
single company with a trademarked name.

15 John Stossel and Alan B. Goldberg, “Starbucks vs. Sambucks Coffee: Beverage Giant Wants
Shop Owner to Change Her Name,” 20/20 ABC News, December 9, 2005, http://abcnews.
go.com/2020/GiveMeABreak/story?Id=1390867.
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Additionally, there is great potential for variation in the way and
manner an organization’s name is captured due to abbreviations, typos,
and other factors. The following list represents some of the ways that the
name of a credit union® was depicted in a financial database, and these
values come directly from the credit union itself based on required filings
made according to government regulations.

AAB-XYZ FEDERAL CREDIT UNION ABC XYZ

ABC XYZ FCU ABC XYZ FEDERAL CREDIT UNION
ABC-CREDIT UNION ABCFCU

ABCXYZ ABC-XYZ

ABCXYZ FCU ABC-XYZ FEDERA CREDIT UNION
ABC-XYZ FEDERAL CREDIT ABC-XYZ FEDERAL CREDIT UNION
ABC-XYZ FEDERAL CU ABCXYZ-FCU

ABC-XYZ-FEDERAL CREDIT UNION ABD-XYZ FCU

Just as in the previous example, the context of the analysis plays a
significant role in terms of the importance of how the company names
are interpreted. Assuming the following company names are unique, and
assuming they are being reviewed by an intelligence agency for counter-
terrorism operations, what makes them different, makes them stand out,
or binds!” them together in some fashion?

Caribbean Happy Lines
Modern Electronic Company
Sacks Factory

Perspicuous People

Finally, we discuss whether or not people are considered unique. There is
no doubt that each individual, living, breathing person on the face of this
planet is considered unique. However, distinctly representing them within
data sources can prove to be quite challenging, with many of the problems
stemming from incomplete information, poor collection standards, and
intentional misrepresentation. In a perfect world, all data would be com-
plete and properly entered. Unfortunately, that day is far off. In the real

16 The identifying part of the credit union name was changed, but the inconsistencies are structur-
ally and syntactically accurate.

17 They are all listed on the OFAC/SDN (Office of Foreign Assets Control/Specially Designated
Nationals) found at https://www.treas.gov/offices/enforcement/ofac/sdn/sdnlist.txt.
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world, one has to take what one can get and many times cater to the lowest
common denominator.
Consider the following data entries representing a person:

John Smith

John Q. Smith

John Q. Smith 11/30/1950

John Q. Smith 11/30/1950  Brooklyn, NY

John Q. Smith 11/30/1950  Brooklyn, NY  123-45-6789

SAR ol S

Which one of these entries would be most useful for uniquely identify-
ing someone from a database? The first entry is simply a name—a very
common name.!® If that was all the information an investigator had to
solve a murder case, it would be a long row to hoe—especially with the
number of false-positives that would be encountered during the search.
If the name were something like Maximilienne MacDhubhshith, then
the odds are greatly improved because there would be less chance of
multiple real-world people sharing that uncommon name. The second
name entry on the list improves the odds somewhat because the middle
initial allows the investigator to immediately dismiss certain candidates
from consideration. Although not ideal, it is a lot better than the first
option.

The third entry includes the DOB. With this information, the number
of candidates is greatly reduced because the chances of multiple people
having the same name and same DOB are diminished. The fourth entry
introduces a regional delineation to the identity of the person by provid-
ing a specific city and state. This further narrows down the gene pool
from which to identify the person and the more specific the geographic
area,!” the more reliable the results.

With all of these conditions met, there is still no guarantee that a
name, DOB, and location combination is unique to a single individual.

18 In the United States, common names include Smith, Johnson, Williams, and Jones. In Korea,
with a population approaching 50 million people, common names include Kim, Lee, Park, and
Choi. In fact, the government estimates that approximately 20 percent of the population (almost
10 million people) share the surname of Kim, making it nearly impossible to target/analyze data
utilizing the name of a subject. Thus, an alternative primary reference, such as their Resident
Registration Number loosely translated as “Jumin deungrok beonho,” is often used to uniquely
identify people in Korea. The Resident Registration number, which is similar to the U.S. Social
Security number, is a 13-digit number based on a combination of birth date, gender, and regis-
tration-related data (region/order).

19 In 2006, Brooklyn (Kings County) had over 2.5 million residents, which still represents a large
collection where false-positives may be encountered. Further refinement down to a neighbor-
hood, such as Flatbush, Coney Island, or Manhattan Beach, would provide a more ideal situation
for uniquely identifying the person of interest.
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The investigator needs to consider and question his or her results if
things seem still uncertain. This leads us to the fifth entry where the SSN
is included. With this last piece of data provided, there is high reliability
that the person is properly identified. While the SSN itself is considered
unique and could be used as a substitute for the person, the more dimen-
sions that are presented provide some fault tolerance should information
get skewed due to character transpositions, use of nicknames, abbrevia-
tions, or other data variations.

Entity Resolution

The previous discussions regarding the reliability of different types of
real-world entities (e.g., people, places, things) are important because
there can be so many variations contained in a database, or increasingly,
across multiple sources of data. Identifying the same, or potentially the
same, entities within data sources becomes vital for intelligence, law
enforcement, and criminal analytics (e.g., fraud). The term entity resolu-
tion is also referred to as data de-duplication in some circles and although
this concept is not new,20

there are a number of different approaches being pursued within the
research and commercial communities with increasingly elaborate sys-
tems being defined each year.

Unfortunately, many databases are fraught with errors and inconsis-
tencies, further compounding the problem and making entity resolution
imperative for any critical systems (e.g., counterterrorism). A balance
must also be achieved with respect to what is definitively determined to
be the same entity, what is likely or potentially the same entity, and what
is simply a false positive. Those systems that do this best will deliver a
more effective baseline for analytics and ultimately better results. There
are no hard-and-fast rules defined for performing entity resolution. Much
of the process is based on the particulars or details of the data being
collected, the quality of the data, and the scope of the data (e.g., global,
national, regional, local).

In most applications, the goal is to identify a target of interest. In
intelligence, law enforcement, and special investigative units (e.g., fraud),
the primary target is usually a person. Of course, other industries using
entity resolution can be focused on identifying similar retail products

20 The concept of data scrubbing or data cleaning has been utilized within bulk mailing lists for
quite some time. Generally, the content or data is standardized; the data columns properly
aligned; and then the results are merged—purged to produce a final list. Unfortunately, purging
is not a viable component in today’s analytical systems.
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for price comparisons,?! copyrighted materials, publications via author
referrals,?? and corporate operations (e.g., ownership, doing-business-as,
subsidiaries, etc.). Focusing on people and their related attributes and
descriptions, the following presents a generic overview of some tech-
niques used for performing entity resolution.

As previously discussed, people are highly characterized by their
names. When reviewing a name, there is a certain amount of information
that can be reasonably calculated (or estimated), including, for example,
their gender, ethnicity, and surname. These types of calculations can help
determine similar entities, but are somewhat superficial with respect to
how much value they add to the process. Given a name such as John, most
peoplewould recognize thisas a predominantly male name; however, names
like Chris or Tracy, which can be used by both men and women, would
result in little value added to the computation. From a U.S. perspective,
the gender attribute is certainly helpful for interpreting unfamiliar names
from places like Scandinavia,?® Africa, or Asia, especially if the names
look similar. Although gender categorization on many names can be easy,
its utility in the overall entity resolution process is just one facet of many
that can add some value depending on the circumstances.

The ethnicity or cultural aspects of a name can also be determined
using certain techniques. There are many baby-naming sites?* on the
Internet chock full of these names, their origins, and even the gender.
These types of lookup tables can easily be incorporated into analytical
tools to add value to the target entity. Other approaches are focused on
classifying the ethnicity of a last name (surname), where, for example,
Hertz would generally be classified as a German, Gomez as Hispanic, and
LEnfant as French. Of course, the use of this information for entity resolu-
tion can be debated, but it must be factored into the nature of the system
operations and how the data is being processed.

Perhaps one of the most useful techniques used in identifying dupli-
cate entities is the use of name aliases. Aliases are vital in helping to
standardize the interpretation of a name because people will often use a
nickname or abbreviation to represent themselves in different situations.
For example, some aliases of Jonathan include John, Jon, Johnny, and
Juan. Aliases also help to account for various spelling differences, such as

21 Omar Benjelloun, Hector Garcia-Molina, Hideki Kawai, Tait Eliott Larson, David Menestrina,
Qi Su, Sutthipong Thavisomboon, and Jennifer Widom, “Generic Entity Resolution in the SERF
Project,” IEEE Data Engineering Bulletin 29, no. 2 (June 2006).

22 Indrajit Bhattacharya and Lise Getoor, “Query-Time Entity Resolution,” Journal of Artificial
Intelligence Research 30 (2007): 621-57.

2 For example, Finnish female names include Pirkko, Sisko, and Tove; male names include Mika,
Kimi, and Samsa.

24 http://www.babycenter.com/baby-name-finder.
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Kris, Chris, Cris or Stacy, Stacey, Stacie, Staci, Stacy, and so forth. Many
times, utilizing an alias is the first step in identifying duplicate entities.
As previously demonstrated using the Manhattan spelling example,
the data in many government systems is acquired from sources that might
not be the most reliable or consistent, thereby leading to a large number
of alternative representations. According to some sources,?® there are over
300 different spellings of Mohammed, based on background, origin, and
other regional influences. Depending on who encodes the information into
the data source, there can obviously be a number of variations present.
Recently in Britain it was reported? that Mohammed is the number two
ranked name given to newborn boys when all spelling variations are taken
into account. The following represents some of these alternative spellings:

Mohammed Muhammad
Mohammad Muhammed
Mohamed Mohamad

Mahammed Mohammod
Mahamed Muhammod
Muhamad Mohmmed

Mohamud Mohammud

Incorporating an aliasing method within the entity resolution pro-
cess is important to help address the variations that can occur within
databases. However, names alone are not the best indicator of uniqueness
and virtually every system utilizes other factors, including DOB, identifi-
cation numbers, phones, and addresses. Consider Table 2.1, which shows
the details of a particular name of interest. In the First Name, Last Name,

Table 2.1 Sample Record Structure — Ref #1

# FIRST LAST MID DOB OocCcp
1 Becky Reis D 11/16/1976 Sales
2 Becky De Vries Employee
3 Becka Vreis 06/16/1976 Waitress
4 Becky Ress D 11/16/1976 Housekeeper
5 Becky Vries D 11/16/1976
6 Becky Vries 11/16/1967
7 Rebecca  Vreese D 11/16/1976
8 Rebecca  DeVries 11/16/1976 Employee
9 Becky Vreis D 11/16/1976 Sales

10 Rebecca  De Vries 11/16/1976 Employee

% Described in the LAS (Language Analysis Systems) marketing literature (since acquired by IBM).
2 http://www.timesonline.co.uk/tol/news/uk/article1890354.ece.
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Middle Name, Date of Birth (DOB), and Occupation (OCCP) columns,
is there enough information present to warrant considering all of these
people to be the same? If so, which columns or combination of columns
are deemed most valuable in this case?

Sometimes judgment calls play a role in resolving entities and it really
comes down to factoring in how precise or general the matching conditions
are defined. Some arguments could be made that records 1 and 4 form an
entity; 2, 8, and 10 another entity; and 5, 7, and 9 a third entity. Think about
what this means for analytics on terrorism, money laundering, criminal
events, or corporate fraud versus mailing lists, customer surveys, or publica-
tion references. How tolerant are the false-positives or the overgeneralized
matches and what is the potential cost if not all entities are considered?

In this example, the most important columns are Last Name followed
by DOB. If these were the only two fields initially present, the decisions
made about which entities to resolve would be consistent. The First Name
and Middle Name columns are somewhat useful because they help vali-
date the combination of Last Name and DOB by providing better resolu-
tion or detail to the entities. Finally, the Occupation column is nice to have,
but it does not add much value to the overall interpretation of the entities,
partially because the values are so generic (a waitress and a housekeeper
are types of an employee as is someone in sales). With these overarching
descriptions, it is hard to place much value on their meaning.

Now, consider Table 2.2, where the Occupation column is replaced
by a Phone column. A quick glance at these values proves to be extremely
disappointing as there is no new commonality as a result of these phone
numbers. Furthermore, none of the phone numbers are close enough to
each other where a simple digit transposition could be held accountable

Table 2.2 Sample Record Structure — Ref #2

# FIRST LAST MID DOB PHONE
1 Becky Reis D 11/16/1976 201-111-1111
2 Becky De Vries 201-222-2222
3  Becka Vreis 06/16/1976
4 Becky Ress D 11/16/1976 201-333-3333
5  Becky Vries D 11/16/1976 201-444-4444
6 Becky Vries 11/16/1967 201-555-5555
7  Rebecca Vreese D 11/16/1976 201-666-6666
8 Rebecca DeVries 11/16/1976
9  Becky Vreis D 11/16/1976 212-999-9999
10  Rebecca De Vries 11/16/1976
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Table 2.3 Sample Record Structure — Ref #3

# FIRST LAST  MID DOB PHONE ADDRESS

1 Becky Reis D 11/16/1976 201-111-1111 815 Liberty Street,
Trenton, NJ
08611

2 Becky De Vries 201-222-2222 63 Butler St,
Trenton, NJ
08611

3 Becka Vreis 06/16/1976 61 Conrad St,
Trenton, NJ
08611

4 Becky Ress D 11/16/1976 201-333-3333 324 S Clinton Ave,
Trenton, NJ
08609

5 Becky  Vries D 11/16/1976 201-444-4444 815 Liberty St,
Trenton, NJ
08611

6 Becky Vries 11/16/1967 201-555-5555 815 Liberty Street,
Trenton, NJ
08611

7 Rebecca Vreese D 11/16/1976 201-666-6666 815 Liberty Street,
Trenton, NJ
08612

8 Rebecca DeVries 11/16/1976 815 Liberty Street,
Trenton, NJ
08611

9 Becky Vreis D 11/16/1976 2129999999 815 Liberty St.,
Trenton, NJ
08610

10 Rebecca De Vries 11/16/1976 815 Liberty Street,
Trenton, NJ
08611

for any of the different values. Although unusual that there is no common-
ality, these circumstances do happen in the real world.

Continuing to expand the various fields associated with these entities,
Table 2.3 presents the Address associated with each entity. Things are start-
ing to get a little bit complicated with respect to seeing the relationships and
connections among the entities. Additionally, very small or subtle differences
are almost impossible to pick up in the data through manual observations.
This is somewhat of a double-edged sword because to a human the values
look the same, but to a computer they are completely different.

To emphasize this point, the information provided in Table 2.3 has
been converted into a link diagram, presented in Figure 2.5, to show
exactly how a computer sees these values. Taken at face value, without
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any type of standardization or cleanup performed, the diagram shows
seven distinct clusters.

Closer inspection of both the table and the diagram reveals that
the addresses located at Liberty Street are virtually identical except that
there are abbreviations used for the word ‘Street’ (St.) and there are dif-
ferent ZIP codes being used for two of the addresses. One can feel fairly
confident that the addresses depicted by the four unique address objects
are truly the same location. At this point, they can be considered identical
and merged together as is shown in Figure 2.6.

This is a somewhat secondary entity resolution by-product on an
address type in the fulfillment of identifying subject entities. Automating
the cleanup of the addresses would normally take place within an entity
resolution system, but the point here is to show the diversity of seemingly
unique or similar entities using the raw data values.

Another point to make is that plotting the four different addresses
onto a map (not included here) would show that they are in fairly close
proximity to one another. Simple distance functions can be applied to
the latitude and longitude coordinates of the addresses using some basic
geo-coding techniques. It would then be clear that these addresses are
less than a mile from each other, providing additional confidence that
the person is most like the same entity. From here, an additional column
representing the driver’s license (LICENSE) is included into the data set
for consideration and shown in Table 2.4.

With this additional information a new diagram is presented, in
Figure 2.7, showing a total of three network clusters. Close inspection
of the driver’s license numbers reveals that they all appear to be a varia-
tion of one another. The relationships formed (e.g., indirect connections)
among the subjects are strengthened by the new information. In the clus-
ter in the lower left of the diagram, the driver’s license number is off by a
single digit; and in combination with the rest of the detail for the subject,
it can be safely assumed that this is the same entity as described in the
larger network. The cluster in the lower right still remains independent
and somewhat isolated from the rest of the data because there is not
enough overlap to warrant merging this entity with the others. The lack
of a middle initial, a different date of birth (although the same year), and
a different address all factor into keeping this entity separated.

After merging together the subject entities, the final network diagram
is presented in Figure 2.8. What initially appeared as potentially ten unique
records was narrowed down to two primary subjects through an entity reso-
lution process. The remaining two driver’s licenses are different enough to
keep separated even though they are connected to the same person entity.
There was, unfortunately, no consolidation from the phone numbers in
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this example,?” however, the addresses and driver’s licenses were key to
establishing more confidence regarding the true identities of the people.

Of course, any system resolving, combining, and merging entities
would need to keep track of their original representations, sources, and
related information to guarantee the integrity of the data. This is also
critical because there are cases where entities are deemed the same;
however, when new information is presented, there is an inconsistency in
the logic and the entities must be unbundled. Often, this negative infor-
mation does not support the facts and must be backed out of the process.
For example, as shown in Figure 2.9, there are three person entities pre-
sented along with their descriptive data. Assume each entity is created
from a separate database, respectively called A, B, and C. The goal is to
determine if there are one, two, or three distinct entities.

e o e
Jonathan Q. Adams John Quincy Adams Quincy Adams
Boston, MA 123 Main Street Bedford, MA
05/29/1968 Boston, MA 774-207-0000
DL:54321-123 774-207-0000 12/05/1965
Source A Source B Source C

Figure 2.9 The resolution of three person entities.

Given that Sources A and B are processed first, it can reasonably be
assumed that Jonathan Q. Adams and John Quincy Adams are the same
entity based on the similarity of their names and locations. With the infor-
mation provided, it would be a sensible decision to make a logical match.
Now Source C is factored into the equation and its descriptive information
is compared against the other data elements. In Source C, there is a name
similarity found with Source B as well as a common phone number, which
tends to provide a higher degree of credibility to the match. Although
Bedford, MA, and Boston, MA, is not an exact location match, they are
only about 20 miles apart and the area code (774) and exchange (207) of
the phone number are from the Bedford, MA, area. Given this informa-
tion, there proves to be a good match between Sources B and C.

Now, consideration is given to the entity from Source A to see if it
is a potential match for the entity from Source C. In this case there is
some overlap based on the name; however, the date of birth for these two
entities is more than two years apart and, therefore, does not constitute
a reliable match. At this point, the entity resolution process shows that

27 Most data samples have common phone numbers, as is exemplified in other examples in this
book.



DATA MINING FOR INTELLIGENCE

62

A =B,B=C, and A = C, which means that some housekeeping needs to
be performed to produce a final output because the results must be tran-
sitive. The relationship between A and B must be uncoupled?® because B
more closely matches with C, and the conflict on the date of birth between
A and C means that A is left as a single entity when all three sources are
combined.

Anonymous Resolution

There is a lot of value in being able to identify and match similar enti-
ties within or across data sources, especially in the law enforcement and
intelligence communities. Even though the concept of information shar-
ing has been discussed quite heavily in the post-9/11 era, there has been
limited progress with respect to organizations effectively sharing data in
an automated fashion, and given the billions of records being acquired
by government agencies every year, it becomes more important with
every record that is processed. Fortunately, there are some methods that
provide a way to share data without exposing the identities or details of
data targets being queried.

This is a somewhat sensitive area for many government agencies.
If an investigator needs to run a background check, or search for the
name of a terrorist or a subject of interest, the mere act of running the
query in a source or environment controlled by a third party could easily
expose their intentions. Often, more secure government agencies won’t
even allow Internet access to their analytical resources and the ones that
do typically shun the process of searching open-source resources for
additional detail or information because the queries could potentially be
linked back to the agency.

One highly critical incident?? occurred in 2004 when the European
Commission agreed to provide the United States with access to the per-
sonal information collected on airline passengers for the sake of terrorist
screening. The Passenger Name Records (PNRs) provided included 34
fields of information, such as the names, passports, dates of birth, and
flight details. The data was shared with an understanding that the U.S.
authorities would provide appropriate protections and access controls for
the data.

28 Uncoupling a match should be trivial because a system should maintain all details for each entity
including its attributes and source references.

29 Chris Williams, “EU Court Stomps Passenger Data Sharing,” The Register, May 30, 2006, http://
www.theregister.co.uk/2006/05/30/pnr_eu_judgment/.
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The agreement was struck down in 2006%° by the European Court
of Justice because they deemed that it was illegal and that it violated
the privacy and civil rights of European citizens. Even the Information
Commissioner’s Office (ICO),%! the United Kingdom’s independent
authority to promote access to official information and protect personal
information, stated, “It is important that there are proper data protection
safeguards surrounding the transfer of airline passenger details to for-
eign government authorities...”

Utilizing an approach that incorporates an anonymous resolution??
would simplify these types of matters as well as domestic concerns raised
by civil libertarians regarding unintentional disclosure or misuse of the
data. The concept is fairly simple: To encrypt the names in a way so they
are not presented in an interpretable format, are not reversible, and can
be used only by basic matching routines. Essentially any detail, including
names, dates of birth, addresses, credit cards, and other collected data,
can be encoded into a unique “hash” that will match only identical values. In
theory, no two input conditions should generate the same hash encoding.

There are countless hashing algorithms published in the market-
place, and research communities publish new findings frequently. Each
approach has its own strengths and weaknesses, and a specific review
of various approaches’ capabilities, vulnerabilities, and virtues is outside
the scope of this discussion. However, the most prevalent hash tech-
niques in use at the time of this writing include Message Digest algorithm
5 (MD5) and the Secure Hash Algorithm (SHA) series. Of course, an
appropriate hash should be matched to the problem space being perused
for development.

The output values produced by different hash techniques are typi-
cally 128, 160, 256, and 512 bits long, where a bit is a standard on/off value.
Generally, the higher the bit value, the more secure the algorithm. In
Table 2.5, several different hash algorithms?* are applied to an input value
for “John Smith” and the resulting hash values are clearly indecipherable
and bear no resemblance to the input values.

In Table 2.6, the input value is changed to “Jon Smith” and the result-
ing hash values are distinctly different from those presented in the previ-
ous table. Thus, any variation in the input value will result in a completely

30 Nicola Clark, “European Court Bars Passing Passenger Data to U.S,” The New York Times, May
30, 2006, http://www.nytimes.com/iht/2006/05/30/world/30cnd-air.html.

31 http://www.ico.gov.uk/.

32 For additional material, see Damiaan Zwietering, “Entity Analytics Solutions,” IBM Corporation.

33 This technique is also used in forensic accounting (e.g. electronic discovery) practices to iden-
tify duplicate files and e-mail messages. It is also used for validating downloaded files to see if
the checksums are equivalent to ensure the files have not been altered.

34 Results produced by http://passcracking.com/.
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Table 2.5 Hash Value Maps for John Smith

Hash Type Hash Value for John Smith

md5_128bit 6117323d2cabbc17d44c2b445871682¢
md5_64bit 6117323d2cabbc17

md5(md5_lcase) d986b8c066286e4093b45ee1994db104
md5(md5_Ucase) 44e4b2bcd9576f2691ededbfcfé6c5a21

shal_160bit €6103587b3f7a142b8c7b9263c82f8119398ecb”
MySQL_64bit 43ef2250165961bc

MySQL_160bit *cc420ae08bfa1d0ba7392a520976f7dc4253e291

Table 2.6 Hash Value Maps for Jon Smith

Hash Type Hash Value for Jon Smith

md5_128bit fobde240549bfb86ebdeeb3dd 149345

md5_64bit fobde240549bfb86

md5(md5_lcase) ef65102db1b101f13000792060928d77
md5(md5_Ucase) 702f9de97 ae2d05f085bbb2365f371d3

shal_160bit d3a4fc04e25bed2f840bebaec3e8d2291 19003
MySQL_64bit 583d8ce253fc9e75

MySQL_160bit *1d570594d82db5e64e3b0ce0d6adabd7240175¢8

different hash value and ultimately in a different set of entity matches or
nonmatches being encountered.

In fact, even the case (i.e., upper or lower case) of the data affects
the hash algorithm. For example, the MD5-128 bit for encoding “John”
is 61409aalfd47d4a5332de23cbhbf59a36f and the encoding for “JOHN” is
€2577c04131c5b0c7e7580£978322b31. So, in the context of anonymous
resolution, the structure and content of the entities must be well defined
because slight variations on the input values can result in a false-negative
match occurring, which potentially could prove catastrophic.

When processing data for anonymous entity resolution, all par-
ties involved must be in agreement on the approach to representing
and encoding their data. Therefore, the same alias lists must be used
along with any format changes (e.g., dropping parentheses, commas,
dashes, etc.), and the order of the descriptive attributes (e.g., data col-
umns) must be known. Generally, encrypting the entire record struc-
ture may not be necessary as long as any identifying information, such
as names, ID numbers, credit cards, or other sensitive details, is not
disclosed.
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For example, given the records from Airline A (passenger-screening
data) shown in Table 2.7 and from Agency B (a watch list maintained by
a counterterrorist agency) shown in Table 2.8, and assuming the same
encoding techniques are used, matches can be made based on criteria set
forth for weighing different attributes according to the task.

In this example, the Full Name of the passenger matches the iden-
tity of a known terrorist and the agency can pull the Raw Value to deter-
mine who was actually matched. Normally, such a condition would set
off alarms and red flags; however, given the rest of the information trans-
mitted it appears, overall, to be an unsubstantiated match. An important
consideration to factor into this example is that if the Birth Date were
also encrypted, it would be a binary value (match/does not match) to any
automated system or human analyst because they would never know if
the date was off by a single day or by one hundred years. Because it does
not compromise the identity of the person, it makes sense to leave it in
a standard format, allowing additional business logic to be included in
the entity resolution systems and helping to result in confidence in these
kinds of disparate values.

Citizenship is another field that does not compromise the identity of
a passenger and, therefore, can be transmitted without any type of encod-
ing. As can be expected, there are certain countries that tend to be safe
harbors for terrorist activities, and therefore knowing explicitly where
the passenger is from will factor into the overall analytics. Encoding
the passport number can be debated because the number itself does not
truly expose the identity of an individual—at least not without proper

Table 2.7 Passenger-Screening Data for Airline A

COLUMN RAW-VALUE PROCESSED-DATA  ENCODED-VALUE
FULL NAME John Smith JON SMITH 231f79d8ff3504de
BIRTH DATE 04/15/70 1970/04/15 1970/04/15
CITIZENSHIP United States USA USA

PASSPORT# 023456789 1234567890 e807f1fcf82d132f

Table 2.8 Passenger-Screening Data for Agency B

COLUMN RAW-VALUE PROCESSED-DATA ENCODED-VALUE
FULL NAME Smith, Jonathon JON SMITH 231{79d8f3504de
BIRTH DATE 07/21/1982 1982/07/21 1982/07/21
CITIZENSHIP Pakistani PAKISTAN PAKISTAN
PASSPORT# 555-22222-1 555222221 c003df6a954c9af4
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government access. However, in this example, the information is deemed
sensitive and is therefore, encoded.

Conclusion

The quality of data has a tremendous impact on the quality of the analyt-
ics that can be performed. Value errors, missing data, and bad structures
directly, and usually in a negative fashion, affect the outcomes and results
of a system. Seemingly simple searches can be fraught with challenges
due to misspelled words, transposed characters, or improperly formatted
content. The level of trust placed in using the results from such systems
is marginal at best.

Fortunately, there are ways to help deal with these situations by trans-
forming, cleaning up, and restructuring the data to better accommodate
the analyses. Additionally, the use of entity resolution techniques within
the law enforcement and intelligence communities will begin to transi-
tion from the larger, well-funded projects to become a more commonplace
offering across all systems. These advancements also lay the foundation
for expanding the use of anonymous resolution capabilities to enable shar-
ing among systems with different security requirements as well as with
external agencies, including foreign allies. However, a lot of the disparity
encountered in the data can be addressed during its collection.

The data collection instruments (e.g., processes, interfaces, struc-
ture, and storage) act as the primary gateway for allowing bad data to be
captured and recorded and should be reevaluated regularly. When data
quality issues are encountered within the underlying data sources, those
interfaces and processes responsible for the problems should be prioritized
and addressed quickly. Unfortunately, this is easier said than done in many
organizations. Thus, the long-term impact for not correcting these prob-
lems is that the quality of the analyses will potentially be compromised.
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Introduction

We have all heard stories about advanced computing and analytical sys-
tems being capable of exposing hidden patterns contained in data—
whether it is for uncovering credit card frauds, identifying money
launderers, or tracking terrorists. The process is usually very mysterious
and avant-garde, where the specific parameters, values, and conditions of
the patterns are closely guarded secrets for the agencies and organiza-
tions that have placed them into operation.

But what are the “patterns” that these industries keep referring to?
Patterns can be any combination of values that contain meaning within
the context or domain for which they are being reviewed. There are many
different ways to expose patterns, including clusters, sequences, or rela-
tionships. Remember that there are no right answers and there are no
wrong answers. Patterns are based on individual interpretation of the
data, the environment, the circumstances, and the quality of the data col-
lected. One must also take into account that not all patterns hold true 100
percent of the time, that there are always exceptions to the patterns, that
there are always exceptions to the exceptions, and that the patterns are
always evolving.

Patterns, such as fraud, exist in data because the controls estab-
lished by the organization, business, or entity have allowed the situation
to exist in the first place—albeit unintentionally. In many cases fraud,
malpractice, and malfeasance succeed because people do not know how
to interpret their datasets or recognize the telltale symptoms.! Most theft
and fraud is usually achieved through a series of frequent claims or trans-
actions with relatively modest amounts of money being stolen on any one
occasion, rather than in a single, large, obvious heist.

Over an extended time period, an organization may pay out millions
of dollars in small chunks. This sort of fraud is subtle and not directly
detectable through usual methods of oversight. Of course, upon detect-
ing a pattern, the goal is to determine what processes need to change
to remove or minimize future occurrences of the fraud. Practically
speaking, detecting patterns is useless unless the corporation or agency
affected is in a position to change their processes (collection, enforce-
ment, or audit)—otherwise, it is a waste of money, time, and resources to
even initiate.

Patterns can often be exposed simply by generating special reports
to see what values or counts tend to fall out of normal bounds. In one

I Christopher Westphal and Teresa Blaxton, Data Mining Solutions: Methods and Tools for Solving
Real-World Problems (New York: John Wiley & Sons, 1998), 18.
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Medicare fraud case, a doctor was targeted for investigation due to the
large number of claims he filed. To deliver the number of services billed,
he would have had to work 36 hours a day, every day—an unlikely situa-
tion that was easy to spot. Some approaches are focused on improved data
collection protocols where more consistent and reliable methods result
in better patterns. One example is to standardize addresses so there is
little variation in how the street, city, state, and ZIP code are represented.
Yet others will update business logic to deal with situations, minimizing
their exposure to loss/fraud. Limiting the use of the same credit card
multiple times (typically twice) at the same gas station during a 24-hour
time period is one such approach.

Data analysis requires practitioners to think creatively. As much
as we would like to believe in the unexplained, there are no silver bul-
lets or magic wands that exist to expose patterns. What is required is a
fundamental understanding of the domain, basic logic, and the ability to
ask the right questions to expose the patterns of interest. Unfortunately,
many times the clients themselves don’t even know what questions to ask,
where to start, or how to proceed. A few of the questions asked by clients
on some high-end engagements include:

Client: ~ We think we have fraud occurring in our company. Can you find it?

Reality: We have expense reports and charge card statements and want
to expose patterns of questionable reimbursements (e.g., mul-
tiple submissions, inflated costs, etc.).

Client: We can’t account for $5 million this quarter. Where did it go?

Reality: We want to expose patterns of questionable payments in our
accounts payable system (e.g., duplicate payments, unallowed
costs, etc.).

Client: How can we improve our bottom line?

Reality: We want to create common profiles of our customers across
different divisions to support cross-selling initiatives (e.g.,
minimize fraud, increase consumption, etc.).

The majority of examples, descriptions, and discussions presented
throughout this book are based on entity relationship diagrams (e.g.,
networks), commonly interpreted using link analysis techniques and
technologies. Keep in mind that networks are generally meant to be
analyzed in the context of their parts as well as collectively as a whole.
There are going to be different types of patterns exposed based on
the values, relationships, and pathways defined within the network,
and not all objects within a network necessarily add to the value of the
information.
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When describing networks, their structures can take many different
formats, meanings, and interpretations. To quickly define the concepts
of a network, objects, also referred to as entities or nodes, represent the
fundamental building blocks of a network. By definition, objects are gen-
erally considered mutually exclusive of one another such that there are no
direct influences, biases, or dependencies among their underlying repre-
sentations. For example, an object can represent, say, a person, and as in
nature, every person is considered a unique and separate being; so Mary
is different from John. Many times, analysis can be performed using just
objects where various clustering techniques are used to expose patterns
based on their underlying attributable representations (e.g., hair color,
last name, gender, ethnicity, etc.).

The introduction of relationships (also called linkages, associations,
or connections) ties together a pair of objects. If we have two people
objects, such as Mary and John, they may be related as brother/sister,
husband/wife, boss/employee, or some other type of value. Relationships
are finite in that they only exist between pairs of objects. If 10 people were
all part of the same family, each person would have their own unique
relationships to other members of the family. If multiple relationships
are required between any pair of objects, each is considered a separate
instance and unrelated. For example, if John calls Mary on the phone
several times, each call (e.g., the relationships) is considered distinct
because a phone call, by definition, is a unique event. Unlike objects, rela-
tionships can’t exist by themselves; they must be defined in the context
of objects.

Generally a single relationship does not define a network, nor do
multiple relationships between a single pair of objects—although one
could argue the latter when trying to detect any type of sequence pat-
terns that exists within the data. Nevertheless, for this discussion net-
works are considered to exist only when there are multiple pairs or tuples
of relationships present among the objects. Simply stated, there must be
at minimum of three objects to define a basic network. Therefore, at least
one of the objects will be connected to two or more other objects and,
based on this premise, we can then start to look for commonalities among
the objects that might indicate a pattern of interest.

Consider the representation shown in Figure 3.1, where there are
three objects connected by two distinct relationships. This is one of the
most basic, generic, and prevalent types of structures that can be defined
within a network. The question is: Does this represent an important
pattern?

The answer is: It depends on the context for which the pattern is being
interpreted. For example, if the objects are all telephone numbers, then
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Object #1

Object #3

Object #2

Figure 3.1 A basic network diagram.

the phone in the middle will represent the most active, assuming only a
single link (e.g., call) between each of the phones and assuming that it
also indirectly connects the two other phones. In a different example, if
the objects represent people, then the person at the center of the network
could be interpreted as having the more influence and/or control over the
other two people.

If we take this concept and interpret it in a different context, where
two objects of a certain type are connected to a single object of a different
type, then additional patterns can be exposed within the network. For
example, if a person is connected to two addresses, then we need to ask
ourselves, is this an important pattern? If we are a retail organization, it
might indicate that our customer has recently moved and the different
addresses represent the old and new addresses, which means we might
want to send coupons for new curtains or towels in the expectation that
they are setting up a new household. If we are an insurance company and
we see this pattern, it may be indicative of fraud because the same claim
is filed for each address, indicating a duplicate or fraudulent claim. There
is no right answer and there is no wrong answer—it all depends on the
context of the data and analysis and the overall expectations of the client.
Figure 3.2 shows some additional combinations and interpretations of
this simple network pattern.

Many times the initial interpretation or understanding of a pattern
is at face value. Until all the permutations, combinations, and different
interpretations are explored, a final recommendation or action should not
be initiated. There are always exceptions to the pattern and there are
exceptions to the exceptions. This chapter presents an overview of differ-
ent types of network patterns that have several different interpretations.
Sometimes it is important to know the nature of the data source as well as
the circumstances of the collection, or simply to look at the pattern from
a different perspective. Much of this is common sense, but until one is
actively engaged in these types of analytics, it can take some time before
it comes natural—just like learning tennis, skiing, or golf.
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Money Laundering

ID NUMBER ID NUMBER

PERSON

Insurance Fraud

PERSON PERSON
ID NUMBER

Criminal Activity
ADDRESS ADDRESS
PERSON
Retail Marketing
PERSON PERSON
ADDRESS
Warranty Repairs

EXCHANGE EXCHANGE

PRODUCT

Figure 3.2 Different instantiations of a basic network pattern.
Which Pattern Is More Important?

In the following example, suppose an agent from the special investigations
unit (SIU) of a large, national insurance carrier is reviewing recent claim
submissions. Upon reviewing the data, two different network structures
appear as shown in Figure 3.3. These networks represent a subset of the
data derived from claims? submitted for property damage that occurred
during a recent natural disaster and consist of different combinations of
Subjects (e.g., the claimants) and their related SSNs (Social Security num-
bers). The question faced by the investigator is: Which pattern/network is
more important?

2 The same concept is applied to financial institutions reviewing their transactions for potential
money-laundering activities, revenue service agencies exposing complex tax schemes, or even
state welfare agencies processing benefit claims.
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Pattern #1 Pattern #2

Subject Subject

Subject Subject

Figure 3.3 Qualifying important patterns.

The network on the left shows a single SSN connected to six policy
holders (i.e., the Subjects). At face value, most investigators would consider
this a very questionable and suspicious situation. However, before any
action can be taken, the investigator must check all the facts and verify the
validity of the data. First, this network may not be considered suspicious
if the SSN represents an invalid or common number such as 999-99-9999,
000-00-0000, 123-45-6789, UNKNOWN, or NOT PROVIDED. Often, this
can be attributed to faulty data collection, improper collection interfaces,
flawed data entry systems, or poorly trained staff. This type of situation is
quite common in most real-world data sources, especially those without
strong controls or a centralized system to check for these conditions. If
“dirty” data is present in the display, the entire network would be dis-
regarded because there is no reliable connection among the Subjects.
Basically this equates to a “short circuit,” and the implied link expressed
through the use of a common SSN, in this case, is considered invalid.

Let’s assume the SSN presented in Figure 3.3 is actually a valid
number and it passes all the relevant checks (see sidebar for validating
SSNs). A different interpretation would arise if each of the Subjects had
a similar name. In this case, the investigators may discount the severity
of the pattern if the names represented, say, John Smith, Johnny Smith,
J. Smith, Jon Smithe, Smith Jonathan, or J J Smith. Obviously, these
names most likely reflect the same Subject because they are all similar
and tied to the same SSN, which then raises the question: Is this person
trying to avoid detection by intentionally varying his name? It would
be highly unusual for each claim to have a different name spelling and

/3
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it would certainly be suspicious if the network was formed from claim
data provided from the same insurance carrier, assuming they utilized
their customer relationship management (CRM) system to control their
claim content.

What is not explicitly conveyed in the diagram is that each linkage
between a Subject and an SSN is generated based on the occurrence of a
separate and unique claim. A thicker link between the SSN and any Subject
would indicate usage of that name on more than one claim. Thus, there are
at least six claims involved in creating this network, using six different
names, and this fact® alone would most likely form the basis for starting
an investigation.

One final interpretation of the diagram shown in Figure 3.3 is when
the SSN is indeed a valid number and each of the Subjects represents a
distinct and unique name (e.g., John Smith, Betty Jones, Joe Johnson,
Mary Doe, Dan Walters, and Tom Willis). When initially presented with
this “generic” diagram, most people expect that this is the only interpre-
tation of the pattern without really giving much regard to the variations
or alternative ways in which the data can be represented (e.g., flawed).
However, until the details are checked there should be no assumption
that the network is either valid or invalid, and jumping to conclusions
can often lead to undesirable outcomes. Remember that there are always
exceptions to the pattern, and exceptions to the exceptions. Now, let’s
take what we learned and see if it can be applied to the network shown on
the right in Figure 3.3.

A completely different interpretation can be made using a variation
on this particular pattern. In this case, the center of the network repre-
sents a Subject that is related to six SSNs. This pattern is of most inter-
est to the investigator when the Subject has a unique name and the SSN
values are also distinct (and valid). An exception to this pattern occurs
when the SSNs appear as variations of the same number—possibly off by
a few digits, have transposed digits, or appear as misinterpreted digits.*
Often, this type of pattern represents an intentional misrepresentation
of the SSNs by the Subject and would be of particular interest to the
investigator.

Another exception comes when a common name such as John Smith
is used as the Swubject because the SSNs are most likely valid and the
network is formed based on too general a representation of the Subject’s
name. Thus, the pattern does not reveal any type of explicit fraud or

3 For analytical purposes, clean data is always desirable; however, sometimes a pattern exists
because of the variations presented due to intentional misrepresentation.

4 Often numbers can be mistakenly transposed based on how they are written—specifically 1 and
7,4 and 9, 3 and 8, and sometimes 2 and 5.
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wrongdoing; rather, it actually represents six different and unique people
named John Smith. But without any other type of Subject discriminator
such as a date of birth, city, or physical description, they are all generi-
cally represented as the same Subject. Luckily, there are techniques and
solutions for dealing with these types of situations through the use of
better data representation and disambiguation functions; these are dis-
cussed later in the book.

In reality, the data will most likely show a combination of patterns
where different numbers of Subjects and SSNs are interrelated, form-
ing a more intricate and complex network structure. The patterns grow
more involved when the phone numbers, addresses, and other pertinent
claim data are represented within the network. These patterns are not
unique to the insurance fraud world. They also appear in money-launder-
ing networks, terrorist cells, and organized crime rings. Ultimately, the
investigator will have to know how to interpret these structures and act
accordingly.

The problem becomes even more complex when analysis requires
the integration of multiple sources of data obtained from different insur-
ance carriers. The insurance industry® has long recognized that pro-
viding a reliable and effective means of integrating multiple sources
of data is important to exposing larger fraud rings. The ability to com-
bine data from different companies and different sources is essential
for fraud detection. As these trends continue, it becomes increasingly
critical to integrate public record data, other insurance carrier data,
and nontraditional sources including law enforcement (narcotics, theft/
burglary, and arrests), telephone subscribers, death indexes, and other
references.

Accessing billions of records from across potentially thousands
of databases provides a very challenging environment from which to
conduct analysis. Making sense of all this data can be overwhelming—
especially with the amount of variation in content and representation, to
name but one of the major challenges. The good news is that the tech-
nologies already exist to access, query, integrate, combine, and pres-
ent data in these types of environments. The twin challenges will be
maintaining a focus on the analytical methodologies used to determine
which patterns are most important and leveraging the extensive work
done in other areas, such as financial crimes, counterterrorism, and law
enforcement that can be applied to insurance fraud (and vice versa).

5 Places like the National Insurance Crime Bureau (NICB) in the United States and the Financial
Supervisory Service (FSS) in Korea are chartered with combining claim data from multiple
insurance carriers to help identify fraud across the industry.
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SSN Validation

Many data sources contain Social Security numbers (SSNs) as a form of iden-
tity or descriptive information about an individual and SSNs are, by definition,
unique to the person they are issued to by the Social Security Administration
(SSA). However, there are instances where SSNs are not properly entered
or are made up by people to avoid being tracked or monitored. Luckily,
the process used to create SSNs helps isolate certain types of abuses from
occurring. Somewhat similar to a credit card with checksum digits (e.g., the
Luhn algorithmé), an SSN has a specific structure and encoding”®?, dictating
how it is created and thereby providing a basic foundation for understanding
and validating how it gets issued. An SSN consists of nine digits where the
first three digits are called the Area Number and indicate the state or region
where the SSN was issued. In Table 3.1, several examples (does not present
all mappings) show how SSNs are related to their issuance locale.

The next two digits (the middle two numbers) are called the Group Number
and reflect a specific ordering'® used to help validate whether the SSN was ever
issued. The Group Number is assigned using a sequence of odd numbers for
01-09 and even numbers for 10-98. Group codes of “00” are not assigned and
considered invalid. Initially the numbers are assigned as shown in Table 3.2.

The Group Numbers are validated using a “high” number that is posted
on the SSA Web site!" and updated monthly. This high-number list indicates
the most recent group assignments for each state/region code and can techni-
cally be used to determine when an SSN was issued. 05 (odd 01-09) pre-
cedes the number 50 (even 10-98), which precedes the number 06 (even
02-08), which precedes the number 15 (odd 11-99). So, a high number of

Table 3.1 Area Number and State Issued for SSNs

Area Number State Issued
050-134 New York
261267 Florida
526-527 Arizona
545-573 California
530 Nevada

574 Alaska

580 Virgin Islands

6 http://en.wikipedia.org/wiki/Luhn_formula.

7 http://www.cpsr.org/prevsite/cpsr/privacy/ssn/ssn.structure.html.
8 http://en.wikipedia.org/wiki/Social_security_number.

9 http://www.socialsecurity.gov/history/ssn/geocard.html.

19 http://www.socialsecurity.gov/employer/ssnweb.htm.

" hitp://www.ssa.gov/employer/highgroup.txt.
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Table 3.2 Group Numbers and Orderings for SSNs

Group Number Ordering
odd numbers: 01 to 09
even numbers: 10 to 98
even numbers: 02 to 08
odd numbers: 11 to 99

92 would invalidate SSN XXX-04-XXXX, a high number of 07 invalidates
SSN XXX-15-XXXX, and a high number of 20 validates SSN XXX-03-XXXX.

Finally, the last four digits are consecutively assigned (0001-9999),
defined as a Serial Number, and do not have any sort of check digit or
lookup values. Bear in mind, this algorithm is used only to determine if an
SSN has ever been issued—it can't tell if the person is alive or dead or the
name of the person to whom the number was originally issued.

To give a real-world example, consider the SSN 480-07-7456, which
belonged to Ronald Reagan, the 40th president of the United States. He was
born on February 6, 1911, and died on June 5, 2004, at 93 years of age.
To interpret this SSN, we examine the first three digits (i.e., the Area Number)
using a Social Security Number Allocation table'? and see that 480 is part of
the range 478-485 assigned to the state of lowa. A review of the Wikipedia
entry'® on Ronald Reagan shows that he worked at various radio stations
in lowa during the 1930s and talks about his enlistment in the U.S. Army
Reserves, which is most likely when he applied for his SSN. As a matter of
record, the SSA first started issuing numbers in 1936, so obviously the number
was assigned sometime after this date.

The next two digits 07 (i.e., the Group Number) are cross-referenced
using the high list. The most recent entry shows that number is currently set
at 37. Using the formula described above, 37 falls into the final category of
odd numbers (11-99), which means that Reagan’s Group Number assign-
ment of 07 (part of the first category 01-09) makes it a valid entry. Also, 07
is a number that was assigned early on in the SSA issuance process, indicat-
ing it would most likely be an older number. Actually, this type of compari-
son is important in validating SSNs in situations where, say, a 21-year-old
person is trying to use an SSN issued to someone that is 50 years old.

The final Serial Number, 7456, merely distinguishes the assigned num-
bers from others in the Area/Group. The number of SSNs issued each year
changes based on demand, and historically’# there are some years with
fairly large fluctuations including 1937 (with more than 37 million issued in
the first year of the SSA), 1973, and 1987.

12 http://www.ssa.gov/employer/stateweb.htm.
13 http://en.wikipedia.org/wiki/Ronald_Reagan.
14 http://www.socialsecurity.gov/history/ssn/ssnvolume.html.
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SSN validation checks are a simple and effective way to find obvious
issues, errors, and anomalies in data and form a good foundation for detect-
ing various precursors to aberrant behaviors and fraud-related activities.
Unfortunately, sometimes due to careless data entry or other factors, inconsis-
tencies are infroduced through transposed digits, so care must be taken when
validating the data to ensure the accuracy of the data.

In continuing with the interpretation of patterns and the use of addi-
tional sources of data, we switch our discussions from fighting insurance
fraud to combating money laundering.’s These two industries share a con-
siderable amount of the same challenges with respect to understanding
their respective patterns.

Do These Patterns Make Sense?

Many times pattern interpretation needs to be done within certain types
of domain context. It is important to know the origins of the data, the value
transformations involved, and what can logically be presented. Given the
two networks shown in Figure 3.4, determine which one is of most inter-
est to the analysts performing the investigation.

The first pattern shows a standard financial transaction where all
the related information is shown connected to the Subject. For a complete

Pattern #1 Pattern #2
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ID Number
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Address

m = SS Death Master Hit
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Figure 3.4 Interpreting the patterns.

15 The previous pattern discussed is also routinely seen in financial data, especially Bank Secrecy Act
(BSA) data, and most patterns presented in this section are interchangeable between domains.

/8



WHAT ARE PATTERNS?®

transaction, generally there will be information on the home Address, a work
or ahome Phone (or both), some type of ID Numberused to conduct the trans-
actions (e.g., a driver’s license, passport, alien registration, or other form),
and most important, an SSN. However in this case, a special icon is assigned
to the SSN because it was found to be an exact match of an entry in the Social
Security Death Master (SSDM) Index!¢ (see sidebar on SSDM). This type
of matching is routinely done in organizations such as FinCEN (Financial
Crimes Enforcement Network) and the IRS-CID (Criminal Investigations
Division) when performing money laundering-related analytics.

Death Master Index

The Social Security Administration Death Master Index (DMI), also referred
to as the Social Security Death Master (SSDM) Index, is a database offered
for sale by the Department of Commerce, Technology Administration through
their National Technical Information Service (NTIS), a division responsible for
the collection and dissemination of various scientific and technical informa-
tion sources created by the government for release to the public as well as
special research services to other federal agencies. The DMI is a database
with over 80,000,000 records (circa 2008) that simply contain the name,
SSN, dates of birth and death, and some basic address data on any person
who has died with an assigned SSN. The following sample shows the basic
layout of a record in the death master file:

Code A/C/D (add/change/delete)
Social Security Number

Last Name

Name Suffix (e.g., Jr., Ill)

First Name

Middle Name

Code V/P (verify or proof—for confirming death)
Date of Death

Date of Birth

State/Country of Residence

ZIP Code of Last Residence

ZIP Code of Payment Benefit

Once a person is reported deceased, their SSN should no longer be
used for any type of income reporting, finance application, or other type of
official benefit. Although not authorized, use of the SSNs of the deceased for
these types of purposes occurs on a fairly routine basis. Many of the finan-
cial intelligence units operating in the United States utilize the DMI/SSDM to

16 http://www.ntis.gov/products/ssa-dmf.aspx.
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cross-check cash transaction reports and other types of financial dealings to
ensure people are not listing the SSNs of dead people. Often, unintentional
errors occur due to character transpositions. Additionally, intentional misrep-
resentations occur when people make up their own SSNs to avoid govern-
ment reporting and filing requirements.

Atfirst glance, this looks to be a promising pattern where someone was
involved in a financial transaction using the SSN of a dead person. However,
before we can definitively state that this is the case, there are a few addi-
tional items that must be checked. First, for this to be of any interest to an
investigator, the date of the financial transaction must occur after the date
of death. People do die, the databases are updated routinely, and eventually
everyone in the database will reflect a match on the death master index,
but the value of these records will long be past their term of usefulness and
most likely purged from the system. As a side note, most of the investiga-
tions to identify new patterns and targets of interests tend to be on more
current data sources, say, within the last two years. Investigators typically
check only the older data sources (e.g., five or more years) once they have
an initial suspect and are reviewing background and backup materials for
their case—but rarely would older data be used to initiate a new case.

So, if the date of death is after the date of the transaction, the pattern
is discounted and the investigator moves on to the next target. If the dates
are not in the right sequence, then the next item to check is whether the
name from the SSDM matches the name of the Subject in the transaction.
Often when the SSN is improperly coded during the collection process,
a single misrepresented digit can cause a false match. Therefore, it is
important that the investigator checks the names for consistency to see
if it is the same person. If the names don’t match, then there is a good
chance it was a collection issue—and most likely the SSN listed is not
truly the one assigned to the Subject. This becomes a judgment call for
the investigator, because in this example there is only one transaction
on which to base the decision. If there were several transactions, each
consistently listing the same SSN (the diagram would show a thicker link
between the Subject and the SSN), then we would know it was an inten-
tional misrepresentation and appropriate actions could be taken against
the subject. If a match on the names is encountered, then our suspect is
indeed dead and it reflects an interesting situation, most likely some type
of identify theft. Regardless, it becomes an actionable pattern.

The other pattern displayed represents an Organization connected
to an SSN that has a death master match. The question is: Does this pat-
tern make sense? The short answer is “no,” because in the United States,
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corporate entities have a Taxpayer Identification number'” (TIN), also
referred to as an Employer Identification number'® (EIN), that is struc-
tured as a nine-digit number, which, as mentioned previously, is the same
number of digits as an SSN. On many financial data collection forms??
used by the government, it is often confusing and ambiguous whether a
person or an organization is being represented. Thus, an EIN and an SSN
are equivalent values within many financial datasets because there is no
clear way to tell them apart. Unfortunately, the IRS did not require some
type of encoding for corporate identifications (e.g., where they always
start with a certain sequence) and, therefore, a company and an individ-
ual can technically have the same number, yet not be related in any way.
As you can imagine, this complicates the analytics that are performed
on such data sources because there is no sure way to know what value is
truly being represented.

Therefore, the diagram where the Organization is connected to an SSN
with a death master hit represents a situation that can’t logically exist and
so is considered invalid, and the investigator continues on to the next tar-
get of interest. There are circumstances where a Subject is connected to an
SSN (with a death master match) that is also connected to an Organization
because the Subject was DBA (doing business as) the Organization.

Is This a Reliable Pattern?

Look closely at the information presented in Figure 3.5 and determine if
the contents present a reliable pattern. The first pattern to consider is the
indirect relationship between the two Subjects through the Phone and the
second pattern is through the Address.

Without having to look at any of the details presented in this dia-
gram, if the names of the two Subjects are similar, then the pattern is con-
sidered reliable. But for this exercise, assume the names are completely
different from one another, focusing instead on other clues from which to
make an evaluation. The three transactions on the left side of the diagram
all occurred in 2005 and the four on the right occurred in 2008, repre-
senting a three-year difference in the filings for these Subjects. From the
information presented, can the pattern be deemed reliable?

Factoring real-world circumstances and realistic interpretations of the
data, there are a number of dimensions that need to be considered. Often

17" http://www.irs.gov/businesses/small/international/article/0,,id=96696,00.html.
18 http://www.irs.gov/businesses/small/article/0,,id=98350,00.html.
19 This reference is based on observations associated with the Bank Secrecy Act Data (BSA).
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phone numbers are recycled?’ and reused?! within the telecommunications
industry—normally in about 90 days once a number (e.g., an account) has
been deactivated, but for some carriersitis as short as 30 days. Additionally,
the investigator would want to know if this is a home or a work phone num-
ber because common numbers for large organizations would promptly dis-
count the value of the pattern.2? Given the situation presented, more than
likely the two Subjects are not related because of the time gaps.

Now, interpret the diagram using only the Address as the basis for
the connection. Is this a reliable pattern? All the same conditions hold
true for the Address as for the Phone because people tend to move and
apartments can be rerented to other people, so the same rationale for
discounting the Address pattern is made as it was for the Phone pattern.
Additionally, the investigator would want to double-check the Address to
make sure it is not a generic location, such as a large apartment complex,
a major office building, or some other public address. If it is, then the pat-
tern would almost be guaranteed to be dismissed as too common.

Having gone through the individual pieces of this pattern and defin-
ing why they would not be very reliable, consider the pattern when both
the Address and Phone are connected between the Subjects. Would this
then be a reliable pattern? In almost all circumstances, yes, it would
be—if the data represented valid values (e.g., not unknown (UNK)) and
they did not represent the address and main phone number of a large
business. It is important to review all aspects of a pattern and not merely
interpret the results as valid or valuable. Analysis is a process that takes
time, reasoning, and a lot of insight into the data being reviewed. Small
variations in the data can yield vastly different outcomes, and good ana-
lysts understand these subtle differences.

Here is another real-world pattern that puts a slightly different spin
on this type of pattern. The network shown in Figure 3.6 comes from two
different SARs (suspicious activity reports) filed by completely indepen-
dent financial institutions. The first SAR (shown at the top of the diagram)
was filed in 2000 with a violation type of check kiting,2* which is a way to
cover funds between multiple accounts by using the float as the balance

20 David Lazarus, Service providers recycling cell phone numbers is a dirty little secret. San
Francisco Chronicle, February 3, 2006, http://www.sfgate.com/cgi-bin/article.cgi?file=/
chronicle/archive/2006/02/03/BUGA7GTHKM91.DTL.

21 Cosmin Turcu, Calling Paris, Wrong Number, Softpedia, July 9, 2007, http://news.softpedia.
com/news/Calling-Paris-Wrong-Number-59331.shtml.

22 The main phone number associated with a large corporation, such as AOL (703) 265-1000, would
not constitute a direct or even implied relationship among its employees as it might in a smaller
business (e.g., under 200 people).

% http://en.wikipedia.org/wiki/Check_Kkiting.
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Figure 3.6 Repeated behavior—check kiting.

for uncollected checks.?4 This Subject owns/operates a gas station. All of
the other information related to this Subject checks out properly against
public sources and online references—so the investigator knows the
Address, Phone, and SSN are all valid.

The SAR at the bottom of the diagram was filed in 2007 by a different
bank—almost seven years to the day after the first SAR—and it was also
for check kiting. The major difference is that it was filed on the spouse

24 Laura Bruce, Anatomy of check-kiting fraud. Bankrate.com, December 3, 2002, http://www.
bankrate.com/brm/news/chk/20021203b.asp.



WHAT ARE PATTERNS?

(wife) of the person referenced in the first SAR, thereby providing the
investigator with some consistency based on their last names. The net-
work commonality in this diagram is founded on the work and home Phone
numbers and if you look closely at the Address detail, the two are identical
except for the abbreviation of “Street” to “St.” There are mechanisms that
can be applied to correct these types of inconsistencies in the data to help
make the diagrams and networks more reliable for interpretation.

The net—net value of this diagram shows that even though a fairly
long period of time has lapsed between the SAR events, the emerging
big picture tells us the operators of this gas station are involved with ille-
gal (rather, undesirable) banking practices and the financial community
needs to impose very strict oversight and limitations on their business
accounts. Certainly, with prior knowledge of such activities, any new
financial institutions where this business might apply for credit or bank-
ing services would apply more diligence and oversight on the business to
ensure there was no unethical or illegal behaviors or activities.

Is This an Actionable Pattern?

Continuing to build on interpreting the structures, commonalities, fre-
quencies, and values encountered in the data, this next pattern provides
a more complex network with several additional dimensions to review.
Specifically, this pattern reveals more details about the objects themselves
via their assigned labels. While the data presented has been sanitized and
does not in any way reflect the original source data, the structural integrity
is kept the same. The first objective when reviewing the diagram presented
in Figure 3.7 is to determine if the data represents an important pattern.
Immediately, the investigator sees that there is a common or shared
SSN between the two Subjects. In financial data, an SSN can be shared by
a husband and wife in certain transactions. A quick check shows that they
are different people based on their names and dates of birth, so the inves-
tigator considers these people unrelated. At this point the other details
of this network come into play, mainly that there are no other objects in
common—no addresses, no ID numbers, and no phones. The premise
is that a common phone number or a shared driver’s license, in conjunc-
tion with the SSN, would guarantee a strong connection between the two
Subjects. Yet there is no additional overlap observed in this network.
Addresses are perhaps the most widely varying data encountered in
any system. There are many abbreviations, spellings, and formats used to
encode an address. It is not unusual to see three, four, or five variations of
the same address—often differentiated only by extra periods, commas,
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or directional encoding (e.g., NW, N,, or North). The investigator quickly
realizes that the two Addresses shown in the diagram are not even close to
one another. If they were in the same city or state, there would be more
of a chance the Subjects were related. In this case these two Addresses are
more than 1,300 miles apart, which dramatically diminishes the likeli-
hood that they are related.

As shown in the diagram, each Subject has only a single SAR transac-
tion. This tells the investigators that the Subjects are not actively engaged
in multiple transactions and, therefore, the common SSN is most likely a
data entry problem, which can be further justified because the “INVALID”
label shown under the SSN indicates it failed a Social Security valida-
tion check. In short, the entire network can be discounted. This network
would warrant further investigation if the Subjects each had more than
one transaction because it would be highly unlikely that the same trans-
position for the SSNs would occur for every transaction. If that were the
case, the investigators would aggressively pursue these targets.

Which Pattern Is More Valuable?

In many agencies and organizations there are often multiple patterns of
interest that can be pursued at any given time, and the investigators must
prioritize their time and resources to follow up on those that will provide
the greatest return on the investment. Sometimes the more valuable pat-
tern is based on the total amount of money lost to a fraud or scheme,
and at other times the more valuable pattern is based on how quickly an
indictment or charges can be brought against the perpetrators. Ideally,
all patterns should be pursued, but budgets are limited so it becomes a
judgment call for the investigators.

The first network in Figure 3.8 shows a complex structure based on the
total number of objects and how they are related. For this example, assume
the Subjects’ names are completely different from each other and their
addresses are located in different cities. Similar to patterns shown in the
previous examples, there is a common SSN shared by all three Subjects. The
main difference is that there are multiple Transactions (e.g., SARs) defined
for two of the Subjects, which changes the interpretation of this pattern.

The upper-left Subject was involved in two Transactions with a sin-
gle SSN. In this case, both transactions used the same SSN and the two
Addresses are also the same with just a slight variation (Ave/Avenue).
The upper-right Subject has five Transactions all using the same SSN.
Additionally, there is an ID Number that is shared with the Subject at the
bottom, along with the same SSN.

8/
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Figure 3.8 Interpreting the value of network #1.

Although the Subject at the bottom of the network has only a single
Transaction, he is strongly tied into the network because he shares both an
SSN and an ID Number with the other Subject. If there had been only one
connection, it might be attributed to a data quality problem. The additional
connection indicates that this is not a coincidence or the result of a data
error. This network clearly shows the intentional use of the same SSN by
different Subjects. Furthermore, the Addresses listed for these Subjects are in
different cities, strongly indicating that they are operating as an organized
group. If we tally up the actual dollar amount of the Transactions involved
in this network (assuming each is valued at $10,000), they are worth about
$80,000. Considering the locations of the Subjects, pursuing this lead will
require the cooperation of multiple jurisdictions to prosecute.

The second network shown in Figure 3.9 presents a more central-
ized arrangement of connections because all the activity is tied to a single
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Figure 3.9 Interpreting the value of network #2.

Subject. The most noteworthy feature of this network is that there are
multiple (three) SSNs used by this one Subject. As we have learned, the
variations in the SSNs could be innocent data entry errors or they could be
intentional misrepresentations. The most unusual factor in the diagram
is that there is only one Address, Phone, and ID Number. The investigator
finds this inconsistent with the number of SSNs shown, reviews the SSNs
to find that the variations are not simple transpositions, and, therefore,
determines the Subject is trying to avoid detection by altering his SSN.
When using object representations for network diagramming,
the uniqueness of, say, a Subject is limited to the combinations of first,
last, and middle names. Therefore, common names (e.g., Mary Smith,
Jose Gonzalez, Tran Nguyen, and Mohammed Fayyad) may produce
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a composite representation of more than one Subject. In these cases, it
is common to see multiple SSNs; however, there will also be multiple
Addresses, or Phones, and/or ID Numbers.

Even though the value of this network is only $50,000 (based on the
five Transactions worth $10,000 each), it is more attractive for prosecution
purposes because it involves only a single Subject that is operating out of
a specific Address and the level of resources required to pursue this case
can be minimized.

What Does this Pattern Show?

In this next example, we change the domain to a vehicle sales database,
and discover that there are some larger commonalities among the objects
than are to be expected. Think about the last time you went to a car deal-
ership and purchased a new or used vehicle. There may have been some
haggling on the price and desired options, but more than likely there
was a lot of standard paperwork to fill out including the vehicle registra-
tion, warranty information, and finance applications. Depending on the
efficiency and automation of the dealership, this can simply be a matter
of signing a number of forms. However, the data collected not only com-
pletes the sale, but also serves as a marketing tool for scheduling main-
tenance, providing service reminders, issuing recall/safety notices, and
cross-selling different dealership products.

In Figure 3.10, a network was discovered interconnecting a large num-
ber of Customers (see, not all examples are based on trying to find a “bad
person”) that share a common Phone? number. This pattern was discussed
previously in the context of money-laundering activities, but the interpreta-
tion for this domain is somewhat different. Also, for readability, a number of
the Customers were removed so the network detail would be more explicit.

There are several important dimensions to point out in this network
to help interpret its meaning. First, each of the Customers appears to be
connected to at least two phone numbers and common sense dictates that
the Phones are either a work or a home phone number. The number at the
center of the network is most likely a work phone number because it is
shared by all the subjects and the other phones are more of a one-to-one
connection to specific customers with the exception of the phone number
at the top of the network, indicating that these people are perhaps related
or possibly roommates.

%5 The phone numbers represented in this diagram were “randomly” generated to cleanse the origi-
nal data and protect the identity of the original customer. The relationships of the phone numbers
are structurally accurate, and as such, their connections to the customers have been left intact.
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Clarification of the role of the phone can be determined from how
the linkages were encoded when modeled from the original data schema.
Remember, a phone is a phoneis a phone (see sidebar) regardless of whether
itis a home, work, cell, fax, or other type of commission. The “role” of the
phone is defined in how it is used and how it relates to the other entities
being represented. Thus, a home phone can double as a fax and can also
be used for work purposes; therefore, the phone number does not change,
only the role or its usage for the different activities. The same holds true
for cell phones and voice over Internet protocol (VoIP) configurations.

Generic Data Types

In the play Romeo and Juliet, written by William Shakespeare (circa 1594),
Juliet states “What's in a name? That which we call a rose by any other name
would smell as sweet.” Essentially, how we refer to objects is somewhat irrele-
vant because they will exhibit their basic and underlying characteristics regard-
less of what we call them. Perhaps even more apropos is the phrase: “A rose
is a rose is a rose,” which comes from Gertrude Stein’s poem “Sacred Emily”
(circa 1913). When representing data, one must think about defining the “type”
of an obiject in terms of how it will be used during the analytics. Fundamentally,
the role of an object, as defined within a system, should not be its type but
rather its “real-world” interpretation. If there is a potential that more than one of
the same object types defined within an analytical model could represent the
same entity, then they all should be cast as the same type.

For example, when defining the calling parties associated with a phone
call, it is generally more appropriate to represent both sides as a phone
rather than a caller (calling phone = 123) or a callee (called phone = 456).
Consider the case when a caller for one phone call (123 — 456) is then the
callee in a subsequent phone call (456 — 123). From an analytical perspec-
tive, when searching for a specific phone number, the end user does not
typically want to create multiple queries to find all callers = 123 in addition to
all callees = 123. Ideally, the number(s) would be represented as phones and
their roles within a phone call transaction recorded as caller (phone = 123)
and callee (phone = 456), respectively.

The same concepts hold true for a number of scenarios, including, for
example, husband (Bob) and wife (Mary). Both represent people in the real
world, and their roles, with respect to one another, are husband and wife.
The husband can also be a son, brother, father, employee, volunteer, or even
a perpetrator or victim in a criminal event. The intent here is not to create a
different representation (e.g., instance) of the same entity, but rather to be
smart about how to fulfill the analytical requirements. Thus, Bob = Person
and Mary = Person and the role they have in the relationship is as hus-

band/wife. Figure 3.11 shows some additional roles/types that should be
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considered generic when modeling data, including, for example, vehicles
(rented, owned, or leased cars) and addresses (home, work, remote, HQ,
staging, or demonstration).

Define the type for the
entity not the role

Caller/Callee

Deposit/Withdrawal

From/To

Arrival/Destination

g ¢ 9 0 & 0 O G G O

Shipper/Consignee

- = -
Seller/Buyer @ oo
Prime/Sub
Payor/Payee
Sender/Receiver :
Owner/Renter

Figure 3.11 Defining consistent data types.

Second, the Addresses associated with each of the Customers are located
within a fairly well-defined region in the Washington, D.C. metropolitan
area. These Addresses are also within about 30 miles of the location of the
car dealership. Third, the types of cars sold to this community are consis-
tent (e.g., Lincoln and Mercury brands) for this category of customers.

Instead of discounting this pattern for being too general due to the
common work number, the dealership owner can utilize this situation
for offering a better product/service. Most dealerships provide loaner
cars, which are an expensive overhead cost and take up valuable time
for paperwork processing on behalf of the customer. Additionally, many
dealerships in the Washington metropolitan region offer scheduled shut-
tle service to the closest Metro station. The business associated with
this phone number is, unfortunately, not located near a Metro facility, but
is located about 15 minutes away from the dealership. Thus, due to the
large volume of customers employed at this location, the dealership not
only can offer a door-to-door shuttle directly to their place of employment
and but also can send out special discounts for servicing their vehicles to
take advantage of this shuttle offer. So what would be a “short circuit” in
one domain proves to be a valuable pattern in a different domain.

In continuing with the dealership scenario, there is another com-
monality pattern that is based on the Customer and his/her Address. When
reviewing the network structures for this dealership, it was discovered that

@3
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certain “home” addresses appeared frequently in the database. Immediately,
this raised a red flag because the home address of the customer should be
somewhat unique and should not be linked to hundreds of different custom-
ers. Figure 3.12 shows a high-level view of the top three networks.

The objects at the center of each network represent a single Address
and the objects spanning the circumference of the circle are the Customers.
A quick review showed the addresses in question were the post office
boxes associated with two of the primary finance companies used by the
dealership. The Addresses represented in Network #2 and Network #3 in
Figure 3.12 actually reference the same location, except one used PO Box
(without periods) and the other used P.O. Box (with periods). Somehow
the addresses of the customers (142 + 340 = 482) were entered as that
of the finance company. This shows a fundamental flaw in the collection
process either through a faulty computer program (unlikely) or because
of a poorly trained sales department. Luckily, this situation was detected
and could be easily fixed. Unfortunately, there were thousands of records
that had to be manually reentered to ensure the accuracy of the database.
Furthermore, before this pattern was found the dealership mailed out
sales and maintenance flyers that often were not delivered to the intended
party and cost the dealership in production and delivery costs in addition
to the lost sales. Thus, finding this pattern was an immediate return on
investment (ROI) for the dealership.

Other patterns that were found in this dealership’s data included sev-
eral of the same invoice number being used to represent different car sales
(based on vehicle identification numbers [VINs]; also see sidebar), expos-
ing a flaw in their sales tracking system/process. As shown in Figure 3.13,
there are seven sales transactions with the same invoice number (16350)

Customers Address

Network #1 Network #2 Network #3
132 Customers 142 Customers 340 Customers
1 Address 1 Address 1 Address

Figure 3.12 Top three address-centric networks.
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Figure 3.13 Duplicate sales invoice numbers.

and dates that occur over a two-day period. The same salesperson (not
shown) appeared on at least three of these invoices and each was for a unique
VIN. There were dozens of instances of this type of pattern in the database.

Another example from this dataset showed numerous patterns where
a VIN was utilized by multiple Customers. As is shown in Figure 3.14, a
single Vehicle, defined by the VIN, was involved in three different sale
Transactions, which all occurred on the same day and involved three com-
pletely independent Customers (shown along with their Addresses and Phone
numbers). Logically this situation does not make sense because the people
are not related in any way, removing the possibility that perhaps someone
co-signed for another or they all jointly purchased the vehicle together.
Certainly the car was not sold to three separate people on the same day.
One observation for all instances of this pattern is that the salesperson
(name not shown) responsible for the transactions is the same. Therefore,
it must be concluded that there is a flaw in their sales-processing database
and perhaps test drives were mistakenly entered as bona fide sales.

Certainly, exposing this type of pattern helped the dealership
improve their processes and procedures, which in turn reduced costs
due to improper forecasts and erroneous reporting of inventory. The abil-
ity to view the data from different aspects helped expose patterns that
affect the day-to-day operations of the dealership and ultimately provided
a means to improve business processes.

VIN Validation

Since 1981, all vehicle identification numbers (VINs) have been standard-
ized to 17 characters that encode specific details about the vehicle. Knowing
this information can help verify the legitimacy of the vehicle, especially for

insurance-related applications or law enforcement checkpoints at border

5



DATA MINING FOR INTELLIGENCE

Q6

crossings. Each character represents a unique aspect about the vehicle, as
shown in Table 3.3.

Another way to look at this layout in a more refined grouping is shown
in Table 3.4.

Table 3.3 VIN Structure (Vertical)

Character Location Reference

1 Country

2 Manufacturer

3 Make

4-6 Engine

7 Body/Transmission
8 Trim Level/Restraint
9 Check Digit

10 Model Year

11 Assembly Plant
12-17 Serial Number

Table 3.4 VIN Structure (Horizontal)
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

WMI Model *Y P Serial Number
WMI = World Manufacturing Identification
* = Check Digit
Y = Year Manufactured
P = Plant Code

The Check Digit (position #9) is based on a mathematical calculation.
Generally, each character in the VIN is assigned a number, which in turn is
multiplied by a position-weight factor as defined in a standardized lookup
table. The products are then added together and the total divided by 11. The
remainder becomes the check digit (the value 10 = X). Without the proper
knowledge of each VIN value or how the check digit is calculated, it is difficult
to just make up a fake VIN.

Although a full discussion of VIN decomposition is outside the scope
of this book, there are a number of programs? and Web sites?” that are
useful for looking up the actual values for each of these fields, and some

26 http://www.autobaza.pl/ab/en/web/productaa0100.
27 http://en.wikipedia.org/wiki/Vehicle_identification_number.
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further define the raw calculations involved in computing the Check Digit.
So, for instance, a VIN such as ZHWBU26S95LA01701 represents a 2005
LAMBORGHINI MURCIELAGO with a ROADSTER body style having a 6.2L
V12 DOHC 48V engine that was manufactured in ITALY.

Who Is the Most Important Person?

There has recently been a lot of emphasis placed on social networking
analysis (SNA) in a number of intelligence areas, including communica-
tions, such as lawful intercept, politically exposed persons, and corporate
governances. SNA approaches seek ways to better classify critical objects
within a network, and the concepts of centrality, closeness, and between-
ness have been used extensively to help organizations better understand
their underlying interpersonal operating behaviors.

Centrality is designed to expose those entities that are most inter-
related and potentially exhibit a high degree of control within a network.
The centrality of an object defines how many connections it has with other
objects, where more connections indicate more centrality. Very centralized
networks tend to be dominated by a few entities and, therefore, are subject to
failure should these “central” nodes be terminated or removed. Less central
networks tend to be more resilient. Depending on the application, knowing
this fact can prove very useful when disrupting the operations of a network.

Closeness calculates how “close” objects are with respect to the over-
all coverage or distance within the network. Objects that are “closest”
have the fewest direct and/or indirect relationships to all other objects
within the network. They can reach another object in the shortest number
of steps, hops, or linkages. Detecting the closest object in a network can
provide an ideal vantage for monitoring the operations of a network or
spreading information throughout the network.

Betweenness represents a way to identify objects that support the
largest number of pathways within a network. There can be any num-
ber of pathways (e.g., multiple routes) between objects in a network and
the most “between” object ties together the largest number of possible
routes. The object with the largest number of connections does not neces-
sarily represent the object with the best betweenness factor. These types
of objects can exhibit a great deal of influence within a network.

There are many additional aspects to SNA theory?® regarding the
types of calculations, statistics, and dimensions that can be calculated
from a network. However, when trying to best understand the structure

28 An in-depth discussion of SNA theory is outside the scope of this book.

%



INTELLIGENCE

DATA MINING FOR

"B|2IYdA sWbs sy} 104 SUOIODSUDI} S90S O_Q:_D(Z

JINOLSND
ANVITAIVIN

ATTIAIDOA
NnznsI

¥00¢/T0/€0

: R._LGJ , ’
n.‘ el
£00C
nznsI
YTNOLSND «oww\wwwmo 8STEOEHASASSKDTST
VINIDUIA - ﬁrfm.ﬂ

DIANASIIT

(= LN

nznsI
$002/20/€0

JTNOLSND

VINIDIIA
NOLSTd

y1°¢ @anbiy

Q8



WHAT ARE PATTERNS?

of a network utilizing real-world data sources, the SNA process certainly
provides great utility for helping to expose important network factors,
but good old common sense is also a big part of properly interpreting the
network. Therefore, given the network presented in Figure 3.15, consider
which person represents the most important person in the network.

There are actually anumber of good candidates to nominate from this
network. Remember that there are no right answers or wrong answers; it
depends on the context and the interpretation of the data. Many people
immediately think Boris is the most important person in the network
because he clearly is responsible for bridging two subnetworks (acting as
an articulation point or a gatekeeper) and, if removed, the entire network
would no longer be connected. Depending on Boris’s role in the organiza-
tion, he might be the top-level commander or could be just an intermedi-
ate grunt conveying orders among parts of the group.

Alternatively, Nokolai or Igor could be considered the most impor-
tant people in the network because they connect (e.g., influence) the most
number of other people. Removing either of these people from the network
would have a strong negative effect on the overall viability of the network
(i.e., it would completely fall apart). People such as Nokolai and Igor can
react quickly to personnel changes and new information, or pass on orders
because they are, respectively, the closest to all the other people in the
network.

Finally, an unlikely member of the group, Petrik, could be considered
the most important even though he is on the perimeter of the network.
Although not explicitly shown, the roles of these members (e.g., leader
or follower) need to be taken into account when the network is being
analyzed. The directionality of the connections also needs to be factored
into these analytics. These have a big influence on how “important” the
objects are considered. One minor difference with Petrik is the thicker
link shown between him and Nokolai. This could indicate that Petrik is
passing on orders (as the boss) to direct Nokolai (a lieutenant) to carry
out certain actions.

Based on SNA calculations?® performed on this network, Nokolai is
the most “between,” followed by Igor then Boris, and the same holds true
for the degree of “connected.” Nokolai and either Boris or Igor are respec-
tively the most “close” in terms of network connections. Thus, the inter-
pretations of the network are subjective to the domain and the context in
which the analysis is being performed.

29 These values were derived using the SNA procedures offered in the VisuaLinks software
product.
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Conclusion

A number of different networks were presented throughout this section
and each had a specific interpretation based on the domain and/or circum-
stances under which it was being evaluated. Generally, the structure of the
networks was fairly simple, yet conveyed a large amount of detail, some
explicitly and some implied. Subtle clues in the network representations,
such as labels, values, proximities, frequencies, and commonalities, were
used to summarize and convey the most logical explanation for their exis-
tence. As was reiterated many times, there are no right or wrong answers,
only interpretations and subjective opinions.

In addition to exposing patterns and trends using network diagrams,
the presentations often help expose issues and problems in the quality
of the underlying data collection systems and acquisition interfaces.
Inevitably, core business processes will need to be updated, upgraded,
and adjusted to respond to these circumstances. New interfaces and value
checks will be implemented to minimize collection mistakes, reduce data
entry errors, and improve the overall quality of the data. Furthermore, the
patterns themselves need to be vetted, and all relevant, repeatable, and
actionable patterns need to be addressed and new procedures put in place
to deal with the findings. Thus, patterns related to fraud would require
existing business processes to be adjusted to minimize their occurrences
and reduce losses resulting from these schemes (e.g., add new data
checks to validate the SSN), where as patterns exposing new market seg-
ments or identifying customers likely to purchase new products would be
maximized. It is all a matter of perspective.






PART 2

REAL-WORLD EXAMPLES
AND OPERATIONS

In addition to working with some great and wonderful people, perhaps
the most fun and exciting part of any new engagement is learning about
the environment, the processes, and the overall operations of a program,
system, or agency. The challenge is in conquering the unknown. To see
data for the first time can be exhilarating and stimulating, while at the
same time it can also be somewhat nerve racking and make one somewhat
apprehensive. This is especially true in “find the bad guy” scenarios where
there is a lot riding on targeting “entities” of interest and uncovering the
hidden patterns. This becomes exceedingly evident, where, for example:

e A fraud perpetrated against an organization or industry can cost
hardworking people money due to increased premiums or taxes,
and, in some cases, their life savings.

e A transfer of funds is designed to circumvent bank reporting
requirements to conceal illegal proceeds of crime, thereby under-
mining the integrity of the financial marketplace.

e A transshipment of drugs is smuggled across a border without
interception and threatens the integrity, well-being, and futures
of the youth in our society.

e A criminal escapes detection by law enforcement agencies and
perpetrates additional crimes that ruin people’s property and
lives.

e A terrorist, plotting a bombing that would kill large numbers of
innocent people, goes undetected by the intelligence community.

There is also a personal challenge associated with performing these
types of analyses, especially when it comes to detecting criminals trying
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to outsmart “the system” by taking advantage of the loopholes, flaws, or
vulnerabilities inherent in any process. A small percentage of dishonest
people adversely affect the millions of people who lead decent and honest
lifestyles. For some, they have been lucky, avoided detection, and got-
ten away with their scams, frauds, and embezzlements for personal gain.
Everyone has a rationale and justification for their actions and many feel
they are entitled to the money or benefits they steal.

Atthe end of each day, someone’s life changes—for better or worse—
depending on the outcomes of the analyses performed by reviewing the
data sources. Ultimately, the goal is to improve detection capabilities by
providing better, faster, and more effective analytics against the data and
enabling the investigators to be more timely and efficient with their lim-
ited resources. Small improvements in detection can result in significant
levels of returns.

This section overviews a number of different industries and the solu-
tions that have been implemented to help deal with some of these problem
areas. Specifically, there are descriptions of fraud patterns, narcotics traf-
ficking and interdiction, border crossings, and money-laundering opera-
tions. Each scenario provides some fundamental background regarding
the nature of the operations, the issues (e.g., frauds, smuggling, launder-
ing), and the approaches contrived to deal with the problems at hand.

Although the analytical approaches presented in this section may
appear somewhat disjointed and unrelated, they all follow the same logic,
processes, and protocols as were discussed in Part 1. Try to generalize
the problem space when reading through this section and you will quickly
learn that there are a lot of similarities among the different industries
presented. In fact, many of the same patterns exist within all of these
domains. The trick is in recognizing the commonality and generalizing
the results so that they can be applied globally. Therefore, even though
the underlying technology is based on graph theory and network visual-
ization, the true value is in knowing the proper analytical methodologies
to employ when working on a new data source.



Chapter 4

Infroduction

194 Arrival/Departure Records
Lland Border Targeting
Conclusion



DATA MINING FOR INTELLIGENCE

Introduction

In our global economy, with affordable air transportation along with con-
venient routes and schedules across the world, many more people are
traveling internationally these days. Some people travel for pleasure or
vacation while others travel solely for business reasons. According to the
data posted on the Transportation Department’s Bureau of Transportation
Statistics,! there were more than 650 million domestic passengers and
over 150 million international passengers flying in and out of U.S. airports
in 2005. There are also hundreds of millions of border-crossing events
between the United States and Canada?® and Mexico.* Many people enter-
ing the United States are not citizens and, therefore, are required to file
an Arrival/Departure Record (I-94 Form) to document their admission
into the country, as is also required by other nations (where it is often
called a Landing Card).

1-94 Arrival/Departure Records

The 1-94 form,> shown in Figure 4.1 (front and back), has two parts—
one for the arrival, which is collected at the immigration desk upon
entering the country, and one for the departure, which must remain
with the passport until the person leaves the country, at which point it
must be surrendered back to an authorized official. Not returning the
second part of the 1-94 form can cause problems with being readmitted
to the country.

The information collected on an 1-94 form is fairly standard and
includes the most common types of data including names, dates, and
addresses; it is actually recorded manually on paper by the individual
entering the country—usually during the last part of the flight—before
landing.® Thus, there are a number of vulnerable points in the collec-
tion process. The data can be misinterpreted by the passenger due to
language conflicts, intentionally made inaccurate, or transposed by the
data entry operators when converted into the Treasury Enforcement
Communication System (TECS), a mainframe computer database oper-
ated by the Department of Homeland Security’s (DHS) U.S. Customs

1 http://www.bts.gov/.

2 http://canada.usembassy.gov/content/can_usa/didyouknow.pdf.

3 http://www.bts.gov/programs/ international/border_crossing_entry_data/us_canada/.

4 http://www.bts.gov/programs/internationa] /border_crossing_entry_data/us_mexico/.

5 http://www.cbp.gov/xp/cgov/travel/id_visa/i-94_instructions/arrival_departure_record.xml.
6 Some countries now require this information to be entered online when purchasing tickets.
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DEPARTMENT OF HOMELAND SECURITY
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Figure 4.1 1-94 arrival/departure form.

and Border Protection (CBP) containing mostly border-oriented and
immigration-focused repositories. The data fields captured off the 1-94
forms specifically include the following:

e Family Name

e First Name
e Date of Birth
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Country of Citizenship

Sex (Male or Female)

Passport Number

Airline and Flight Number

Country Where You Live

City Where You Boarded

City Where Visa was Issued

Date Issued (Day/Mo/Yr)

Address in the United States (Number and Street)
City and State

Other fields are also captured in TECS for 1-94 data, including the
date/time, port of entry, inspector references, and other administrative
data. All of this is collectively stored and made available in a relational
format from which to perform analysis. In 2005, more than 175 million
nonimmigrant admissions’ (e.g., foreign nationals) entered the United
States and over 32 million of them were required to file an I-94 form (an
increase of 4 percent from 2004).

In an analysis of some 1-94 data (containing about 85 million bor-
der-crossing events), an analytical model was created that reflected the
general nature of the data on the form (as is shown in Figure 4.2) as a sub-
ject-centric model. The key values (e.g., what uniquely identifies a target
object) for the Subject rely on a combination of their first, last, and middle
names and their dates of birth (DOBs)—Kkeeping in mind that there could
potentially be Subjects who share the same information. Every record,
by definition, reflects a different 1-94 filing (e.g., Event) and one would
expect to see an individual with multiple filings associated with different
airline carriers and flight numbers.

There are quite a number of pattern types that can be exposed from
1-94 data. One of the most prevalent patterns is the usage of multiple pass-
ports by a single individual. Using some basic data decomposition, group-
ing, and counting, it was quickly discovered that there were thousands of
instances of this pattern present in the database. Not surprisingly, the top
10 results were due to “bad” data where improper names were entered.
Luckily, these were easy to spot and remove from consideration before
any additional investigative resources were committed to the review and
follow-up of their actions.

7 Elizabeth M. Grieco. Temporary Admissions of Nonimmigrants to the United States: 2005
Annual Flow Report, Department of Homeland Security, July 2006. Report available at: http://
www.dhs.gov/xlibrary/assets/statistics/publications/2005_NI_rpt,pdf.
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Flight

Passport

Address

Figure 4.2 1-94 analytical model representation.

The 11th highest-ranking value turned out to be an individual
with 54 different passport numbers used in more than 240 flights made
from/to a foreign country® over the course of a single year. This volume
of travel is somewhat high, even for a person in his line of business
as an international courier. However, the number of misrepresentations
made in recording his passport number, whether accidental or inten-
tional, occurred so frequently that it could not be overlooked. Most of
the variations, almost identical to those we see with miscoding Social
Security numbers (SSNs), came from the data entry process where the
numbers 2 and 5, 4 and 9, and 1 and 7 can be easily mistaken or trans-
posed, especially with someone who has bad penmanship—particularly
since the forms are usually filled out on the plane, generally during final
descent. The good news in this selected case was that the poor quality
of the data actually worked in favor of the investigators for exposing the
subject’s actions.?

Initially, it was suspected there may be more than one person with
the same name and DOB—-considering the number of different passport

8 This individual was a Mexican national and he routinely flew in/out of Mexico City and in/out of
Los Angeles.

9 Sometimes patterns are exposed through the intentional misrepresentation of the data and for
these types of environments, the analytics should also be conducted before any type of data
cleanup is performed.



DATA MINING FOR INTELLIGENCE

numbers. Viewing the results as a network diagram was not very helpful
in this scenario because it generated a “death star” type of display (e.g.,
a single entity in the middle surrounded by a larger number of indistin-
guishable objects) due to the 240 directly connected travel events (i.e.,
the flights). However, presenting them in a timeline representation, as
shown in Figure 4.3, helped clarify the nature and pattern (e.g., behavior)
of his actions.

For this analysis, each of the horizontal lines in the display!® was
selected to depict a different passport number used by the subject. The
variations are clearly shown, and one unexpected observation was that in
July/August of that year the subject actually changed his passport num-
ber. It is unclear why someone would be issued a new passport number;
however, the digits associated with the new number were completely dif-
ferent from the original. Again, it was thought that more than one per-
son was represented using the same name and DOB, but because the
change in numbers was so evident it was easy to reach this conclusion.
Also, for a week during the changeover, it appeared that a third number
was emerging, but there were not enough I-94 events to clearly make that
determination.

At this point, the subject was becoming a well-qualified target for
investigation, and additional information from the I-94 database was pulled
to show his address, per the analytical model in Figure 4.2. Although
there were some inconsistencies due to street abbreviations in the rep-
resentations of the addresses, they all pointed back to a single location
in a warehouse district in Orange County, California, just south of Los
Angeles. This provided further evidence that it was the same individual
using all of these different passport numbers.

A reverse lookup was conducted on the address listed and it turned
out to be registered to a courier business, which is presumably why the
individual was thought to be a courier. The address was then checked
against the [-94 data to see if anyone else used the same address in their
filings. As luck would have it, there were four other individuals listed
(shown in Figure 4.4), also Mexican nationals. Naturally, a check of their
specific crossings revealed a very similar pattern to that of our original
target, albeit not as abusive—the number of passport variations used by
each of these new targets was 38, 26, 24, and 18.

The nature of this situation clearly shows that the controls over
U.S.immigration are fallible because individuals are able to list different

10 Due to obvious security concerns, this diagram is a re-creation of what was presented at the
government site involved in performing this analysis (the original indeed had 54 horizontal lines
one for each passport number).
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passport numbers without being cross-checked, verified, or validated
in any way. Some of this can be resolved with automated collection pro-
cesses and/or more manual diligence, but either way these particular
targets were able to circumvent the existing procedures and most likely
were couriers of the proceeds of drugs or other illegal operations.

The 1-94 data has other types of valuable patterns. The reverse of the
pattern described above also exists, where the same passport number is used by
multiple people. This is an equally important pattern because it helps expose
unexpected behaviors. Other patterns include flight co-occurrence, which
looks for unusual levels of commonality among passengers (as approxi-
mated by Figure 4.5), especially on different flight routes or carriers (as
shown in Figure 4.6). Although it would not be unusual to see the same
names appear on commuter flights (e.g., from New York to Chicago every
Monday morning), it would be of interest for international flights dealing
with foreign nationals. This pattern exposes many typical business relation-
ships (e.g., representatives from the same company flying to the same client
location) as well as mules/spotters (for drug or money movement), and per-
haps even covert terrorist planning operations looking for a soft spot in the
airline operations. The conditions of the pattern vary based on:

The number of shared flights

Use of noncommuter flights

Sharing different flight origins

Common flight destinations

External connections (same addresses, credit cards, and phones)
Flight dependencies/sequences (e.g., flight x followed by flight y)

Land Border Targeting

In continuing the discussion of border crossings and detecting unusual
behaviors, thisexample overviews another systemthatwasresearched!!for
the U.S. Customs Service (now Customs and Border Protection) to help
spot narcotics-smuggling activities through land border ports of entry
(POEs). The system was used to access, integrate, and analyze multiple
sources of data to identify high-value targets (e.g., vehicles) that were
smuggling narcotics into the United States.

11 System was utilized as a prototype under pre-9/11 conditions and is not currently part of any
strategic plan involving Customs and Border Protection or any Homeland Security Program.
Funding for the project was originally provided by the Deputy Assistant Secretary of Defense for
Drug Enforcement Policy (ASD/DEP&S), the Counter-Drug Integration Division (CDID-D64)
of the Defense Information Systems Agency (DISA).
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The sheer number of vehicles, both passenger and cargo, that cross
U.S. land borders each and every day presents a very difficult challenge
when trying to identify those vehicles that are transporting narcotics.2 It
is physically impossible to adequately search every vehicle and still main-
tain a reasonable traffic throughput along U.S. borders. Thus, this system
was focused on applying new approaches and advanced systems to better
target narcotics traffickers.

The border between the United States and Mexico spans 1,951 miles
and the border with Canada is 5,522 miles. There are approximately 1,000
Border Patrol agents assigned to the northern border (Canada) and about
9,500 on the southern border (Mexico).1? In total, there are 325 ports of entry
(POEs) located throughout the United States' including airports, seaports,
and vehicle-crossing areas, of which 116 are designated as land borders.t
Each day, approximately 333,000 privately-owned vehicles cross into the
United States at the land borders, which accounts for almost 75 percent of all
the people coming into the United States.!® In 2005, there were more than 319
million people who entered the United States through a land border POE.

The system was initially deployed at the San Ysidro port of entry where
more than 14 million cars pass through its borders annually. San Ysidro
is located between San Diego and Tijuana and is the largest land border
crossing in the world, consisting of 24 northbound lanes and six south-
bound lanes that operate 24/7. According to the Bureau of Transportation
Statistics,!” at any given time there are about 250 customs agents/inspec-
tors and more than 200 immigration inspectors working at San Ysidro
(see sidebar for a comparison between agents and inspectors).

In Figure 4.7, the San Ysidro POE (referred to as port code L255) is
marked with a (1). This is where all of the inspector booths are located
as well as the detention facilities and the administrative and manage-
ment offices associated with its operations. It basically looks like a large
interstate toll booth plaza. The area marked with a (2) represents the
preprimary (northbound into the United States) lanes where cars are ini-
tially screened by inspectors and agents looking for narcotics and hid-
den contraband, usually with the help of canine units that patrol the area.

12 The challenges and patterns are virtually identical to those encountered in analyzing the [-94
data.

13 http://hsc-democrats.house.gov/SiteDocuments/20060912174839-94357.pdf.

14 http://www.chp.gov/xp/cgov/toolbox/contacts/ports/ (provides a list of ports, points-of-con-
tact, and port codes).

15 http://www.gao.gov/htext/d031084r.html.

16 Securing America’s Borders at Ports of Entry: Office of Field Investigations, Strategic Plan FY
2007-2001. U.S. Customs and Border Protection. September 2006. Washington, D.C.: http://
www.cbp.gov/xp/cgov/border_security/port_activities/securing_ports/.

17" http://www.bts.gov/publications/north_american_trade_and_travel_trends/boxes/box3.html.
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Agents Versus Inspectors

Based on the job descriptions'® provided by the U.S. Department of Labor,
Bureau of Labor Statistics, the distinction between Immigration and Customs
inspectors is detailed below:

“Immigration inspectors interview and examine people seeking entrance
to the United States and its territories. They inspect passports to determine
whether people are legally eligible to enter the United States. Immigration
inspectors also prepare reports, maintain records, and process applications
and petitions for immigration or temporary residence in the United States.”

“Customs inspectors enforce laws governing imports and exports by
inspecting cargo, baggage, and articles worn or carried by people, vessels,
vehicles, trains, and aircraft entering or leaving the United States. These
inspectors examine, count, weigh, gauge, measure, and sample commercial
and noncommercial cargoes entering and leaving the United States. Customs
inspectors seize prohibited or smuggled articles; intercept contraband; and
apprehend, search, detain, and arrest violators of U.S. laws. Customs agents
investigate violations, such as narcotics smuggling, money laundering, child
pornography, and customs fraud, and they enforce the Arms Export Control
Act. During domestic and foreign investigations, they develop and use infor-
mants; conduct physical and electronic surveillance; and examine records
from importers and exporters, banks, couriers, and manufacturers. They con-
duct interviews, serve on joint task forces with other agencies, and get and
execute search warrants.”

It is important to make this distinction in roles because the system
described was designated to support Customs in detecting vehicles loaded
with narcotics due to their law enforcement responsibilities and powers. The
focus was not necessarily on immigration issues, but rather on the smuggling
of people, illegal substances, and contraband, such as narcotics, agriculture
(plants and animals), and cash or other financial instruments.

18 http://www.bis.gov/oco/ocos|é0.htm (Occupational Outlook Handbook).

The southbound lanes, marked with a (3), are the entry point back
into Mexico and, though the United States has a right to search outbound
traffic for drug money, stolen vehicles, weapons, and wanted persons,
it seldom occurs due to limited resources. The covered parking areas,
marked with (4) and (5), represent the secondary inspection areas where
vehicles are sent for a more thorough evaluation and examination. People
are required to exit their cars while the inspectors perform manual
searches and apply various detection technologies, such as fiber optic
scopes to inspect for loaded gas tanks, vapor tracing devices to sample
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Figure 4.7 Aerial view'® of the San Ysidro port of entry.

the air for drugs, laser range finders for detecting false walls, surface
density measurement devices to help identify hidden compartments, or
as is done on a regular basis, use of a canine unit for a more extensive
screening. Once the vehicle has cleared all of its inspections, it must exit
through a controlled-access area (6) with well-defined traffic control bar-
riers, and the drivers must present the proper clearance from the inspec-
tors to show that they have been authorized for release. From here the
vehicle then gets on Interstate 5 and heads north toward San Diego.

For those vehicles that make it through the scrutiny of San Ysidro
inspectors, there are additional checkpoints permanently located about
65 miles north of the border as shown in Figure 4.8. The first is in San
Clemente?® on the south side near Camp Pendleton on Interstate 5,
which represents one of the busiest checkpoints in the United States
with more than 144,000 vehicles transiting through its control daily.2

19 Image courtesy of the United States Geological Survey: http://www.usgs.gov/.

20 http://www.cbp.gov/xp/cgov/border_security/border_patrol/border_patrol_sectors/
sandiego_sector_ca/stations/sandiego_sanclemente.xml.

21 GAO Report, Border Patrol: Available Data on Interior Checkpoints Suggest Differences in
Sector Performance, Appendix II: San Diego Sector Profile, pp. 55-61, July 2005. http://www.
gao.gov/new.items/d05435.pdf.
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A second checkpoint, about 25 miles due east of San Clemente, is located
in Temecula, California, and covers traffic operating on Route 15. This
region also has additional, permanent checkpoints and a number of tacti-
cal checkpoints that are mobile units operated on an as-needed basis to
cover secondary roads, side roads, and other thoroughfares. Thus, there
is a fairly tight network of checkpoints constantly reviewing vehicles and
the related behavior of their occupants.

The system was heavily based on the use of the TECS database that
contains all of the crossing data and any reported seizure data for the bor-
der POEs. The system also integrated the Department of Motor Vehicle
(DMYV) data for the state of California. Most of the crossing data in TECS
was acquired through license plate readers (LPRs) that recorded and cap-
tured individual crossings for each vehicle. At the time of the prototype,
there were over 280 LPRs operating?? on both the southern and northern
borders of the United States, including all 24 northbound lanes at San
Ysidro; today there are more than 400 LPRs operating at 65 POEs.23 The
LPR function is almost identical to that used in red-light violation cam-
eras, speeding cameras, and other security-related applications.?* Most
recently,2> CBP agreed to provide the National Insurance Crime Bureau
(NICB)%6 the raw LPR data as a tool in its efforts to prevent and investigate
vehicle theft and insurance fraud.

The basic premise of the system is that vehicles that cross through a
POE will exhibit a variety of characteristics that can be exploited through
both automated and manual analytical methods. While looking for nar-
cotics, there are three primary categories of methodologies that are used
by the inspectors and agents to determine whether a vehicle is of interest
with respect to performing a more in-depth search—also called a second-
ary inspection. These include physical indicators, behavioral indicators,
and crossing history. Unless a particular feature or behavior is extremely
explicit, inspectors will most likely use a combination of traits on which
to base their decision.

The first method is based on the physical indicators of the vehicles
themselves. There are some obvious signs that a car may be transporting
narcotics, ranging from unusual odors or smells and bulging compart-
ments (or wobbling tires) to fresh paint or new screws and bolts (indicat-
ing work was performed on the vehicle to potentially hide/seal narcotics
into hidden compartments). There are wide ranges of physical indicators,

22 http://www.cbp.gov/xp/CustomsToday/200 1/December/custoday_lpr.xml.

2 http://www.dhs.gov/xlibrary/assets/mgmt/e300-cbp-1pr2008.pdf.

24 http://www.licenseplaterecognition.com/.

%5 http://www.oea.das.state.or.us/OSP/CJIS/docs/NLETS_PLATE_READERS_LOC.pdf.
2 http://www.nich.org.



BORDER PROTECTION

such as dashboard Bibles,?” personal effects,?8 and specific makes and
models,?? that can be used for these purposes and the inspectors tend to
rely on a personalized and select set of them to help make their decisions.
There is no centralized database containing this type of information to
analyze because it is rooted entirely on physical observations made at
the time the vehicle crosses the border and on the experiences of the
individual investigators.

The second method is based on the behaviors and actions of the
drivers and passengers in the vehicles at the time of crossing. People that
won’t make eye contact, tend to be overly friendly, or appear nervous are
most often going to catch the interest of the inspector. It is the degree of
interaction exhibited by the drivers and passengers that is used as the
basis for determining whether or not there is enough suspicion to select
them for a more thorough inspection. Again, there is no qualified data-
base to reference for this information and the inspectors will form their
own ideas and opinions based on their specific experiences and exposure
to a wide range of crossing events.

The third method is based on the crossing history of the vehicle
itself. There are several types of existing checks in place within TECS,
including the display of the crossing history (usually limited to the last
72 hours), a process that identifies any crossing co-occurrence for the
selected vehicle, and other on-demand inquiries. However, the crossing
behavior of a vehicle can be quite extensive and there have been obser-
vations that some cars cross more than 400 times in any given year.
Trying to understand this volume of crossing data can quickly become a
monumental task, for which there is little time while the vehicle is pass-
ing through the lane. Thus, the system was focused on providing more
intuitive mechanisms and interfaces by which to interpret the crossing
data, thereby allowing the inspector to make more accurate and reliable
decisions.

Generally, Customs likes to keep a rolling 20 to 30 minute backup at
the port to provide time to review the vehicles and behaviors of their pas-
sengers. It also provides an opportunity to run the canine units around
the vehicles to help detect narcotic loads. Sometimes vehicles that have
loaded their gas tanks with packaged narcotics will run out of fuel waiting

27 A Bible on the dashboard is interpreted by the inspector that the driver is sending a message
that he or she is an honest and God-fearing person and would not try to do anything illegal;
except that exposing the Bible to the harsh sun, and the related wear and tear of its being placed
on the dashboard, would potentially be considered disrespectful in many religions.

28 Use of a single key on a key chain (e.g., no home or office keys, only the car key) might indicate
limited use of the vehicle and/or no personal effects in the car, such as maps/papers, CDs/tapes,
or loose change to show regular use of the vehicle.

29 Loaded vehicles tend to be older models or lower-value vehicles due to the risk of seizure.
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in these artificial backups. Even during nonpeak times (e.g., 2:00 a.m.), a
number of lane closures ensures there is still a reasonable waiting period
for review and inspection of the vehicles.

The goal of the system was to provide a well-integrated picture
of all of the known data for a vehicle when it arrives at or departs from
a POE. Thus, it presented the inspectors with a set of diagrams from
which to make a decision about whether or not to submit the vehicle to a
more detailed search (i.e., a secondary inspection). Because the crossing
behavior associated with a vehicle has quite a large number of dimensions
(e.g., ports, lanes, times, dates, etc.), a series of diagrams was created to
summarize the important points. Based on the configurations of all the
diagrams, the inspectors could draw conclusions about the “suspicious-
ness” of the vehicle they were reviewing.3°

At the time, the databases used in the system contained more than
200 million records that were derived from the TECS and the DMV.
The system was configured to support both proactive (any value) and
reactive (license plate) centric analyses. The system was designed not
to explicitly make decisions by itself, but rather, it presented its data to
the inspectors/agents in a way that was easy to interpret so that deci-
sions could be made in a confident and timely fashion. This allowed the
inspectors to form their own opinions with respect to the data being
presented so that they could rely on those diagrams (e.g., patterns) they
felt more comfortable interpreting instead of treating all the patterns
equally.

Mapping the underlying data into their appropriate analytical mod-
els was critical and required a bit of foresight with respect to the types of
conditions, anomalies, and inconsistencies that could be encountered.
The analytical models supported by this system included entities for
License Plates, Addresses, People, and Border Crossings (transactions)
that are connected (i.e., linked together) based on what was contained
in the underlying data when using the License Plate as the primary
entity. Figure 4.9 shows an example of the analytical model used in
this system.

Keep in mind that the LPRs are not 100 percent accurate and misreads
can be made when the vehicle passes through the screening area due to
bent license plates, dirt or mud on the plates, or spare tires (SUVs) and trail-
ers partially blocking the plates from the readers. Additionally, the LPRs (at
the time) were not able to record the issuing authority of the plate (e.g., the

30 All information presented was based on known connections and crossing histories and, there-
fore, decisions were made interpreting these behaviors rather than any type of static profiling
where the gender, age, ethnicity, or other physical characteristics of the driver or passengers
was presented.
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Figure 4.9 Land border crossing analytical model.

state in the United States or the province in Mexico/Canada); therefore, the
same plate number could legitimately exist for different vehicles.

The data schema acquired for the DMV provided only those fields
that were pertinent to the analyses being performed. These fields and
their mappings to the analytic objects are shown in Figure 4.10 and are
fairly intuitive. The Vehicle is keyed off of the license plate field, as opposed
to the VIN, because it represents the only value by which to integrate
with the other sources, and all of the self-described fields of this table/
database are also applied as attributes to the Vehicle object. The Subject
is keyed off the owner name field, which represents a composite value of
first, middle, and last names of the registered owner of the vehicle. The
Address object is keyed off the street, city, state, ZIP, and country, which
are also applied as attributes of the object.

Within the DMV schema, Subjects (Owners) own Vehicles that are reg-
istered to Addresses. As can be anticipated, there are numerous cases where
multiple Vehicles are registered to a single Address or where an Owner has
multiple Vehicles, or even where an Owner has multiple Addresses. We must
also consider that Owners can be individuals or businesses and that not
all Vehicles captured in the system will have a relationship to an Qwner or
Address because they are registered in a state other than California or in
another country (e.g., Mexico or Canada). There should be no conditions
where either an Owner or Address exist without a corresponding Vehicle.

The schema?! derived from the TECS for the Border Crossing object
shown in Figure 4.11 is used to create all the details for the event. The

31 The schema presented in the diagram is modified from its original structure to hide sensitive
fields and values relating to TECS’s operations.
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Figure 4.10 DMV database schema.
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Figure 4.11 Schema for TECS crossing event.
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object is keyed using the Sequence Number because it guarantees a
unique value for each event. Additionally, all of the fields are applied to
the Border Crossing object as attributes:

LOCATION_CODE = The unique POE identifier where the vehicle
is crossing.

TERMINAL_CODE = Refers to the lane at the POE used in the
crossing.

REFERRAL_INDICATOR = Tells if the vehicle was referred to a
secondary inspection.

CROSSING_DATE = Date the vehicle crossed through the POE.

CROSSING_TIME = Time of day the vehicle crossed through the
POE.

INSPECTOR_ID = Unique code for the inspector assigned to the lane.

IN_OUT_UTURN = Shows the direction?? of travel of the vehicle.

This schema is also used to create an instance of the Vehicle object
using the license plate as the key. This is an important part of the analyti-
cal model because the crossings are directly associated with a vehicle and
are entirely defined in the TECS data that form the foundation for all the
analytics performed by the system. Thus, every crossing theoretically
has a corresponding license plate and any matches found in the DMV
data using the same license plate add more value to the overall result set
(as a referential source).

Finally, the Seizure Event schema?® from the TECS is shown in
Figure 4.12. Interpreting this schema presents a challenge with respect
to its final utilization in the analytical model because it can be defined as
anew object type, used as an attribute of the Vehicle object, or both. There
is no hard and fast rule for which representation approach is considered

Seizure_Event

Serial_ Number

%— License_Plate o Q

Vehicle Location_Code _—_

Event

Seizure_Date

Figure 4.12 Seizure schema.

32 Not all southbound lanes are outfitted with LPRs and the UTURN refers to a special area where
cars can return to Mexico without officially going through the POE.
33 This also represents a modified schema to hide sensitive field values.
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better in this particular case, and, therefore, both methods were used.
Finally, a Vehicle object is also created from this table to connect with the
Seizure object.

As the number of entities increases, so does the complexity of the
visual displays created from this data. Thus, it becomes important to
present the targeted data in a timely fashion using display techniques that
allow for quick interpretation of what is being presented. Because a reac-
tive analytical approach was selected as the main use of the system, the
amount of data presented is limited only to the vehicle crossing through
a POE where the displays present all of the data related directly to the
Vehicle, including Addresses, Owners, and Crossings (as well as Seizures).

Within the system, every aspect of the diagram conveys a piece of
information. Not only are the entities themselves presented as objects,
but their display characteristics, such as sizes, colors, positions, and
labels, are all configured to show more detail regarding specific values
associated with the entities. For example, Figure 4.13 shows five vehicles
registered to the same address and one of the vehicles was marked as
seized. Because this is an important fact to communicate to the inspector,
a different shape and color are used to make this entity more prevalent in
the display. Thus, if a vehicle passing through a lane were associated with
an address or owner of a previously seized vehicle, it would make sense
to more closely scrutinize that vehicle because there is recorded proof of
previous wrongdoings that can be indirectly associated with the vehicle.

Seized
-

Vehicle

Vehicle V4
% —

Vehicle Address

Vehicle

Vehicle

Figure 4.13 Conveying seizure detail using visual indicators.
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The system was also designed to show the actual crossing events
for a specified vehicle. Every time a vehicle crosses the border, a record
is created for its license plate and includes the time, date, lane, port, and
many other descriptive features detailing the conditions of the particu-
lar crossing. Because most vehicles regularly cross the border, a history
of crossing events can be reviewed to better understand their crossing
behaviors. Figure 4.14 shows an example of a Vehicle with 15 Crossing
events. The system takes advantage of this crossing data to expose pat-
terns to the investigator.

The main interactions with the system were through a license plate
entry interface and a results-based visualization system. All interactions
with the system were focused on a license plate, which means that the
information presented was directly related to the license plate of the vehi-
cle of interest. By utilizing this approach, the visual displays were struc-
tured to maximize the information presented.

Due to the large number of crossings at the POEs, realistically
it would take too much time to review every last piece of information to
determine if a vehicle should be referred to a secondary inspection. Thus,
the system was designed to graphically present large quantities of data in
very concise and well-formatted diagrams to shorten the review process.
The goal was to provide an inspector with the ability to quickly interpret
the diagrams and make a decision about whether or not there was enough
cause to perform a more in-depth search, trunk inspection, or other type
of examination.

The concept was to look for anomalies, inconsistencies, or other fac-
tors that don’t seem to be associated with regular and acceptable border-
crossing behavior. Keep in mind that there are numerous documented
examples of people with “legitimate” crossing patterns who are involved
in the movement and smuggling of narcotics or immigrants, and exam-
ples of these patterns are shown throughout this section. The inspectors
were expected to derive their own set of characteristics and beliefs from
the diagrams produced by the system so that they could be more effective
in their targeting activities.

To use the system,3* alicense plate was introduced to seed the extrac-
tion process so all activity was based on its respective Crossing events and
the Vehicle involved became the primary entity, enabling other TECS and

34 It is important to note that all interactions with the system were recorded into a database. Thus,
any entities that were reviewed could have comments/notes placed on them for future reference
and recall purposes. Additionally, by tracking this data, the CBP received important feedback
regarding its operations and could make adjustments where necessary to improve the targeting
capabilities of the system. This feedback was also tied into the display parameters shown every
time a Vehicle was presented.
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DMYV records to be extracted based on a matched license plate. Any data
derived from the system was always started with the specification of a
Vehicle (i.e., a license plate) as it was observed for a Crossing event.

It is the combinations of these sources and their respective values
that determine the type of crossing pattern exhibited by the vehicle being
reviewed. Within the visualization there are indicators, including size and
color of the entities, that are used to convey other types of information. As
described in Table 4.1, colors—states were used for presenting additional
detail regarding the Crossing entities. Additionally, the label for all Crossing
entities shows the lane, date, time, day of week, POE, country, and regis-
tered state (if known) of the license plate when it crossed the border.

The other entities within the visualizations also had unique presenta-
tion characteristics to convey their contents: Vehicles displayed the make,
model, and year in the label; Addresses had the street, city, and state as
part of their label. All three entities (Vehicles, Addresses, and Owners) also
contained special counts to indicate the number of other entities to which
they were connected. This value helped determine the degree of connec-
tivity among the data elements. There were additional colors defined for
the Address entities as defined in Table 4.2.

Depending on how the information was presented the display, dif-
ferent types of information (e.g., behavior) could be determined. Several
examples are provided for each configuration to show both “normal” and
“unusual” patterns for each, with a short discussion about their interpre-
tation and meaning. The inspectors formulated their own conclusions
based on how the data was presented within the different displays. Keep
in mind that the type of data shown in each display format may overlap
somewhat, especially with respect to time- and date-based data.

Table 4.1 Color Codes for Special Crossing Indicators

Color Meaning

Gold Special Crossing Date (e.g., holidays)

Brown DMV Expiration Date < Crossing Date

Blue Outbound Crossing

Yellow Hit Flag Set (e.g., has a lookout set in TECS)

Purple Special Operations Flag (i.e., intelligence
group)

Pink Referral Flag (e.g., vehicle was referred to
secondary)

Red Seized Vehicle
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Table 4.2 Color Codes for Special Crossing Indicators

Color Meaning

Yellow Has a Post Office Box
Representation

Blue Address not within
California

Green Name Contains Auto,

Motor, Dealer, or Rental

Cluster by Hour of the Day (HOD)

The hour of the crossing has proven to be important with respect to estab-
lishing a known pattern of crossings for a vehicle. All crossing events
have an associated time that is usually represented as HH:MM. Since it is
difficult for a vehicle to cross at exactly the same time (e.g., traffic back-
ups, running late, etc.), it was decided to round the time frames into the
hour in which the crossing has occurred. Thus, there will be at most 24
groups, and often a lesser number, represented in this display. It is impor-
tant to realize that people who tend to cross regularly will keep to fairly
standard behaviors (morning, lunchtime, etc.). What is being looked for
here are vehicles that tend to cross at extreme times or tend to be erratic
in their crossing times. Figure 4.15 shows an example of different cross-
ing times based on the hour of the day for a select vehicle.

A slight variation in layout shows a diagram utilizing a combination
of dates and times to represent the crossing behavior associated with a
vehicle. In this diagram, 24 hours are placed on the x-axis and 52 weeks of
the year on the y-axis. This placement represents an “absolute” temporal
representation of the data because any gaps in time are clearly displayed,
and provides insight into how regular the crossing behaviors are or how
much they change over time.

This display explicitly shows commuter trends, shift changes,
and other combinations of crossing patterns. The grid on the left in
Figure 4.16 provides an example of crossing patterns using this display
type and shows a very consistent behavior, where the crossing times over-
whelmingly occur between 8:00 and 9:00 a.m. for the better part of a year,
indicative of a daily commuter. There are also some weeks where they
are running early/late (shown by rows with four filled boxes indicating
7:00, 8:00, 9:00, and 10:00 a.m.), some weeks they don’t cross (depicted
by empty rows), and one early-morning/late-night crossing at the begin-
ning of the year. The darker line down the middle represents the noon
transition.
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Tt 3t
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Figure 4.16 Date grid showing crossing behavior by hour/week.

(I A

The grid on the right in Figure 4.16 shows the crossing behavior of a
different vehicle. This grid shows large gaps in the dates of the crossings
with no regularity in terms of the times. This represents very inconsistent
and nonpredictable behavior. Based on the detail presented, there are a few
minor observations to be made, including an increase in crossings during
June and July and then again in August and September. The three filled grid
boxes on the far right appear to occur in a regular interval indicating some
type of schedule or established crossing that occurs later at night3> after
10:00 p.m.

35 Traditionally, ladies nights at bars in Tijuana were held on Wednesday nights, which would
result in certain crossings occurring later than normal.
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Cluster by Day of the Week (DOW)

The day of week associated with a crossing can reveal some basic funda-
mental crossing patterns with respect to a vehicle. Within the database,
the dates are converted to reveal the day of the week as one of seven
values (Sunday through Saturday). It has been noticed that people who
are regular commuters tend to have very heavy Monday through Friday
crossing patterns. Others appear to prefer weekend crossings with some
Monday or Friday times. The DOW is used to see if there is regularity
with respect to which days a vehicle crosses. When the DOW does not
appear to be regular, more consideration should be given to its overall
rating. Figure 4.17 represents an example of DOW crossing patterns for
a vehicle.

Again, a variation to this display shows how a temporal grid can be
used to present crossings arranged by the seven days of the week (x-axis)
by the 52 weeks in a year (y-axis). Using the 7 x 52 layout clearly shows
what crossing days are of importance to the vehicle and if there are any
significant gaps in their crossing times (e.g., days or weeks). Figure 4.18
shows two very different crossing patterns. The diagram on the left is
very consistent and represents a typical commuter pattern where all the
crossings occur Monday through Friday with some gaps for time taken
off for illness, holiday, or other purposes. The diagram on the right shows
a much more inconsistent crossing pattern because there are large gaps
between crossing dates, no continuity, and generally no correlation to any
type of known crossing pattern.

Cluster by Date

The date a vehicle crosses can expose a number of activities, especially
when combined with other perspectives and specifically when multiple
crossings occur within a single day. This is not unusual because many
people cross to go to work, to come home for lunch, to drop the kids off
at day care, and so forth. However, when you see this crossing behav-
ior associated with multiple ports, co-occurring with other vehicles, or
not following any type of regular pattern, then it becomes a pattern of
interest. The date of a crossing is also partially reflected in the DOW
and other date placement routines built into this application. Figure 4.19
represents the crossing patterns of a vehicle, grouped by the date of the
actual crossings, and shows both a relative placement (circle on left) and
an absolute placement (grid on right) for this temporal data. Groups with
more than one crossing entity are easily identifiable (also highlighted
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Figure 4.18 Date grid showing crossing behavior by day/week.
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with arrows) and indicate there have been multiple crossings on that spe-
cific day. The majority of the multicrossings appear as doubles (e.g., two
crossings a day); however, there is one day with three crossings and even
a day with four crossings. Also of note, a number of the double crossings
occur sequentially (crossings are arranged in the circle according to the
date, starting at the 12:00 position and increasing in a clockwise order) in
a very short time span, which obviously indicates increased activity and
should potentially raise concern about the reasoning behind this changed
behavior.

Cluster by Port of Entry (POE)

There has been a lot of attention paid to those vehicles that have crossed
through multiple ports, especially when it occurs in a relatively short
time/date frame. The usefulness of this dimension depends heavily on
the POE?®¢ where the crossings occurred.?” Certain POEs are co-located
together,*8 such that the actual terminal site codes are different, even
though they may be entry points (e.g., bridges®’) only a few miles apart.
In these cases, it is less important than when the POEs are a reasonable
distance apart. Keep in mind that the link colors within the displays of the
operational systems reflect the terminal site codes. Figure 4.20 shows a
vehicle with a number of different POE crossings. The link colors (repre-
sented by different gray scales) as well as the link style (dotted, dashed,
etc.) are representative of the POE.

Clusters by Lane

The lane associated with passing through a POE represents a dimension
that is highly subjective in terms of what may be considered question-
able behavior because it will depend on the POE. It has been noticed that
certain people will select specific lanes when they cross (e.g., Lane 7 or
11) for reasons of good luck or other cultural superstitions. Some people
tend to regularly pick the inner or outer lanes. Certain biases may appear

36 http://apps.cbp.gov/bwt/(shows POE operating hours and wait times).

37 http://en.wikipedia.org/wiki/United_States—Mexico_border.

3 San Ysidro and Otay Mesa are approximately 5 miles apart and Tecate is located about another
40 miles away.

39 http://en.wikipedia.org/wiki/Laredo,_Texas (see International Bridges reference), Gateway
to the Americas International Bridge, Juarez-Lincoln International Bridge, World Trade
International Bridge (commercial traffic only), Colombia-Solidarity International Bridge, and
Texas-Mexican Railway International Bridge.

i



INTELLIGENCE

DATA MINING FOR

"3JOd @Y uo pasoq siaysno Buissor) gy 24nbiy

DNISSOAD DNISSOID

¥Aqa09d ¥yiaaod
- -
DNISSOUD . =
¥yaqaod = DNISSOud =
= . 4AQ40d = . DNISSOUD
A_Ir“”_ - - - ATAIO0d
DNISSOYD @ DNISSOUD . s
¥Aq40d @, Y3909 : :
2T : -
] i m -
H - ODIXATVD
[ ] __”, u
- _h sl HNISSOAD
/ \ yiqaod
DNISSOUD
SN i (ebi(o}: JmJ
]
96¢1 :
Tm -
- L
]
=, HNISSOUD
ONAISA NVS : 7 yaayod
dISA NV DNISSOAD
o qIquog <=t
el . o
= R
H L
=
HNISSOAD 1
i (api(o):

. DNISSOID
VSTN AVLO NEEREEER e Nt
$ST1 ¥aqaod

T B .mz_mmoy_u m-_

m W
.
‘e
.
.

.

o
N,
‘e
-
e

Ses,

]
JIqIod H

ﬁilﬁ-_v

138



BORDER PROTECTION

when people are using the commuter lane. This is not suspicious, but it
does reveal another aspect of their crossing behavior for consideration in
the overall analysis.

Cluster by Inspector

The ID of the inspector operating the lane is another factor that can be
incorporated into the analysis. This represents a special display that was
only used by the port management authority. The use of the inspector ID
within this system was to help expose any biases that vehicles may have
with respect to utilizing a particular inspector. There has been very little
evidence of this within the data that has been viewed, except when dealing
with the commuter lanes because they are manned by only a select set of spe-
cially trained inspectors who remain logged into the system. The primary
concern here is to identify some type of collusion between the inspector
and a target vehicle where a blind eye may be turned to allow a narcotics-
loaded vehicle to cross into the country. Port regulations also ensure that
the inspectors change their lane assignments approximately every 20 min-
utes to help minimize the chance of this situation occurring (remember,
there are intentional traffic backups to help mitigate this situation).

Cluster by City/State

The “city” dimension is useful only when there is registered owner infor-
mation for a license plate. The system returned a wide range of data,
including all of the vehicles registered to a specific address. To ensure
the vehicles were indeed located at the same address, this dimension was
supported because a street number and name (especially PO Boxes) can
appear in more than one city within a state. By clustering on the city
code contained in the database, it can be determined if there are multiple
addresses being represented.

Sometimes it can be difficult to tell if a single vehicle actually exhib-
its a detected crossing behavior, especially if multiple ports are involved.
This can occur when the same license plate is registered to different
vehicles (in different states or countries). For example, personalized
plates are specific to the state where they are issued. Additionally, some-
times the LPRs will misinterpret characters in the layout of a license
plate and cause this type of problem to occur. Therefore, grouping by
state will show if a misclassification or a duplicate tag number exists
within the database.
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Cluster by VIN

It has been noticed that many vehicles within the database have been
replated at one time or another. What this means is that the VIN remains
the same but the plates themselves change, which is not uncommon if
a vehicle is bought or sold. However, it was observed that this behavior
was prevalent at those addresses where there were multiple plates reg-
istered to different individuals. Inspecting for this situation can quickly
show if there are occurrences of replating for an individual or an address.
Replating vehicles is somewhat of an anomaly, especially if there are bor-
der-crossing events associated with the vehicle and the times/dates of
the crossings are close to each other.

Putting It Together

Once a review of the displays has been performed on a plate, the deci-
sion about what to do with the vehicle must be communicated back to
the system. There are two choices available to control the data actions
associated with a plate: low risk and high risk. Those crossing behaviors
that do not appear to warrant any further investigation can be set to “low-
risk” and the vehicle will not be targeted. Low-risk vehicles do not exhibit
any type of unusual crossing behaviors and their general crossing trends
tend to be fairly consistent. It is expected that the majority of the vehicles
reviewed will be tagged with a low-risk rating. This rating can change at
any time and should not be considered a permanent value.

A vehicle that received a “high risk” rating will be more closely
reviewed by the lane inspector, the secondary inspection, or a member
of a roving team situated in the preprimary areas of the POE. A high-
risk rating would indicate that the crossing patterns of the vehicle were
somewhat inconsistent with respect to several of the displays presented.
Remember that the accounting and auditing mechanisms built into the
system record the evaluation of the vehicles for future reference and
recall. Any vehicles referred to as high risk in the system must be called
in or entered as a lookout in TECS.#0

Examples that would prompt a high-risk classification may include
a common registered address with a previously seized vehicle, multiple
vehicle replatings, addresses with multiple replates, or addresses with
excessive registrations. Another high-risk situation is when the registered
address for the vehicle is greater than 200 miles away from the POE and

40 No automated feeds into TECS existed at the time this system was implemented.
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there are multiple daily crossings for the vehicle. Yet another example
would include large date gaps in between crossings with multiple port vis-
its. It is ultimately up to the inspector to decide how to classify the vehicle
based on its TECS crossing behavior or related DMV data.

The system was designed to provide a method to visually present the
crossing behavior associated with any vehicle. The interfaces developed
were optimized for speed, interactivity, and volume. Inspectors were
expected to formulate their own interpretations of the displays in order
to determine if the crossing behavior and/or DMV data associated with a
vehicle is considered suspect.

Conclusion

The systems described in this chapter are conceptually very similar to
one another because they both depict highly transactional data sources.
The methodologies used for understanding and exposing the patterns
contained within these sources are derived from both structural (e.g.,
how different objects are associated) as well as temporal (e.g., the date
and times when the events occur) configurations. In reality, there is no
one single pattern that is used to confirm suspicious behavior, but rather
a combination of different dimensions that are interpreted within the con-
text of the environment. The analytical approaches overviewed for these
domains are also seen throughout a number of other examples provided
in this section. Ultimately, those analysts and investigators who can gen-
eralize their approach for examining data will be more adept at expand-
ing their capabilities into other areas. This point is critical when factoring
in the sharing and integration of multiple sources of data as well as the
collaboration with other agencies.
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Introduction

Much attention and funding has been given to anti-money laundering
(AML) efforts in the post-9/11 era. New rules, laws, and regulations are
geared toward collecting more information in an effort to thwart terror-
ist activities and other related and undesirable operations. The amount
of money laundered globally is thought to easily exceed $1 trillion! annu-
ally. To help combat this volume of financial crimes, a majority of inter-
national governments have created financial intelligence units (FIUs) to
defend the integrity of worldwide financial markets.

Money laundering occurs when financial transactions are conducted
involving assets representing the proceeds of some type of unlawful activ-
ity. Depending on the jurisdiction, it can include activities such as illegal
drug trafficking, organized crime operations, credit card scams, tax eva-
sion, illegal gambling, mispriced trade/invoicing, insider trading and
securities fraud, and terrorist financing. If left unchecked, money laun-
dering can undermine the integrity of any financial institution and may
affect the social, economic, and political structure of a country through
corruption and crime. Money laundering is also an international problem
that crosses multiple jurisdictions, which often do not have reciprocal
laws or the resources to deal with this immense problem.

Oversight of the world’s financial marketplaces and the movement of
money throughout its related institutions has traditionally been dominated
by the Group of Seven (G7),2 which comprises the heads of state of Canada,
France, Germany, Italy, Japan, the United Kingdom, and the United States,
which ultimately established the Financial Action Task Force (FATF?) on
Money Laundering in 1989. The FATF* has evolved a list of 40 recommen-
dations and 9 special recommendations on terrorist financing that form
an essential baseline and guidance from which to create an effective AML
program. Those countries not in compliance with FATF recommendations
are considered Non-Cooperative Countries and Territories (NCCTs) and
can have economic and trade sanctions placed against them. Sanctions
against an NCCT may include blocked accounts and other assets as well as
the prohibition of trade and financial transactions with the country. Thus,
there are strong incentives for all countries to enact the necessary laws,
regulations, and systems to combat money laundering.

1 Activities can encompass a wide range of illegal activity including narcotics trafficking, insider
trading, organized crime, embezzlement, hiding gambling wins, tax evasion, mispriced trade
activity, illegal real estate transfers, securities fraud, wire fraud, and terrorist financing, to name
just a few.

2 Russia formally joined in 1997, making it the G8.

3 Also known in French as the Groupe d’Action Financiére (GAFI).

4 http://www.fatf-gafi.org.
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Within the United States, a number of laws® have been enacted to
fight financial crimes and money-laundering operations. In response to
reports of people carrying bags full of money for deposit into banks, in
1970 the United States passed a number of rules and regulations called
the Financial Recordkeeping and Reporting of Currency and Foreign
Transactions Act (31 U.S.C. 1051 et seq.). This is often referred to as the
Bank Secrecy Act (BSA) because it pertains to the movement and flow of
cash and other negotiable instruments throughout the financial system.
It was primarily designed to create a paper trail to help track the flow of
the money, which often had questionable origins.

When the BSAS was enacted, it put a mandatory requirement on
banks and financial institutions, such as credit unions, savings and loans,
and thrift institutions to file a Currency Transaction Report (CTR)? for
any amounts that were deposited, withdrawn, transferred, or exchanged
that exceeded $10,000 in cash or coin (31 CFR 103.22). The activity has
to be conducted by or on behalf of the same individual and the daily
aggregate amount must exceed $10,000. Thus, if an individual went to
three separate branches of a bank on the same day and deposited, say,
$5,000 at each branch, the bank would be required to submit a CTR on
the individual for the cumulative $15,000 deposited because it exceeds
the $10,000 reporting level. The information collected on a CTR is fairly
straightforward®; and a sample form is shown in Figure 5.1.

Keep in mind that being involved with cash transactions over
$10,000 is not illegal, unless the money represents proceeds from unlaw-
ful activities, and this type of data collection is done on a fairly routine
basis. CTRs currently represent the largest type of BSA filing based on
the volume of transactions, with approximately 15 million CTR forms filed
with the Financial Crimes Enforcement Network (FinCEN) each year
from all the regulated financial institutions located in the United States.

Similar laws have been enacted in over 100 countries?® and although
each has their own interpretation, terms, and conditions, the concept of
a CTR is universal. For example, there are about 4.5 million CTRs filed
yearly with the KoFIU (Korean Financial Intelligence Unit); the Financial
Transactions and Reports Analysis Centre of Canada (FINTRAC) receives
almost 5.5 million Large Cash Transaction Reports annually; the Federal

5 Some statutes define money laundering to include the movement or transaction of criminal pro-
ceeds and other related conduct.

6 http://www.sec.gov/about/offices/ocie/am12007/31cfr103.22.pdf.

7 http://www.fincen.gov/forms/files/fin104_ctr.pdf (FinCEN Form 104).

8 Ironically, the CTR forms do not collect the work and home phone numbers of the individuals
involved in the transaction. Although the forms go through periodic revisions and are reviewed
by government advisers, this type of critical data is not currently collected for CTRs.

9 http://www.egmontgroup.org/.
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Figure 5.1 Currency transaction report (CTR) form 104.

Financial Monitoring Service in Russia reports about 10 million trans-
actions (cash/noncash) per year; the Australian Transaction Reports
and Analysis Centre (AUSTRAC) reports 2.6 million Significant Cash
Transaction Reports; the Pelaporan dan Analisis Transaksi Keuangan
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(PPATK), also known as the Indonesian Financial Transaction Reports
and Analysis Centre, receives 1 million CTRs annually; the Anti-Money
Laundering Office (AMLO) in Thailand also logs about 1 million trans-
actions; the Conselho de Controle de Atividades Financeiras (COAF)
in Brazil receives only 170,000 CTRs per year because they have their
thresholds setat R$100,000 Brazilian Reais!?; and in the Philippines, there
are approximately 26 million CTRs filed yearly with the Anti-Money
Laundering Council (AMLC), which not only includes cash transac-
tions, but any type of transaction over $10,000 (equivalent in pesos)
including, for example, payroll charges, real estate transfers, and car
purchases.

In the United States, customers who routinely exceed the CTR
thresholds can be listed on a Designation of Exempt Person (DEP) form!!
(FinCEN 110). Legitimate organizations dealing with high volumes of
cash, such as restaurants, bars, convenience stores, and gas stations,
that have a proven track record with their respective financial institution
can have a DEP form filed on them to avoid the routine filing of a CTR
every time the $10,000 limit is exceeded. DEP forms are reviewed and
potentially renewed biennially (every other year). Of course, the DEP fil-
ing becomes of particular interest when the individual or business appears
in other types of financial transactions within the BSA datasets.

CTRs are instrumental in combating all types of financial crimes
and, although very powerful, their utility is somewhat limited due to cer-
tain conditions and restrictions placed on their reporting requirements.
As with any system, the criminal element finds ways to circumvent the
laws and new ways to launder their proceeds. Specifically, the drug deal-
ers and organized crime members would enlist runners, mules, or smurfs
to visit different banks to make deposits or purchase monetary instru-
ments just under the $10,000 limit to avoid the filing requirements.

Breaking the deposits into identical, smaller, and repeated trans-
actions (e.g., smurfing or structuring) was essentially a simple means
to get around the CTR reporting requirements. To help fill in the gaps
and plug the holes within the financial-reporting community, the
Money Laundering Control Act'2 (MLCA) of the Anti-Drug Abuse Act
of 1986 was passed, which criminalized the act of money laundering,
prohibited the structuring of transactions to avoid CTR filing require-
ments, and imposed civil and criminal penalties/forfeitures on BSA
violations.

10 At the time of this writing, R$100,000 = U.S.$55,900 (1 USD = 1.788 BRL).
11 http://www.fincen.gov/forms/files/fin110_dep.pdf.
12 http://www.occ.treas.gov/BSA/documents/regulations/ML_Control_1986.pdf.
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To deter any type of circumvention, avoidance, or interference of
the CTR reporting requirement, Congress enacted an antistructuring
provision.* Title 31 (Money and Finance), Subtitle IV (Money),
Subchapter II (Records and Reports on Monetary Instruments and
Transactions), Section 5324 (Structuring transactions to evade reporting
requirement prohibited) it states:

Any person who for the purpose of evading the CTR reporting requirements,

(1) cause or attempt to cause a domestic financial institution to fail to file a
report; (2) cause or attempt to cause a domestic financial institution to file
a report that contains a material omission or misstatement of fact; or (3)
structure or assist in structuring, or attempt to structure ov assist in struc-
turing, any transaction with one or more domestic financial institutions.

Thus, it is a violation of federal law to walk into a bank to deposit
an amount over $10,000, realize the bank is going to file a CTR on the
transaction, and adjust the amount deposited to a value less than $10,000
to avoid the CTR filing. Alternatively, breaking up a large transaction
into smaller amounts and depositing them over several days is still struc-
turing deposits to avoid the filing requirements and, is still therefore, a
violation of these laws. Additionally, providing invalid information, such
as a false identification number, an incorrect name, a different date of
birth, or any other type of other erroneous description, is a willful vio-
lation of this statute. Any of these violations can result in fines or even
prison time.

The MLCA is primarily composed of two sections found under
U.S. Code Title 18 (Crimes and Criminal Procedure), Part I (Crimes),
Chapter 95 (Racketeering) called § 1956, Laundering of monetary
instruments and § 1957, Engaging in monetary transactions in property
derived from specified unlawful activity. The primary effect of this law
makes it illegal to conduct or attempt to conduct a financial transaction
with proceeds known to be from specified unlawful activity, or to trans-
port or attempt to transport monetary instruments or funds in or out of
the United States with:

¢ Intent to promote, conduct, or the carrying on of specified unlaw-
ful activity.

¢ Intent to evade taxes.

¢ Knowing that the monetary instrument or funds involved in the
transaction or transportation are designed in whole or in part
to conceal or disguise the nature, the location, the source, the

13 http://www.irs.gov/irm/part4/ch26s05.html.
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ownership, or the control of the proceeds of specified unlawful
activity, or to avoid a transaction reporting requirement under
state or federal law.

To ensure these new statues would have the necessary impact, they
carry penalties including a fine of not more than $500,000 or twice the
value of the property involved in the transaction (whichever is greater),
or imprisonment not to exceed 20 years, or both. These types of penal-
ties coupled with new forms of regulations, asset seizures, and report-
ing requirements help form the foundation for a comprehensive AML
blueprint.

The government has kept pace with refining and expanding the scope
of its AML arsenal of laws, statutes, and regulations. Over the years, addi-
tional legislation was implemented to provide more control over the types
of information being reported and collected, oversight of different market
segments being regulated, and even the scope and nature of the crimes
governed under these laws. The following represent milestone acts imple-
mented since the original BSA rules were enacted:

1986 The Money Laundering Control Act (of 1986)

1988 The Anti-Drug Abuse Act (of 1988)

1988 Money Laundering Prosecution Improvement Act

1990 Bank Fraud Prosecution and Taxpayer Recovery Act of 1990
(Crime Control Act)

1991 Federal Deposit Insurance Corporation Improvement Act;
Section 206

1992 Annunzio—Wylie Money Laundering Suppression Act

1994 Money Laundering Suppression Act

1998 Money Laundering and Financial Crimes Strategy Act

2001 USAPATRIOT Act (TitleIII, International Money Laundering
Abatement and Anti-Terrorist Financing Act of 2001)

It is outside the scope of these discussions to review the details of
these acts; however, each has left its own mark and contributed positively
to establishing the current BSA regulations governing the U.S. financial
marketplace. There are reporting and record-keeping requirements for
a breadth of industries ranging from banks and credit unions to casinos
and security dealers. There are literally hundreds of thousands of busi-
nesses currently subject to BSA filing requirements and this list is contin-
ually expanding as new means, methods, and technologies are employed
to launder money in the commercial marketplace.
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Currently, under the BSA, the U.S. government requires submis-
sion of a number of different forms depending on the industry and the
nature of the transaction. There are general reporting forms for foreign
account information, forms for transactions over $10,000, and forms that
are submitted when questionable or suspicious behavior is encountered
during the conduct of a transaction. Each one has been designed to help
monitor and minimize the abuses that can occur within regulated finan-
cial systems. Although the details of each form are beyond the scope of
this discussion, Table 5.1 lists those forms currently required by the U.S.
government.

Virtually any industry dealing with cash, or a means by which to
transfer value, will be reviewed by federal regulators to determine if there
should be controls established to help thwart potential money-laundering
abuses. In fact, there are rules in place for insurance companies* to sub-
mit suspicious activity reports (pending: SAR-IC FinCEN 108) because
specific products, such as life insurance policies, annuity contracts, and
other products with cash value or investment features, are at risk for
exploitation by criminal elements. Simply put, policies can be paid for
using dirty money, and once cashed out, they become legitimized funds
in the form of an insurance check.

Table 5.1 BSA Forms Required by Government Regulations

ABBR: FORM REF: FULL FORM NAME

CTRDI FinCEN 104 Currency Transaction Report by Depository
Institutions

CTRC FinCEN 103 Currency Transaction Report by Casinos and
Card Clubs

SAR-DI TD F 90-22.47 Suspicious Activity Report by Depository
Institutions

SAR-SF FinCEN 101 Suspicious Activity Report by Securities and
Futures Industries

SAR-C FinCEN 102 Suspicious Activity Report by Casinos and
Card Clubs

SAR-MSB FinCEN 109 Suspicious Activity Report by Money Services
Business

CMIR FinCEN 105 Report of International Transportation of
Currency or Monetary Instruments

8300 IRS-8300 Cash over 10K Rev'd in Trade/Business

FBAR TD F 90-22.1 Foreign Bank Account Report

DEP FinCEN 110 Designation of Exempt Person

14 http://www.fincen.gov/news_room/nr/pdf/20051031.pdf.
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Other industries subject to AML compliance include dealers in pre-
cious metals, stones, or jewels,'” and certain antique dealers, but not indus-
trial machinery or equipment businesses, pawnbrokers, or toll refiners.16
As everyone knows, gems, precious stones, and jewels are very portable,
hard to detect or track (easy to smuggle), high net worth assets, making
them ideal for clandestine and illegal operations. In fact, diamonds have
been linked to terrorist operations involving al Qaeda, and the more well-
known “blood diamonds” are often used to finance military activities to
procure arms and weapons as well as to support insurrections, conflicts,
and wars.

There is even some consideration given to regulating telecommuni-
cation companies'” under BSA laws because new technologies allow them
to act as a money transfer service!® using short message service (SMS) to
transact funds. The phone value transfer service offered by many telecom-
munication companies in countries outside the United States is an ongo-
ing concern for many governments! and is being addressed by enacting
new laws, regulations, and processes. This type of service is also proved
to be a cheaper, faster, and more reliable alternative to wire remitter and
traditional banking services. It is very easy for someone to “charge up” an
account with money and use the value transfer service to send money to
other receivers. In fact, a number of retail outlets and store merchants are
now accepting payments made from these types of value accounts.

Additionally, there has long been a concern about retail organiza-
tions and their gift cards, also referred to as stored value cards,2° being
used as an avenue to launder money. The cards can be purchased (and
often reloaded) and used to make purchases or be cashed out. The more
popular prepaid cards are offered through banking channels (e.g., Visa
and American Express) and can be used at ATMs (automated teller

15 “Precious metal” means gold, silver, and the platinum group of metals, when it is at a level of
purity of 0.500 (50 percent) or greater, singly, or in any combination—31 CFR §103.140(a) (3).
“Precious stone” means inorganic substances that have a market-recognized gem level of qual-
ity, beauty, and rarity—31 CFR §103.140(a) (4). “Jewel” means organic substances that have a
market-recognized gem level of quality, beauty, and rarity—31 CFR §103.140(a) (2). http://www.
fincen.gov/statutes_regs/guidance/faq060305.pdf.

16 Businesses that export refined materials processed from imported raw materials; usually based
on the recovery of scrap or waste metals that are cleaned to remove impurities and other con-
taminants and then recycled.

17 Matt Squire, “U.S. Falling Behind in Technology War with Money Launderers, State Department
Says,” MoneyLaundering.com, March 3, 2008.

18 “Kenyans to Transfer Money Using Cell Phones,” Reuters, March 6, 2007, http://www.reuters.
com/article/technologyNews/idUSL068377620070306.

19 John Forbes, “Effects of Cell Phones on Anti-Money Laundering/Combating Financial
Terrorism (AML/CFT) Wire Remittance Operations,” Asian Development Bank, March 2007,
http://www.adb.org/Documents/Others/OGC-Toolkits/Anti-Money-Laundering/documents/
Working-Paper-March2007.pdf.

20 http://www.ustreas.gov/offices/enforcement/pdf/mlta.pdf.
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machines) to withdraw cash. Cards are easily transported, have defined
value, are easily sold to other parties, and generally keep their owners/
users anonymous.

The use of prepaid cards is common in the “unbankable” community
where there are estimates of more than 80 million people using this form
of digital currency with values already exceeding $113 billion (2007);
however, it is also becoming a mainstream form of payment due to its
ease of use and better security than, say, traditional checking accounts.
In fact, large retailers such as 7-Eleven, Inc. recently began accepting?!
Visa ReadyLink™ at its 5,300 stores throughout the United States. Of
course, all of this convenience and anonymity opens up new avenues to
launder money. Recently it was reported?? that prepaid cards were being
used at some high-end escort businesses as a “preferred” method of pay-
ment, allowing the madam to easily collect the money from her clients
and distribute the payments to her workers. These types of usage are
becoming commonplace and will continue to expand as an alternative
financial instrument as it becomes further accepted by the general popu-
lace and retail community.

More recently, there have been discussions regarding online auction
houses? (e.g., trade-based, such as eBay, Amazon, et al.), an industry that
is expected to exceed $65 billion by 201024 due to the limited controls and
oversight, buyer/seller anonymity, and access to an international market-
place. Items sold in this fashion can be undervalued, overvalued, or may
not even exist at all; thus, someone could sell a lump of coal for a million
dollars, get paid with illegal funds (e.g., drug money), and technically jus-
tify the transaction. There is currently very little AML regulation or over-
sight in this type of market, although PayPal is technically registered as
a money service business (MSB). There is still a lot of room for improve-
ment in this market.

Other industries that are also being considered for AML compliance
include real estate brokers and developers.2> Recently, Canada?® amended
its laws that require new home builders and developers to have customer

21 “7-Eleven, Inc. to Implement Visa ReadyLink™ in Its U.S. Stores,” http://corporate.visa.com/
md/nr/press683.jsp.

22 BenLevisohn,“Prepaid Cards: TheCleanup,NewIndustryGuidelinesAimtoCrackDownonMoney

Laundering,” BusinessWeek, February 21, 2008, http://www.businessweek.com/magazine/

content/08_09/b4073032428110.htm.

Brian Orsak, “Online Auctions, Beyond Scope of Financial Regulators, Pose Money Laundering

Threat,” www.moneylaundering.com, December 3, 2007.

24 Carrie Johnson and Brian Tesch, “US Online Auction Sales, 2005 to 2010: A Forecast and
Analysis of US Action Sales to Consumers,” Forrester Research, October 4, 2005.

% http://www.fintrac.gc.ca/re-ed/real-eng.asp.

2 Financial Transactions and Reports Analysis Centre (FinTRAC), http://www.fintrac.gc.ca/.
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identification, record-keeping, and transaction-reporting programs.?’
Thus, the government proposes to require accountants, accounting
firms, and real estate brokers or sales representatives, when engaged in
real estate transactions, to verify the client’s identity using a government-
issued identity document. They will be required to take reasonable mea-
sures to obtain the name, address, and principal business or occupation
of any third party on whose behalf a transaction is carried out, and record
any beneficial owners of any entity involved as well as their relationship to
the originator of the transaction. Canadian laws explicitly define terrorist
property to mean any type of real or personal property, which includes
any deed or instrument giving title or right to property, or giving right to
money or goods. Additionally, Japan has started to require nonfinancial
industries, such as real estate agencies, jewelry dealerships, and accoun-
tants to comply with the AML requirements.?8

To be compliant with the BSA filing statutes in the United States, the
filing institutions submit their reports via magnetic tape, on hard copy,
or through electronic filing (e-file). For CTR forms, an institution has 15
days (25 days if filed electronically) following the date of the transaction to
submit the report. These reports are uploaded directly into the Currency
Banking and Retrieval System (CBRS) database located at the IRS Detroit
Computing Center (DCC). Each document in CBRS is assigned a unique
document control number (DCN), which provides some basic description
about the report. As shown in Figure 5.2, the DCN consists of 14 numbers
banded into groups to convey information about the report.

The first four numbers define the year the report was entered into
the system. This can sometimes cause a little confusion because a 2007
DCN might describe transactions that occurred in 2006 because the year
reflects when the report is received by the government and recorded into
CBRS. The next three numbers represent the Julian date (day) of the

DCN
Document Control Number

20070320000115
|

Year

Document
Julian Date Type

Serial Number

Figure 5.2 Structure of a document control number.

27 Matt Squire, “Canada Expands Anti-Money Laundering Rules to Cover Real Estate, Gambling
Industries,” MoneyLaundering.com, February 15, 2007.

28 Brian Moore, “Japan Calls on Non-Financial Sectors to Adopt AML Procedures by March 1,”
MoneyLaundering.com, February 25, 2008.
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report, which simply defines the number of days from the beginning of
year when the report was filed. For example, a Julian value of 032 corre-
sponds to February 1st and a Julian value of 334 is November 30th (335
in a leap year). The next five numbers are a serial number that uniquely
identifies each filing for that particular day. The final two numbers define
the form that was submitted. Table 5.2 defines how these numbers are
used.

Associated with these forms is a considerable amount of detail stored
in the database. Simply reviewing any form will define the type of infor-
mation collected, which includes the name of the filing organization (e.g.,
bank, casino, car dealership, etc.), contact information, related dates,
transaction amounts, law enforcement referrals, and, where required,
detailed descriptions of the nature of the transaction. Every filing is
unique and its information represents a piece of a larger puzzle that must
be put together—with potentially thousands of pieces.

Depending on the BSA form being reviewed, the specific detail may
include the names of the Subjects involved (e.g., senders, receivers, payers,
payees, etc.) and any other identifying data including Addresses, Accounts,
Phones, SSNs, and ID Numbers (e.g., alien registration, driver’s licenses,
passports, etc.). Figure 5.3 is representative of data derived from BSA
data that would be created for an analytical data model.

A single financial transaction can often be associated with multi-
ple Subjects which, in turn, can be connected to multiple Addresses, ID
Numbers, Accounts, and Phones. A Subject listed on any one particular

Table 5.2 Definition of the Final Two DCN

Numbers

FORM NUMBERS
SAR 10, 11,13, 14,15
SARM 16,17

SARS 18, 19

EXEMPT 20, 21, 22, 23, 24
RMSB 25

CTR 30, 31, 32, 33, 34, 35
CASINO 40, 41, 42

SARC 45, 46

8300 50

FBAR 60

CMIR 70

EXCISE 80

FCF 90
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Subject

1

e

=
P% SH% %
SNED é%

Organization DCN Account

Figure 5.3 Sample analytical data model derived from a BSA report.

Figure 5.4 Unexpected commonality.

report is usually not very interesting in isolation; however, when the same
or similar information begins to appear on different forms, investigators
want to know when certain behaviors are being exhibited.

One such pattern is based on unexpected commonality, where certain
entities should never be shared among different Subjects. In Figure 5.4,
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there are a number of different entities with certain common connections
that should raise immediate concern. In this case, the SSNs are being
used by multiple Subjects and there are also Subjects using multiple SSNs.
These kinds of situations most often occur because of typos, misspell-
ings, and other poor data collection controls; however, they may also indi-
cate a possible misrepresentation or intentional falsification of data on the
forms as a means of avoidance.

In other examples, there can be too much commonality among
the Subjects. Many patterns are exposed due to repeated behaviors
and too many entities in common may indicate some type of organized
behavior. In Figure 5.5, two Subjects are connected through eight dif-
ferent accounts. Under normal circumstances, one might expect to see
people sharing a checking and/or savings account or some other finan-
cial instrument, but when the frequency of commonality exceeds a
reasonable threshold, it becomes questionable and should be reviewed
in more detail. In this case, the Subjects might be perpetrating the
same crime at different financial intuitions, which is why there are so

Figure 5.5 Too much commonality.
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many accounts (i.e., a different account is submitted by each financial
institution).

Finally, other patterns will emerge as accumulated through their
individual behaviors. Each unique transaction or filing may look legiti-
mate, but when taken collectively and shown all together, the large num-
ber of discrete actions forms the basis for the larger pattern. In Figure 5.6,
a single Subject is connected through individual transactions to seven
other Subjects, indicating that the primary target may be trying to avoid
detection by diluting the frequency of association with other persons.
This type of pattern may reveal human-smuggling organizations, book-
ies/gambling operations, and even terrorist-financing activities.

Over a period of time, the information derived from these forms
becomes cumulative and starts to tie together different operations,
groups, and networks cooperating to launder money, as shown in
Figure 5.7. Often, people committing financial crimes try to vary the way
their personal data is represented and typically will use name variations,
alternative spellings, and other misleading information. Detecting this is
fairly routine with the support of advanced analytical tools. Following are
examples showing different configurations and interpretations of data

il gl

CLL

S
D

]

Figure 5.6 Accumulated behaviors.
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that indicate “well qualified” patterns from which to pursue more detailed
analyses and/or investigations.

Suspicious Activity Reports

In April 1996, SARs were introduced as a core filing requirement for the
banking community. In a nutshell, financial institutions are required to
submit SARs within 30 calendar days after the date of initial detection of
transactions?® aggregating $5,000 or more if the bank knows, suspects, or
has reason to suspect that the transaction:

e Involves funds from illegal activities or is conducted to hide illicit
funds or assets in a plan to violate or evade any law or regulation
or to avoid transaction reporting requirements under federal law.

e [s designed to evade any of the BSA regulations.

e Has no business or apparent lawful purpose or is not the sort in
which the customer would normally be expected to engage, and
the bank knows of no reasonable explanation for the transaction
after examining available facts, including the background and
transaction purpose.

The interpretation of these regulations is somewhat ad hoc and
extremely subjective. There is a lot of speculation around determining
what is truly considered “suspicious” with respect to a financial transaction.
Many financial institutions have implemented a number of AML systems
and internal controls®® to help assess their risks and try to minimize their
exposure to fraud, terrorist financing, money laundering, and noncompli-
ance. Many of these systems rank their results based on a simple scoring
factor. Certain official references?®! provide examples of questionable behav-
iors and activities that should be considered for filing a SAR, including:

e Deposits followed by lump-sum wire transfers.

¢ International wire transfers to known money-laundering havens.

e Use of loan proceeds in a manner inconsistent with the stated loan
purpose.

2 To include any deposit, withdrawal, transfer between accounts, exchange of currency, loan,
extension of credit, or purchase or sale of any stock, bond, certificate of deposit, or other mon-
etary instrument or investment security, or any other payment, transfer, or delivery by, through,
or to a financial institution.

30 Bank Secrecy Act Anti-Money Laundering Examination Manual, Federal Financial Institutions
Examination Council, July 2005.

31 Bank Secrecy Act/Anti-Money Laundering, Comptroller’s Handbook, Consumers Compliance
Examination, September 2000.
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e Deposits of money wrapped in currency straps stamped by other

banks.

Substantial deposits using numerous $50 and $100 bills.

Transfers routed through multiple foreign or domestic banks.

Deposits or wire transfers with large, rounded dollar amounts.

A business or new customer asks to be exempted.

Residence is outside of the bank’s immediate service area.

Purchases numerous money orders, traveler’s checks, or cashier’s

checks.

Transfers money between numerous business accounts.

¢ Deposits of sequentially numbered money orders.

e Frequent exchanges of small dollar denominations for larger
denominations.

e (Casinos identifying Large Buy-Ins with Minimal Play (see sidebar).

Casino Pattern

In the gaming industry, which is also regulated by BSA statutes, casinos must
submit CTRs (referred to as CTR-C) when players are involved with transac-
tions over $10,000, and they are also required to submit SARs3? (referred
to as SAR-C) for any kind of questionable behavior. The types of activities
experienced by casinos that trigger a SAR run the gamut, including people
refusing to give their names or provide proper identification, people trying to
commit frauds against the casino (e.g., bad checks), or people who appear
to be involved in questionable sources of money (e.g., wire transfers to/
from known money-laundering havens). There is, however, one well-defined
pattern that almost automatically results in the casino’s submission of a SAR,
called Large Buy-In with Minimal Play.

This pattern occurs when the total buy-in (the amount of money trans-
acted at the cage or table in exchange for chips) is greater than or equal to
$5,000,3 the length of play is less than 30 minutes, and the amount won or
lost is less than 5 percent of the buy-in or the average bet is less than 2 per-
cent of the buy-in. Thus, if someone arrives at a casino, exchanges $25,000
in cash for chips, goes to the blackjack table and bets $100 each hand, and
then decides to close out after 20 minutes of play, they will most likely have
a SAR filed on them for uncharacteristic player behavior. Of course, the
actual parameters and thresholds can vary among the individual casinos.

32 Casinos have 30 calendar days to file a SAR-C after the date of initial detection of any
suspicious transaction.
33 Some casinos use a $3,000 threshold for the buy-in amount.
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Similar to the land border targeting system previously discussed,
there are both physical and logical (e.g., data) indicators that can be spotted.
Obviously, the physical indicators must be observed by bank personnel (e.g.,
the tellers, loan officers, etc.) and brought to the attention of the compliance
officers. The logical indicators can be detected within the databases main-
tained by the bank and the AML systems used to discover and expose those
high-risk activities. Whichever way, once a financial institution determines
there is a questionable situation, a SAR can be filed with the appropriate
authorities. There are really no hard-and-fast rules to follow, but rather, only
the procedures enacted by the financial institutions and the extent to which
their KYC (Know Your Customer) programs are implemented. Eventually,
all of the SARs are collected and reviewed by an FIU.

Now the real work begins. The FIU must sift through the collec-
tive volume of SARs filed by all the regulated financial institutions—often
numbering in the hundreds of thousands or millions. Because each report
has already been deemed “suspicious,” it is now up to the FIU to deter-
mine which ones are “most” suspicious—not unlike finding a needle in a
stack of hay, but actually more similar to finding a needle in a stack of nee-
dles. The following discussions represent the kinds of incidents encoun-
tered by FIUs around the world on a daily basis. The interpretation of
these situations and circumstances does not represent any official agency
policy, procedure, or process; rather, there can be different meanings,
conclusions, and actions taken based on the scenarios presented and the
laws enacted within the countries where the violations takes place.

Structuring Transactions

Many people are aware that governments throughout the world require
that certain types of information be reported when large quantities of
cash are moved into or out of financial institutions (e.g., banks, savings
and loans, credit unions, etc.). This is somewhat unsettling to many peo-
ple because they believe the government is behaving like “big brother”
and is using the data to directly track their assets or identify unreported
money for additional income taxes or even hiding assets due to a pending
divorce. Many people simply don’t want a record of the transaction to be
documented and sent to the government.

Often, people conducting high-value financial transactions will
ask the bank teller, “What is the dollar amount required to file a report
with the government?” In the United States, the response is that a Cash
Transaction Report (CTR; IRS Form 4789/FinCEN Form 104) is required
to be filed for any amounts cumulatively exceeding $10,000 for a single
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day. Once informed, customers often lower the amount of the transaction
to less than $10,000.

Generally, the new amounts deposited or withdrawn reflect values such
as $9,900, $9,800, or $9,500. However, once the change in amount is made,
the financial institution is obligated to file a SAR (TD F 90-22.47), without
notifying the customer of this fact. The reason for this is that “structuring”
deposits or withdrawals to avoid detection is a money-laundering technique
and a violation of federal law, regardless of the intention.3* Structuring finan-
cial transactions to avoid filing requirements is a form of money laundering
and subject to penalties and forfeitures under current laws and regulations.
In fact, many of the SAR submissions are based on people behaving in this
fashion, and this example reflects such a case.

The specific Subject was identified based on her occupation as a
dentist along with a high frequency of SAR filings. This type of occupa-
tion tends not to be a high-cash business because most payment is made
through checks, credit cards, or via insurance claims. There are always
exceptions to the norm; for example, a dentist might serve an unbanked
community (e.g., in remote country settings or in poorer, urban neighbor-
hoods), but those conditions do not apply in this scenario.

The immediate network of SAR transactions on which the Subject
was reported is shown in Figure 5.8. The diagram depicts 10 individual
SARs that are split into different columns based on their filing year. The
first column shows four SAR filings in 2006 and the second column shows
six filings in 2007. The specific dates for her SAR filings are somewhat
sporadic, generally not reflecting a legitimate or regular business prac-
tice® as defined by the Subject’s stated occupation. Also shown in the
diagram is a single account used for all of these SAR transactions.

Each SAR supports a “narrative,” which represents a detailed
description, provided by the financial institution, describing the nature
of the suspicious activity. For this Subject, each SAR narrative similarly
stated the following:

This customer has been previously reported for making large cash with-
drawals just under the CTR reporting limit. This is unusual activity and
may imply that the customer is attempting to avoid CTR filing require-
ments. The bank reported that the customer intended to make a cash
withdrawal for over $10,000; however, once informed of the CTR filing
requirements, the customer lowered the amount to below $10,000.

34 This type of activity contributed to the high-profile downfall of New York Governor Elliot Spitzer
in March 2008 when his payments to a front company for an adult escort business were deemed
suspicious because they were being structured to avoid detection (http://www.thesmokinggun.
com/archive/years/2008/0310082spitzerl.html).

35 There would be a general pattern based on weekly, monthly, or quarterly filings and the amounts
of the transactions would be more consistent.
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As was previously discussed, this type of behavior is illegal and consti-
tutes “structuring” on behalf of the Subject. At this point in the analy-
sis, additional information from the SARs is presented in the diagram, as
shown in Figure 5.9, including Addresses, Phones, and SSNs.

The thicker lines to each of these objects indicate they were rou-
tinely referenced in each of the SARs. The fact that these objects, along
with the Account, have been consistently represented tells investigators
that she is not actively trying to “cover her tracks” by varying spellings or
information provided to the bank. Keep in mind that the Subject does not
know that these SARs are being filed on her, and the consistency can be
largely attributed to the bank’s reporting procedures. The next diagram,
shown in Figure 5.10, brings in other entities connected to the Addresses,
Phones, and SSNs.

Only a single object is returned—an additional Subject. What investi-
gators discover is that this new Subject is actually an organization that has
the name of the medical practice for this doctor. The investigators inter-
actively change the icon to an Organization to more accurately convey the
contents of the analysis. At this point, the investigators know that additional
SARs will be exposed? once the links to the Organization are expanded.

As shown in Figure 5.11, there are three additional SARs, filed in
2007, using the same Account connected to the other SARs. The investiga-
tors determine that this change in behavior is a result of the Subject trying
to layer her transactions through the medical practice so her activities
appear more legitimate and, potentially, less “exposed” to government
observations. Needless to say, these types of situations provide the inves-
tigators and analysts more insight to their targets.

Additional searches in the SAR database do not reveal any more data
for any of these objects. However, as shown in Figure 5.12, the investi-
gators check the CTR database and discover a single transaction that
occurred in the year 2004. It is likely this was the event that “tipped” her
off that the government required forms to be filed for amounts exceeding
$10,000. From that point forward, all of her financial transactions were
reported as SARs.

This multistep, multisource analysis clearly shows how people
try to structure their transactions to avoid CTR filing requirements. If
large volumes of cash are derived legitimately (e.g., from restaurants,
bars, churches, etc.), there should be no concern about depositing or

3 All primary entities, such as Subjects or Organizations, are always connected to transactions
(e.g., SARs). Properly represented data will never produce a Subject or Organization (or Account)
without a corresponding SAR. Therefore, expanding the Organization in this diagram will pro-
duce at least one SAR and, most likely, multiple SARs due to the thickness of the linkages con-
necting the Organization to the Address, Phone, and SSN.
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withdrawing the money. The CTR forms are generally not currently used
for tax purposes or any other government oversight other than to help
detect and expose money-laundering activities. Structuring transactions,
providing false information, or trying to avoid CTR filings will result in
SAR filings, which are highly scrutinized by governments throughout the
world.

Bust-Out Schemes

This pattern is based on the submission of SARs filed by banks and finan-
cial institutions based on a “bust-out scheme” pertaining to credit cards
and checks. Although a bust-out scheme is really more of a fraud than
a true money-laundering®” operation, it still has major implications for
the financial sectors and represents unlawful activity. The stolen money
can be used by radical factions (e.g., financing for terrorist groups) or by
organized crime rings. Often, the FBI, Secret Service, and state-level law
enforcement agencies cover these types of crimes.?®

A bust-out scheme is generally defined?? as a situation where a cor-
rupt merchant is involved with processing unauthorized credit cards. A
business is set up to process credit cards and a merchant account is estab-
lished with the bank. Initially everything appears fine—cards are being
processed, payment is being made, and there is nothing to question about
the legitimacy of the operation. After a period of time has passed, and the
merchant shows that they are fairly consistent and reliable in their card
processing and the bank has established a track record for making pay-
ments to cover the charges, the trouble starts.

Basically, the merchant obtains credit card numbers that are either
stolen or provided by other individuals involved in the scheme, who know
they are not “liable” for any unauthorized charges made on the cards. The
merchant quickly maxes out the cards with fictitious charges. Unaware
that the outstanding charges are bogus due to the grace periods that are
given to card holders to make payments, the credit card (bank) transfers
the funds to the merchant’s account once the transaction is authorized.
After some time, the card holders see the fraudulent charges appear on
their statements and then initiate a dispute to have them removed. Because

37 “FinCEN’s SARs Assist in Bankruptcy Bust-Out Scheme Investigation,” http://www.fincen.
gov/law_enforcement/ss/html/085.html.

38 “The FBI’s Greed Is “Busting Out™ All Over: Credit Schemes Lead to Guilty Pleas,” http://
www.fbi.gov/page2/oct03/bust102003.htm.

39 Mary Beth Guard, “What Are Bust Out Schemes?” Bankers Online, November 4, 2002, http://
www.bankersonline.com/security/gurus_sec110402a.html.
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they are unauthorized charges, the merchant is then hit up with “charge-
backs,” which are basically debits against their account for these disputed
amounts. Many times the merchant will declare bankruptcy or simply
“disappear” to avoid paying back the money collected.

Sometimes this happens to a legitimate business—when a “broker”
requests use of a merchant’s account to process charges for special deals
they have arranged and promises to pay a premium fee (e.g., 10 percent or
25 percent of the charges). The fraudulent charges are made to the credit
cards, the merchant takes its 25 percent cut, and then passes the remain-
ing money to the broker. At face value, it seems like a decent deal for
the merchant; however, when the bank catches improper charges, they
are charged back to the merchant to re-collect the full amount. The mer-
chant is ultimately liable for these charges and the broker is nowhere to be
found. The merchant paid the broker their money and now is also respon-
sible for the charge-backs—a double whammy. There are many variations
to participating in the bust-out scheme, including using family members,
targeting certain ethnic groups, or through blatant criminal activities.

In this example, the data extracted was based on those SSNs that
appeared in SARs filed in multiple states (based on the branch location of
the filing institution). This approach was based on the knowledge that the
SSNs utilized by corrupt merchants tend to be used in multiple schemes
because the credit scores are good (prefraud). Thus, they can move
around very quickly and set up similar bust-out operations at different
banks. For this analysis, the data extracted from the system was based
on the same SSN being used at financial institutions in at least six dif-
ferent states. There are several dozen occurrences of this pattern in the
SAR database, each one containing an explicit bust-out scheme and often
extended to a number of other SARs, Addresses, and Suspects.

The results returned from the query contained some typical “gar-
bage” results—specifically the use of a NULL value for the SSN, which
occurred in 74 different states.*° The second-largest occurrence reflected
an SSN value of 999999999, which was therefore discarded. The next
value, with a count of nine unique states, is shown in Figure 5.13. Although
there are 11 SARs shown in the diagram, they actually represent 7 dis-
tinct states because DE (Delaware) is repeated in 2 of the SARs and 3
have a nonstate value; the rest include NY (New York), GA (Georgia), AZ
(Arizona), NV (Nevada), MI (Michigan), and CA (California).

The labels show various violation types including check Kkiting,
check fraud, and credit card fraud. Notice that the dates for each of these

40 As with all data sources, not all values are entered properly into their respective fields and the
number of different state abbreviations in this data set, for the defined parameters, indicates
there are other problems with the quality of the source data.
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SAR SAR SAR SAR

Check Kiting Other Check Kiting Check Kiting
03/17/2004 03/10/2004 02/11/2004 03/09/2004
11,560 20,700 30,150 10,080
DE NY DE GA
SAR SAR SAR SAR

LI LI LI SR
Credit Card Fraud Check Kiting Other Other
03/12/2004 03/19/2004 02/11/2004 04/27/2004
24,300 14,250 9,030 82,800
AZ NV MI CA
SAR SAR SAR
LI LI SR
Check Fraud Check Fraud Check Fraud
03/30/2004 04/28/2004 02/23/2004
31,950 15,300 10,300

Figure 5.13 Bust-out scheme using 11 SARs.

transactions occur over a very short time period, which corresponds to a
full billing cycle for the bank to process the credit card charges. There is
approximately $250,000 worth of fraud depicted in these 11 SARs. There
is a good chance there are additional banks that this Subject has defrauded
where a SAR may not have been filed; it depends on the policies of the fil-
ing institution and how they deal with these types of situations.

In Figure 5.14, the SARs are expanded one level to show the primary
Subject associated with each transaction. The names of the two Subjects
shown in the figure are basically the same with some minor spelling vari-
ation and are treated as a single target. Additionally, the banks reporting
these SARs were each affiliated with several credit card companies as
reflected in the account numbers presented—indicating that this was not
alocalized bust-out scheme.

Expanding the network (not shown) an additional level reveals the
SSN originally used to expose this bust-out scheme and there is a very
large fan-out, with connections to almost 50 additional SARs. The network
was further expanded to reveal that each of the SARs was connected to
other Subjects and Accounts, indicating this is a very extensive bust-out
scheme. One interesting observation is that all of the Subjects displayed
in this level have similar ethnic names. The SAR narratives consistently
discuss bounced checks, insufficient funds, and other nonpayments.

The next entry in the original query results, shown in Figure 5.15,
represents a bust-out scheme that occurred in eight states: DE (Delaware),
UT (Utah), AZ (Arizona), CA (California), OH (Ohio), KY (Kentucky), NV
(Nevada), and WI (Wisconsin), represented by each of the unique SARs.
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Figure 5.14 Next level of bust-out scheme.
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SAR SAR SAR SAR

Check Kiting Check Kiting Credit Card Fraud Other
03/18/2004 03/30/2004 04/06/2004 04/09/2004
6,685 25,730 5,100 16,250
DE UT AZ CA
SAR SAR SAR SAR
LI L LI L
Check Fraud Check Fraud Check Kiting Credit Card Fraud
04/21/2004 04/29/2004 04/30/2004 05/10/2004
56,580 11,900 12,250 10,950
OH KY NV WI

Figure 5.15 Another bust-out scheme pattern.

The filing dates are fairly close, indicating the same type of nonpayment
period as seen in the last example. The individual dollar amounts tend to
vary quite a bit, but adds up to almost $150,000.

Expanding the network several levels reveals that this pattern is
structurally identical to the previous example. Again, the dates reflect
that the frauds occur over a very short time period (a single billing cycle).
Considering that each SAR is submitted from a separate financial institu-
tion, the collective behavior clearly shows the bust-out pattern. However,
the individual banks have no knowledge of the other banks involved in the
scheme; however, it is fairly easy to spot at a federal level.

Unfortunately, these types of events net their operators some quick
money and impact the rest of the financial industry through increased
fees, premiums, and other operational inconsistencies. Getting a better
handle on the indicators of the pattern can help banks expose the scheme
earlier to minimize losses. Additionally, it can help law enforcement pur-
sue and prosecute these schemes with greater success.

A Consumer Bust-Out Scheme

Another example that exhibits a pattern similar to a bust-out scheme is also
a form of credit card fraud, mixed in with some check kiting. The example
shown in Figure 5.16 was identified when the SSN for the Subject appeared
in multiple SAR reports, filed by at least five different financial institutions.
It is important to note that each institution has been compromised with
some type of fraud and each files a SAR report based on the perceived
wrongdoing of the Subject. What is not known by any institution is that the
Subject is also defrauding other institutions. This pattern can only be seen
at a federal/national level because of the filings of multiple institutions.
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In the diagram, the transactions are arranged according to which
financial institution submitted the SAR. One of the institutions cited that
the Subject applied for multiple credit cards at a department store where
they offer instant credit. In this case, the Subject opened up four accounts
with three of the cards at a single store, each time providing consistent
information regarding his Address, Phone, and SSN. He ran up the charges
on the accounts through purchases and cash advances and then paid with
a bad check (nonsufficient funds). This behavior is similar to the other
SARs filed and differs from a merchant bust-out scheme because it is
being done at the consumer level. Nevertheless, it is still costly for the
intuitions and the amount of loss across the nine SARs exceeds $500,000
over approximately a six-month period.

The information provided in the diagram is fairly consistent with
this type of situation. Surprisingly, the name, which is Middle Eastern,
was consistently represented* along with the date of birth (not shown).
Based on the link thickness, it can be quickly verified that the SSN and
Phones (home and work) were also accurately provided to each of the
filing institutions. Even though there are three unique Addresses in the
diagram, they all represent the same location, which is an apartment in
a large metropolitan city (this type of variation is expected, especially
with five different filing institutions submitting data). The only item that
stands out is the use of both a driver’s license and a passport. The pass-
port confirms the Middle Eastern origins of the Subject and the driver’s
license is verified based on the address provided.

Busting and Kiting

There are many examples of these types of schemes across the world.
What works well in one country is often refined and emulated in other
countries. In this next example, the pattern is basically the same, but
some of the conditions and factors surrounding the data are a bit dif-
ferent. Again, the initial parameters used to identify the dataset were
based on the SSN being used at multiple financial institutions. As shown
in Figure 5.17, there are eight SAR filings reported on a single SSN and
each of the SARs was filed by a different bank with the total amount
exceeding $2.25 million. All of these activities occurred over a two-
month period.

41 Often, foreign names entered into these types of data sources tend to have an inordinate amount
of variation in their spelling, ordering (first/last), and format (spaces/dashes).
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The two Subjects listed are determined to be the same based on the
spelling of their names and the degree of commonality shared between
them. In terms of the six Addresses displayed, three are the same, which
means a total of four different addresses were used by the Subject when
establishing his accounts. The thicker link to one specific address shows
it was used in at least three of the SAR filings. Upon reviewing the Phones,
the diagram shows almost a one-to-one mapping to the SAR objects. A
more in-depth examination of some of these numbers show they map
back to a fax number at a real estate company, a fax line to a travel agent,
the main number to a high-end hotel, the main number to a catering ser-
vice, numbers listed to other people with similar ethnic names, and sev-
eral that could not be resolved. As expected, there are also eight unique
Accounts because each SAR was filed by a different bank. The overall
number of unique entities displayed as a factor of the number of SARs
filed shows that there is intentional misrepresentation of the data. It is
also typical of this type of pattern.

Many of the SARs were filed because there were returned payments
made on the Accounts held by the Subject. A number of these accounts
appear to have been defined as commercial merchant accounts and there
arenumerousreferencesto “UNAUTHORIZED ACH¥WITHDRAWALS”
and “CUSTOMER DID NOT AUTHORIZE CHARGES.” One stream
of activity shows dozens of returned payments from jewelry stores. In
fact, it was known to the bank that one of these jewelers was previously
involved in check-kiting activities. This type of behavior imitates the
standard protocol for bust-out schemes. Other SAR references indicate
misrepresentation of assets, undisclosed debts on loan applications, and
rapid utilization of charges. As with any pattern, the results always need
to be validated; however, detecting bust-out schemes is fairly straight-
forward and can prevent the large losses to the financial institutions the
schemes target.

Identity Fraud

There are many different types of patterns to expose in financial data
sets. Every value of every field of every form of the BSA data set plays a
role in exposing new and important patterns; it is simply a matter of find-
ing, interpreting, and verifying the patterns of interest. This next example

42 ACH stands for Automated Clearing House and is used for interbank clearing of electronic pay-
ments. Most people see the ACH references on their bank statements for payments for mort-
gages, loans, credit cards, and utility bills.
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addresses a common worldwide problem that affects millions of people
each year—identity theft. In fact, it is one of the fastest-growing crimes
and already accounts for almost $50 billion in losses per year. Taking the
same basic parameters used in the bust-out and check-kiting patterns
previously described, the network shown in Figure 5.18 was uncovered.
It is entirely focused on a form of identity fraud.

One immediate observation made about this network is the number
of objects present in the display (compared to the previous examples).
There are 26 SAR transactions that were submitted by 22 different filing
institutions. In this example, the total dollar amount (not shown in the
labels) was only $150,000 and occurred over an 18-month period of time.
Initial interpretation of the network appears to be fairly complicated due
to the number of objects present, but there are a lot of repetitive entities
that can be easily cleaned up and disambiguated to generate the network
shown in Figure 5.19.

In this example, the underlying data supporting the representation
of the Subjects clearly points to the same person. In this case, the name
variation can be attributed to the large number of different filing institu-
tions slightly abbreviating the name and related data rather than any type
of intentional misrepresentation. He has consistently listed his occupa-
tion as a Shopping Cart Pusher or a Bag Clerk and has tried to justify a
base salary of over $70,000 to $80,000 annually, an excessive amount by
any standard for the position defined. Second, all of the Address objects
reflect the same location—again with small variations in their spelling
and formatting. The resulting network is a starburst focusing on a single
entity with a large fan-out of SAR transactions.

In this case, the Subject is trying to get credit from a number of dif-
ferent banks in the form of loans and credit cards. Perhaps the biggest
red flag identified by most of the institutions filing SARs was the num-
ber of inquiries made on his credit history. For the SSN submitted, there
were close to 100 credit bureau checks performed over the past year. In
fact, one institution reported that there were more than 400 inquiries*: on
his credit report from numerous financial institutions and almost 30 new
accounts established in less than a six-month period.

This type of behavior is typical of what is seen with identity theft sce-
narios—except in this case it appears that the Subject is directly respon-
sible for the volume of applications being submitted, rather than someone
else assuming his identity. However, there are other inconsistencies in
the data reported. The Subject has also submitted multiple applications
to several of the institutions, and although he is fairly consistent in the

43 One institution made note that his credit report was more than 50 pages in length.
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Figure 5.19 Merged identity fraud network.

information he provides, there is strong evidence he has tried using dif-
ferent SSNs on prior applications. The SSN (the one shown with a thin
link) resolved to more than 200 open credit accounts. Clearly, this type of
behavior is excessive and evidence of someone committing fraud. Other
public records checks showed over 15 different prior addresses listed for
the Subject, many with overlapping dates of residency. Additionally, skip-
tracing inquires showed the listed phone numbers on many of the applica-
tions did not match the address he provided—potentially indicating some
type of identity theft or fraud.
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Large Connections

Many times, the most obvious of patterns appear to be those with large
numbers of connections; for example, a Subject with dozens of SARs,
or Addresses connected to numerous Subjects, or SSNs used by multiple
Subjects.** While sometimes this pans out, many times it just reveals
errors or bad data. There should be some type of rationale based on the
parameters used to extract the data. At a high level, it is hard to tell what
is important. As show in Figure 5.20, there are a number of different net-
work configurations pulled from the data. Simply looking at the struc-
ture of the networks, it is hard to decipher exactly what type of content
is being displayed and which networks are of a high value—especially
without any of the icons or labels being displayed.

There are some basic clues provided from the visual parameters
shown in the network, namely the color of the links, the interconnections
of the objects, and the overall structure of the individual networks. When
viewed, the dark gray links represent connections between SARs and
Subjects, and light gray links between SARs and Accounts. Although color
is a good mechanism to help differentiate values, it represents only one
dimension in the overall network and does not help much when objects
and links are of the same type. Those networks that appear as bull’s-
eyes are very entity-centric, meaning there are significant connections
between a single object (e.g., a SAR or a Subject or an Account) to alarger
number of SAR transactions. The question is: Which network structure is
of most value to the investigator?

To answer this question, the specific details of each network must
be exposed to understand exactly what is occurring in the underlying
data set. The top row of this diagram shows two object-centric networks
that appear identical in structure. However, their content and value are
vastly different. Upon closer inspection, the detail of the top-left network
is shown in Figure 5.21 and clearly depicts a SAR connected to a sig-
nificant number of Subjects—42, to be exact. While this type of structure
looks quite impressive, it tends to reflect more of a “fraud” against the
bank rather than a bona-fide money-laundering target.

This is not to say that the pattern does not have any value or that it
does not represent an actionable event for law enforcement, but rather that
it tends to be less critical than detecting, for example, terrorist-financing
operations. Usually, this type of situation occurs when someone steals a
checkbook and makes payments to unauthorized persons. It is often tied

44 Subjects tend to be of primary interest to law enforcement because they can be arrested for
criminal activity and Accounts also are targeted because they can be seized.
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Figure 5.20 Determining high-value network patterns.

to fraudulent loan (e.g., mortgage) applications or, many times, appears
for businesses operating a Ponzi or pyramid scheme.

Figure 5.22 shows a more complete network diagram of this type of
structure, including Addresses, Phones, and SSN/EIN* entities that were
related to a bankrupt investment company with outstanding cease-and-
desist orders from government regulators for selling units/ownership shares
in various oil and gas drilling operations. Notice that there is only one SAR
at the center of this network and each of the Subjects represents a different
incarnation of the fraudulent organization (as a limited liability corporation)

45 Several SSN/EIN objects show an X over their icon because they matched an entry in the Social
Security Death Master Index. This type of situation is generally ignored when the SSN/EIN is
tied to an organization or business.
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or one that had previously transferred funds to the organization. Typically,
the narratives associated with these SARs tend to be quite long, detailed,
and extensively documented. An additional example depicting a SAR-centric
network is shown in Figure 5.23 where some commonality exists among
the Subjects based on their Addresses, Phones, and SSNs.

The upper-right network, in the top row of Figure 5.20, contains the
same SAR and Subject object types and is basically a mirror of Figure 5.21.
However, as shown in detail in Figure 5.24, there is a single Subject con-
nected to 42 SAR transactions. This type of structure provides a well-qual-
ified target of interest (e.g., the Subject) because the repeated activities
(e.g., the SARs) are used to establish the criminal behavior. At this point
the interpretation of the SARs, their narratives, and all the supporting
details can be used to understand the suspicious activities.

One feature that distinguishes this type of network is the repeated
use of an Account object. If the same filing institution is responsible for
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Figure 5.24 Single subject with multiple SAR transactions.

submitting all of the SARs, then the related Account will be referenced
and it often looks like a double-rooted network, where the same num-
ber of connections to the Subject also appears for the Account. This is a
bit harder to represent without having lines cross, especially with larger
numbers of SAR entities. Figure 5.25 depicts this type of network, shown
in a somewhat nontraditional format, where 45 SAR objects are connected
to the same Subject and Account. Additionally, the thick lines for the ID
Number, Address, Phone, and SSN/EIN show they were consistently repre-
sented by the filing institution on each SAR submitted.
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Figure 5.25 Double-rooted network for subject and account.

As previously mentioned, the “behavior” of the suspicious activity
can be better understood using this data because each individual trans-
action has its own unique characteristics including a violation amount
and a filing date. In this example, the 45 SARs represent more than
$200,000, with an average transaction value of $4,600, and were reported
for a Subject cashing large checks issued from a parent company and then
converting them into money orders made out to “cash”—supposedly for
distribution to the employees. The occupation of this Subject is listed as a
courier. The filing date can be used to map the transactions onto a tempo-
ral grid to see when the activities occurred to help establish the pattern.

187
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Figure 5.26 shows two grids representing the years 2006 and 2007, from
left to right. Each grid is arranged with the day of the week across the
x-axis and the week of the year down the y-axis.

The first reported filing occurred in mid-October of 2006 and repeats
through early September of 2007. All of the transactions were conducted on a
Thursday as is evidenced in the diagram. The gap in late 2006 coincided with
the Thanksgiving holiday (third Thursday of November) and the missing
day in 2007 occurred in mid-July—perhaps the Subject was on a vacation.
This particular temporal pattern is extremely consistent (e.g., predictable)
and could be used to target the individual should any type of investigation
or follow-up be required.

The main point made in this discussion, and for the networks pre-
sented in Figure 5.20, is that there appear to be structurally equivalent
networks. Try to determine which ones result in the greatest value to the
agency conducting the analysis. The bottom two networks in this dia-
gram show a much more diverse set of connections and will generally
be a hybrid of the scenarios just presented, meaning that either of these
networks will produce some reasonable targets.

Attorneys and Law Firms

There are many different avenues to laundering money throughout the
banking systems and one particular method involves the use of Interest
On Lawyers’ Trust Account (IOLTA),* a well-intentioned program that
operates without taxpayer support, designed to help provide civil legal
services to the indigent, poor, and other underserved communities such
as the elderly or disabled. The IOLTA program issues grants to nonprofit,
legal aid providers, and advocates helping low-income families with land-
lord/tenant disputes, child custody and abuse issues, and many other
legal matters. It can also, unfortunately, double as a vehicle to help laun-
der money and hide proceeds of unscrupulous and corrupt lawyers.

The IOLTA program uses the interest generated from “qualified
funds,” typically escrow payments, court fees, or settlement checks
received by the attorney or law firm from a client where the amount is too
small or the length of time too short (generally defined to be less than
S150 worth of interest) to make it worth the time required to set up and
administer a separate account for the benefit of the client. Modeled after
programs already established (circa 1960s) in Canada and Australia,

46 http://www.iolta.org/.
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virtually every state*” in the United States has an IOLTA program with
somewhat different regulations, requirements, or rules.

Many banks participate in the IOLTA program and the accounts are
easily established using a simple application form. The interest earned on
an IOLTA account is redirected on a monthly or quarterly basis by the bank
and sent to the primary state IOLTA fund where it is accumulated—with the
interest payments made from all the other state IOLTA bank accounts—to
the tune of more than $133 million*® annually (across all states).

The spin on this situation is that the tax information number (TIN) on
all IOLTA accounts bears the number of the IOLTA fund for their respective
state. Thus, the state of New York is #13-3246797, the Texas Equal Access
to Justice Foundation is #74-2354575, and the State Bar of California (Trust
Fund Program) is #94-6001385, so the taxes related to the interest earned
are not imposed on the lawyer, but are exempt through the IOLTA fund.
Because the IOLTA accounts basically act as a pool for all the deposits
made on behalf of the attorney or law firm,* it becomes difficult to track
who actually owns the money and its intended purpose. The attorney or
lawyer essentially becomes a front man and acts as a buffer that shields
the client from any type of financial disclosure or exposure. It is ultimately
the responsibility of the individual lawyer or law firm to separately account
and track for each client’s money, essentially amounting to a secondary set
of bookkeeping.

The network shown in Figure 5.27 is typical of an IOLTA-related
structure where the Subjects exclusively represent attorneys and law firms
who are related through a common SSN (e.g., the TIN) for their respec-
tive IOLTA state fund. Thicker lines indicate more numerous SARs for the
associated Subject, obviously establishing a less than credible pattern for
this esteemed community, presumably well versed in the jurisprudence
of financial crimes.

The types of activities reported in the SARs run the gamut and include
such behaviors as lawyers issuing sequentially numbered checks to their
clients in various amounts (under $10,000 to avoid CTR filing require-
ments); making large cash deposits (hundreds of thousands of dollars)
based on money supposedly provided by their clients; funds being wired
to known tax havens; various embezzlement and misappropriation allega-
tions; the use of IOLTA accounts for personal expenses (e.g., payroll, video

47 http://www.abanet.org/legalservices/iolta/ioltdir.html.

48 http://www.iolta.org/grants.cfm.

49 Of course, there are protections in the various laws that state “no attorney or law firm shall
be liable for damages nor held to answer for a charge of professional misconduct because of a
deposit of moneys to an IOLTA account pursuant to a judgment in good faith that such moneys
were qualified funds.”
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Figure 5.27 An IOLTA network.

rentals, electronic purchases, restaurant charges, and grocery store bills);
various check frauds; and a number of other questionable behaviors.

Cheap Motels

There are actionable situations contained throughout the SAR datasets
across all the countries capturing this type of data—it is just a matter
of digging around and finding scenarios that are worth pursuing. This
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next example is the epitome of the run-down motel you would see in a
Hollywood movie, located at the side of an interstate highway—or, in this
case, on a four-lane road located in a mixed residential/commercial neigh-
borhood near an industrial complex. The motel is a single-story structure
with a main office/lobby and offers no restaurant, coffee shop, or bar.
There are only 25 rooms, you park directly in front of your door, and the
room rates range from $35/daily to $150/weekly—not exactly on par with
the Waldorf Astoria.

As shown in Figure 5.28, there are numerous SAR reports filed
against this establishment. Upon seeing this network structure, being
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Figure 5.28 Repeat SAR filings on same hotel.
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one of the most consistent in terms of its representation (e.g., Subjects,
Addresses, SSN/EIN, and Phones) and using only one Account number, it
can be determined that a single filing institution generated these eight
SARs. Knowing this fact means that care must be taken with respect
to interpreting the results of these filings because there are particular
characteristics about how SARs are completed by their respective filing
institutions that can impact the overall results and analytics that can be
performed.

Specifically, the SAR form®° has a field (Part III, Line #33) called
“Date or date range of suspicious activity” used to record the start/end
dates of the reported activity. All eight of these SARs have the same
“From” date defined (not shown in the diagram), which implicitly means
that they are reporting the same suspicious activity multiple times at dif-
ferent date intervals. The “To” date represents the last incident recorded
by the bank, which is what appears as the date in the labels of the SAR
objects presented in the network and which is occurring approximately
every three to four months. Remember, a SAR is used to report behavior
(i.e., the activity) over a period of time and does not necessarily reflect
each individual transaction made by the Subject of interest.

The SAR objects have been arranged based on the “To” date and, as
seen in the figure, the violation amounts start at SO and go up to $234,000.
Without understanding how the SARs were filed, one might mistakenly
calculate this network to be worth almost a million dollars, if all of the vio-
lation amounts were added together. However, because the SARs are all
from the same filing institution, reporting on the same suspicious activ-
ity, and all starting on the same date, it means that the violation amount
reported on any SAR is the cumulative amount since the suspicious behav-
ior was initially detected. So, the total violation amount for this network
is actually $234,000.

In this situation, a motel representative comes into the bank every
week or so to make a deposit consisting of stacks of $20 bills, with no
other denomination values ever being deposited. Monthly totals routinely
exceed $10,000 for this account and bank employees can't justify a legit-
imate basis for the volume of cash generated from this establishment.
Bank tellers have heard that the motel has a “reputation” for drugs and
prostitution, which would help explain the amount of cash they are depos-
iting. Of course, one question to ask is why law enforcement (state or
federal) has not interdicted or investigated this operation considering it
has been officially reported for almost two years.

50 http://www.fincen.gov/forms/files/f9022-47_sar-di.pdf.
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Location, Location, Location

The following analysis was conducted based on a recent investigation
involving the filing of SARs located within Howard County, Maryland.
Over a two-year period, approximately 300 SARs were filed by banks
operating in this particular region. Although not a large number by any
means, the SARs did provide interesting observations regarding the
movement of money within the region.

Howard County is an affluent region within the Baltimore/
Washington, D.C., metropolitan area that is home to a number of cor-
porate executives, doctors, lawyers, and other business professionals.
Not only does it provide a convenient locale for those working in either
Baltimore or Washington, DC, but it is also a hub for many employed at
the National Security Agency (NSA) and Fort Meade. Additionally, it is
situated along Interstates 95 and 70, which are known drug corridors.

Howard County is quite diverse, made up of various farmlands, eques-
trian estates, and ever-expanding residential areas including Columbia,
one of the first “planned” communities in the United States. Additionally,
the historic district of Ellicott City provides a wide range of antique stores,
shopping boutiques, a brewery, and several restaurants.

The population of Howard County in 2006°! was approximately
272,000 and growing strongly. Additionally, Howard County is the wealthi-
est county in Maryland with an average household income of over $83,000
and a per capita income of almost $35,000. Howard County is also one of
the smallest counties in the state with a total of 252 square miles.

Table 5.3°2 provides a breakdown of the number of SARs filed
from banks operating branches within the county. The DCN was used
to uniquely identify each SAR. The results are grouped by the city/
state of the addresses listed on the SARs for each of the corresponding
Subjects. Sorting by this count, the investigator quickly sees that the
majority of the filings occurred in the city of Columbia, with 90 SAR fil-
ings. The next grouping shows that there are 50 SARs without a listed
city or state—obviously, a problem in the data collection process and
perhaps an indicator that several of the banks need to retrain their tell-
ers or compliance officers to ensure that the SAR forms are filled out
completely.

Instead of using a link analysis diagram to present the data, all
the SARs for this data extraction were plotted onto a geographic map
as shown in Figure 5.29. The coordinates were derived from the ZIP

51 http://quickfacts.census.gov/qfd/states/24/24027. html.
52 Only those city/state combinations with five or more SARs represented are shown.
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Table 5.3 Breakdown of SAR Filings by City/State

DCN COUNT CiITty STATE
90 COLUMBIA MD
50 — —
40 BALTIMORE MD
35 ELLICOTT CITY MD
20 ELKRIDGE MD
18 LAUREL MD
12 SYKESVILLE MD
10 WOODSTOCK MD
8 JESSUP MD
8 UPPER DARBY PA
8 WARRINGTON PA
8 WASHINGTON DC
8 WOODBINE MD
5 CATONSVILLE MD
5 ELDERSBURG MD
5 ROCKVILLE MD
5 WESTMINSTER MD

code of the address contained on the SAR. In those systems that do not
perform roof-top encoding of addresses, a “centroid” (e.g., generalized
central location) for the ZIP code can provide the latitude and longitude
values. This type of approach is invaluable for quickly determining the
location of any address based on its associated ZIP code.>® For the pur-
poses of this investigation, the centroid provides the best high-level view
of the data.

Reviewing the map shows that there is a heavy concentration in
and around the Baltimore/Washington, D.C., corridor. Additionally, as is
clearly shown, a number of SARs were filed on people near Philadelphia,
Pennsylvania, as well as Dover, Delaware. These outliers are checked to
determine the nature of the suspiciousness. Attribute-to-attribute com-
parisons can be performed to find these types of situations by looking for
the Branch-State of the filing institution not equal to the Address-State of
the Subject.

At this step, the investigators wanted to look at “high-value” targets,
and defined the minimum value of the SAR to be $100,000. Keep in mind
that a SAR can represent numerous transactions occurring over a period

5 There are more than 45,000 ZIP codes in the United States, about 850,000 postal codes in
Canada, and approximately 28,000 postal codes in Mexico.
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Figure 5.29 Geospatial mapping of SAR filings.

of time. Thus, the resulting SARs often depict a number of individual
transactions rolled up into a single report, and their accumulated value
is what will exceed $100,000. Figure 5.30 now shows the 30 addresses
that are associated with SARs meeting this condition. Immediately, the
investigators noticed that the intensity of addresses around their original
target area was no longer supported with the $100,000 filter condition.
The concentration appears mostly along the 1-95 corridor and areas south
of Howard County.

The investigators take a closer look at the map in the area where the
remaining addresses are shown, as presented in Figure 5.31. It becomes
much clearer that the high-value transactions are being conducted within
Howard County from addresses outside the immediate area. In fact, many
exceed 10 to 25 miles. To emphasize this pattern, the map uses a transparent
highlight to emphasize the Howard County area. From this, investigators
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Figure 5.30 Only SAR transactions over $100,000.

can quickly see that only several of the 30 transactions over $100,000 were
actually conducted by people living within Howard County.

The investigators® find these circumstances to be of interest
because several Subjects crossed state lines (Virginiaand Pennsylvania),
many traveled at least 25 miles to conduct the transactions, and most
were not from as affluent communities as Howard County. Drilling
down on the narratives associated with the SARs for the Howard County
addresses showed that many of the Subjects involved in these transac-
tions were foreign nationals. Additionally, the main violation type was
some type of “structuring” where the money was layered into different
account(s).

54 The patterns exposed are just one particular viewpoint of the data with respect to identifying
questionable actions and behaviors. The investigators identified well-qualified leads to pursue
to determine if any actual wrongdoing has occurred.
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Figure 5.31 Closer view of SAR activity.

Individual Taxpayer Identification Number

An Individual Taxpayer Identification Number (ITIN) is a tax-process-
ing number issued by the Internal Revenue Service (IRS) to foreign
nationals or other persons with a tax-filing obligation that are not eligible
for an SSN. Although very similar to an SSN, with a nine-digit number,
the ITIN begins with the number 9 and has a 7 or 8 in the fourth digit (for
example, 9XX-7X-XXXX or 9XX-8X-XXXX). making it easy to recognize
and identify as an ITIN.

The IRS issues ITINSs to individuals not eligible to receive an SSN but
who need a way to be recognized for federal tax-reporting requirements
because they have some form or obligation of a tax (debit or credit). The
assignment of an ITIN to an individual does not change their immigration
status, provide entitlements to Social Security benefits, or provide the
right to work in the United States. The types of people who need an ITIN
generally include resident and nonresident aliens (who are not eligible
for an SSN), their dependents, or their spouses, who are required to file a

55 http://www.irs.gov/individuals/article/0,,id=96287,00.html.
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U.S. tax return because they either have payment responsibilities or are
entitled to some form of refund.

According to the IRS, the ITINs are only to be used for federal tax-
reporting requirements and are not intended to serve any other purpose,
especially as a generic form of identification for obtaining a driver’s
license, lines of credit (e.g., credit cards, mortgages), or other nontax
purposes. Most important, the ITIN should not be relied on as an official
means for verifying the identity of a foreign national.®® Acquiring an ITIN
is a simple process of filing a W7 form, which does not require an exten-
sive number of background checks.

Various forms of identification can be used to apply for an ITIN
including foreign driver’s licenses, foreign voter’s registration cards, for-
eign military identification cards, and even medical or school records.
Of course, many of these documents are easily forged or counterfeited,;
therefore, the issuance of an ITIN is extremely susceptible to fraud and
misrepresentation. In fact, the IRS has issued more than 5 million ITINs
with approximately 1 million new applications received each year;>” how-
ever, only 1.5 million ITINs were actually used on tax returns filed in the
year 2000, which means more than 3.5 million are inactive or are being
used for nontax situations and circumstances.

Once an ITIN is acquired, it can then be used by a growing number
of banks®® and financial institutions,*® which have recently begun to court
the unbanked community, which consists largely of undocumented or
illegal aliens. Naturally, this increases the exposure and liability for mon-
ey-laundering activities because the background checks conducted on an
ITIN may not adequately disclose a person’s true identity. Thus, one of
the higher-profile targets to review in the BSA data is the utilization of
ITINSs as a form of identification, especially when it has been reported in
a SAR filing.

A general observation regarding ITINs is that they tend to have mul-
tiple Subjects associated with the SAR, meaning that the filing institution
listed more than one Subject as being involved or perpetrating a suspi-
cious activity. Many times, they also link it to a business identity (DBA or
doing business as). As would be expected in these types of filings, often
the related Addresses come back with an overseas reference (e.g., Mexico,
Brazil, Indonesia, etc.).

5 http://www.treasury.gov/press/releases/reports/sec326breport.final.pdf.

57 Ibid, p. 23 (also see http://iblsjournal.typepad.com/illinois_business_law_soc/2007/02/
loophole_in_the.html).

5 Dilip Ratha, “Workers’ Remittances: An Important and Stable Source of External Development
Finance,” in Global Development Finance (New York: World Bank, 2003), 167.

5% William Edwards, “B of A loosens its policy on credit cards,” Bloomberg News, February 14,
2007. Retrieved from http://seattlepi.nwsource.com/business/303574_bofacreditcards14.
html?source=mypi.
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Figure 5.32 and Figure 5.33 show sample diagrams where an ITIN
value was used to identify a SAR filing and its immediate network. The
actual ITIN is depicted using an SSN icon with a marker flag. The value
of YES or NO under the SSN icon in these diagrams is based on its value
passing a Social Security validation check, which ITINs will routinely fail
because they are not technically a valid SSN. Furthermore, the thicker lines
between a Subject and an SSN indicate there are multiple SAR violations—
thus the network will further expand to include other SAR filings. Most vio-
lations involving an ITIN appear as simple structuring violations or frauds.

SAR Versus STR

There are upwards of 100 countries with established FIUs, and this num-
ber continues to grow every year as more and more pressure is exerted
from the global marketplace to help stem the tide of criminal enterprises
and terrorist-financing activities operating within their respective juris-
dictions. However, there is no master blueprint, no standard operating
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Figure 5.32 Example of an ITIN network.
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