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Introduction 

This Ph.D. thesis is centered on the development and improvement of the acquisition software and the data analysis 

algorithms of the ground-based  22.23 GHz spectrometer VESPA-22 (water Vapor Emission Spectrometer for Polar 

Atmosphere at 22 GHz), on the instrument installation and on the analysis of the first year of data collected. The instrument 

measures the 22.23 GHz water vapor emission line with a bandwidth of 500 MHz and a frequency resolution of 31 kHz, in 

order to retrieve the middle atmospheric water vapor profile and the atmospheric opacity.  

The long time series of measurements provided by a ground spectrometer is a useful tool to study the Arctic climate, the 

atmospheric chemical composition and the air mass dynamic. The tropospheric water vapor is the major responsible for the 

greenhouse effect on the planet and also its stratospheric component has a measurable effect on the atmosphere and the 

surface radiation budget (Solomon et al., 2010). Water vapor is also related to many chemical processes occurring in the 

Arctic stratosphere, such as the ozone depletion (Solomon, 1999). The stratospheric water vapor, due to its long lifetime, can 

be also used as a tracer to study dynamic processes such as the polar vortex (Lahoz et al., 1993). The long term series of 

measurements of water vapor vertical profiles by ground-based spectrometers are particularly valuable to derive trends 

(Nedoluha et al., 1999). 

VESPA-22 is at the moment installed at the THAAO (Thule High Arctic Atmospheric Observatory) located at Thule Air 

Base, Greenland (76.53°N, 68.70°E). It is designed to operate automatically with minimum need of maintenance; it employs 

an uncooled front-end characterized by a receiver temperature of about 180 K and its quasi-optical system presents a full 

width at half maximum angle of 3.5°. The instrument calibration is performed automatically by a noise diode; the emission 

temperature of this element is measured two times an hour through the observation of a black body at ambient temperature 

and of the sky at 60° of elevation. The retrieved profiles obtained inverting a 24-hour integration spectra present a sensitivity 

higher than 0.8 from about 25 to 72 km of altitude, a vertical resolution from about 12 to 23 km (depending on altitude) and 

an overall 1 uncertainty between 5 and 12 %. 

During the Ph.D. work, I have expanded, automated and further developed the VESPA-22 acquisition software, allowing the 

instrument to perform all the routine tasks in a remote location without needing of maintenance by local personnel. The 

instrument and the acquisition software proved to work reliably: VESPA-22 collected measurements for more than a year 

with few interruption periods characterized by very poor weather. 

 I also improved the measurement procedures used by the instrument and data analysis codes. In particular, many efforts of 

this work were directed to the development of a reliable retrieval algorithm, used to obtain the vertical water vapor 

concentration profiles from the measured spectra.  
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I participated in the VESPA-22 installation campaign occurred in July 2016 at Thule and to a preparatory campaign which 

took place on February-March 2016 in order to setup the THAAO laboratory to host the instrument.  

I analyzed the first year of data of the instrument, from July 2016 to July 2017 and compared VESPA-22 and satellite 

instrument Aura/MLS (Waters et al., 2006) water vapor datasets in order to evaluate VESPA-22 results. In the sensitivity 

range of VESPA-22 retrievals, the intercomparison between VESPA-22 dataset and Aura/MLS dataset convolved with 

VESPA-22 averaging kernels reveals a correlation coefficient of about 0.9 or higher and an average difference reaching its 

maximum of -5% or -0.2 ppmv at the top of the sensitivity range. 

I employed the VESPA-22 opacity measurements collected during fair weather to obtain an estimate of precipitable water 

vapor (PWV) through a fit with the measurements of the HATPRO (Humidity And Temperature Profilers) radiometer (Rose 

and Czekala, 2007) installed at the THAAO, as described by the work of Deuber et al. (2005). The difference between the 

PWV values measured by HATPRO and estimate by VESPA-22 allows the estimation of the uncertainty of this technique, 

equal to 8%.  

This thesis is divided into 6 chapters. Chapter 1 is a general introduction to the importance of water vapor in the Arctic 

atmosphere. In chapter 2 the general theoretical concept on which is based the instrument are shown. Chapter 3 describes the 

instrumentation, the acquisition software, the operations executed by the instrument and measurement techniques employed 

by VESPA. Chapter 4 is dedicated to the VESPA-22 retrieval algorithm, while in Chapter 5 the uncertainty of the retrieved 

profiles is shown, with the contributions of the various parameters used in data analysis. Chapter 6 reports the VESPA-22 

preparatory and installation campaigns, the first year of data collected from 15 July 2016 to 2 July 2017 and the comparison 

with MLS dataset. The data have been analyzed to evaluate the descending rate of the air masses inside the polar vortex and 

the correlation of the measured water vapor mixing ratio with the potential vorticity during winter. The data collected during 

fair weather were used to evaluate the amount of precipitable water vapor with the procedure described by Deuber et al. 

(2005).  

Part of this work was submitted to the AMT (Atmospheric Measurement Techniques) journal with the title “VESPA-22: a 

ground-based microwave spectrometer for long-term measurements of Polar stratospheric water vapor” for the publication 

on the special issue “Twenty five years of operations of the Network for the Detection of Atmospheric Composition Change 

(NDACC)” with authors Gabriele Mevi, Giovanni Muscari, Pietro Paolo Bertagnolio, Irene Fiorucci, and Giandomenico 

Pace.  

The work was also the object of an oral presentation at the EGU 2017 General Assembly and at the 2015 and 2016 SIF 

(Società Italiana di Fisica) Congresses. It was also the subject of a poster presentation at the ARCA (ARctic present Climatic 

change and pAst extreme events) meeting in 2016. 
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Chapter 1  

The water vapor in the atmosphere  

1.1 Sources, sinks and general circulation 

The main source of water vapor in the atmosphere is the surface evaporation. The water vapor concentration is governed by 

the strong dependence of the saturation vapor pressure on temperature 𝑒𝑠(𝑇), described by the Clausius-Clapeyron relation  

    
 

0

L T

R
s se T e T e



  , (1.1) 

where 𝑇0 is the reference temperature of 300 K, 𝐿(𝑇) is the evaporation latent heat and 𝑅 is the water vapor gas constant. 

The excess water vapor condenses or sublimes to form clouds and precipitation. As a consequence of the constant and 

negative temperature laps rate of approximately −5 K/km, the water vapor concentration shows a decrease in the troposphere 

with a scale height in the order of 2 km (Figure 1.1). Because of this steep decrease, about the 50% of the water vapor 

columnar content is concentrated in the first 1.5 km of the troposphere and above 5 km of altitude is present about 5% of the 

total columnar content; this percentage decreases to less than 1% above the tropopause. In the stratosphere, the air is a 

thousand times drier with respect to the lower troposphere. The water vapor enters in stratosphere at the tropics, due to deep 

convection phenomena of this region. The tropical tropopause acts as a cold trap, condensing the major part of the ascending 

air water vapor and leading to a freeze-dried stratosphere. The water vapor slowly ascends to the higher atmospheric layer 

and is transported poleward from planetary waves following the Brewer-Dobson circulation. 

A second important source of stratospheric moisture is the methane oxidation and its reaction with the ultraviolet radiation 

(Remsberg et al., 1984), summarized by the Eq. (1.2) and (1.3) 

 
4 2 2 33 2CH O h H O CO O      , (1.2) 

 
4 3 2CH OH CH H O    . (1.3) 

Brewer (1949) stated the need for a downward motion above the poles that compensates for the ascending branch over the 

equator. This large-scale subsidence is observed over the winter poles, where air from the upper part of the atmosphere 

descends to the lower stratosphere (Lahoz et al., 1993).  
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Figure 1.1: The mean temperature (black line), ozone (yellow line) and water vapor (blue line) concentration profiles from US 

standard atmosphere of 1976. 

Figure 1.2 is a scheme of the Brewer-Dobson circulation: the water vapor enters in the stratosphere from the deep convection 

at the tropics and is transported poleward by the planetary waves along the isentropic surfaces. In the scheme the dashed and 

solid tiny lines represents the isentropic surfaces identified by their potential temperature value whereas the tick line is the 

tropopause.  

Figure 1.3 displays the monthly and zonal mean of water vapor collected by the satellite instrument AURA/MLS (Waters et 

al., 2006) on August 2008 and February 2009. The subsidence is clearly visible in the winter pole and is more pronounced in 

the Antarctica, due to a stronger polar vortex (see next section), causing the maximum of water vapor concentration at 10 

hPa. A minimum in water vapor concentration characterizes the winter polar troposphere and the tropical tropopause, due to 

the low temperature of the tropical tropopause leading the precipitation of the major part of the water vapor. 

The water vapor is removed in the upper mesosphere and thermosphere by photolysis from the ultraviolet radiation, Eq. (1.4) 

and (1.5), whereas in the stratosphere and the lower mesosphere it reacts with atomic oxygen, Eq. (1.6). 

The destruction processes dominate over the methane oxidation at about 50 km.  

 

  2 200H O h nm OH H      , (1.4) 
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          1

2 2147H O h nm H O D      ,       (1.5) 

  1

2 2H O O D OH   . (1.6) 

  

The water vapor has a permanence time in stratosphere of the order of months, therefore can be used as a tracer to study the 

air masses dynamic. 

 

 

Figure 1.2: A scheme of the Brewer-Dobson circulation (Holton et al., 1995) in which it is visible the large scale subsidence 

occurring at the poles in winter. The thin lines represent the isentropic surfaces with their respective potential temperatures 

whereas the thick line represents the tropopause. 
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Figure 1.3: The zonal and monthly mean of H2O measured by AURA/MLS satellite on August 2008 (left panel) and February 2009 

(right panel) (from Figure 1.2 of Haefele, 2009). 

1.2 The water vapor in the polar atmosphere 

The polar atmosphere is the location of some unique phenomena caused by the low temperature and the lack of light during 

winter. During polar night, a strong temperature gradient with respect to the lower latitude regions is the cause of the 

formation of strong winds that insulate the polar stratosphere, avoiding the intrusion of warmer air from midlatitude regions. 

This phenomenon is called polar vortex. In winter, therefore, the temperature inside the vortex drops to very low values, 

reaching 180 K in the Antarctic stratosphere (Figure 1.4). The polar vortex acts with more efficiency in Antarctica, whereas 

in the Arctic this phenomenon is disturbed by enhanced wave activity due to the disposition of the continents in the Northern 

hemisphere. The polar vortex ends in spring when the return of the light provokes the disappearing of the thermal gradient 

that produces the zonal winds.  

The low temperature inside the polar vortex allows the formation of Polar Stratospheric Clouds (PSC). The PSCs are 

composed primarily of ice particle and nitric acid and contributes to the removing of water vapor from polar stratosphere 

through the sedimentation as ice crystals. The sedimentation acts with more efficiency in Antarctica, where a more stable 

polar vortex determines a colder stratosphere, whereas in the Arctic, where the vortex is weaker, the temperature falls only 

occasionally below the threshold for clouds formation. Figure 1.4 shows an example of the winter temperature time series 

measured in Arctic and Antarctica during years 1978-2002 in stratosphere, (WMO/UNEP International Scientific 

Assessments of Ozone Depletion: 2010, available at https://www.esrl.noaa.gov/csd/assessments/ozone/2010/). The Arctic is 

characterized by higher temperatures and a larger variability. 
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Figure 1.4: The winter temperature measured in the Arctic/Antarctic stratosphere during years 1978-2002. The yellow and cyan 

colored areas represent the area covered by the different years temperature time series measured respectively in Arctic and 

Antarctica. The red and cyan lines are the mean temperatures over time of respectively Arctic and Antarctica, whereas the black 

line represents the threshold temperature for PSC formation.  

In the polar mesosphere during summer, a large scale upwelling of the air mass can be measured, with water vapor 

concentration that can reach about 10-15 ppmv (Summers and Siskind, 1999), visible also in Figure 1.3. Because of the 

adiabatic cooling, the polar mesosphere is the coldest point in the atmosphere. The low temperature allows the formation of a 

second layer of ice clouds, the Polar Mesospheric Clouds (PMC, Fieder et al., 2009) that can be found in a thin layer 

between 82 and 84 km.  

The water vapor concentration profile can show a local maximum at about 68 km (Bevilacqua et al., 1985; Nedoluha et al., 

1996). The presence of this maximum is not in accord with the chemistry illustrated in Section 1.1; therefore Summers and 

Siskind (1999) suggest heterogeneous reactions on the surface of meteoric dust.  

Water vapor does not react directly with the major part of chemical species present in the atmosphere. However, through 

reactions (1.4) and (1.6) it is indirectly involved in many chemical processes as source of hydroxyl radical. This particle is 

one of the most important oxidizing agents in the atmosphere and plays an important role in the ozone destruction that can be 

observed in the early spring at the poles (Summers and Conway, 2000). Water vapor contributes to the ozone depletion also 

through the formation of the PSC. The ozone depletion is caused primarily by the interaction of the ozone with the chlorine 
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compounds. During winter inside the polar vortex, the temperature can fall below 188 K at 20 km provoking the formation 

of the PSC and allowing the chlorine compounds deposition on their surface. With the return of the Sun in spring, the 

chlorine molecules photo-dissociation provokes the catalytic destruction of the ozone. The PSCs accelerate the destruction 

processes granting a catalytic surface where the reactions can take place. The insulation of the air inside the polar vortex can 

lead to the almost complete depletion of the ozone layer during spring.  

The ozone depletion is more pronounced in the Antarctica with respect to the Arctic, due to the more stable polar vortex in 

the southern hemisphere. However, during the last decade extremely cold winters have occasionally occurred in the Arctic 

stratosphere, allowing the formation of a stable vortex with ozone depletion comparable to the Antarctica (Manney et al., 

2011). 

1.3 The water vapor trend and the radiation budget 

The atmospheric composition regulates the surface temperature through the greenhouse effect. The water vapor is the 

dominant contributor to infrared opacity and is the major greenhouse gas of the planet, which accounts for about 60% of the 

total greenhouse effect (Solomon et al, 2010). The anthropogenic activities are modifying the atmospheric composition 

through the emissions of carbon dioxide, methane and other greenhouse gases. These emissions rise the surface temperature 

that, according to Eq. (1.1) provokes an increase of water vapor concentration in the atmosphere that in turn increases the 

greenhouse effect (with the assumption that relative humidity remains constant). Approximately half of the predicted 

warming in response to an anthropogenic increase in greenhouse gases such as CO2 is due to this water vapor feedback effect 

(Held and Soden 2000; Soden et al. 2005).  

Figure 1.5 shows the zonally-averaged, annual temperature anomalies from land stations only (data from Jones et al., 1999) 

as a function of latitude and time (from Alley et al., 2003). Although this figure does not include information for the ice-

covered Arctic Ocean, it is clear that the high-latitude terrestrial environment has experienced significant variability, more so 

than have low latitudes. Substantial high-latitude warming from about 1920 to 1940 was followed by cooling until about 

1970 and then another period of marked warming that extends through the present. The earlier warming was confined largely 

to high latitudes. The more recent warming shown in Figure 1.5 is clearly very different in that it appears in essentially all 

latitudes examined. Although the major part of the water vapor is in troposphere, the stratospheric component of this gas has 

an important role in the radiative budget. Stratospheric water vapor constitutes a small positive anthropogenic radiative 

forcing considering the portion that is produced by methane oxidation, as methane concentrations are altered by human 

activities (Forster and Shine 2002; Forster et al. 2007). More water vapor in stratosphere results in cooling of the upper 

atmosphere and a warmer tropopause and lower stratosphere (Solomon et al., 2010).  
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Figure 1.5: The surface temperature variation (zonal mean) measured at different latitudes versus time (Alley et al., 2003, original 

data from Jones et al., 1999) 

The processes that lead to long-term variations in stratospheric and mesospheric water vapor are not completely understood. 

Positive trends were observed during the period from 1980 to 2010 (Nedoluha et al., 1999, Rosenlof et al., 2001, Hurst et al., 

2011). Figure 1.6 displays the water vapor frost point hygrometer measurements presented by Hurst et al. (2011). A positive 

trend characterizes the years 1980-2000 (Period 1 and 2 in the figure) with an inversion of tendency after 2000 (Period 3), 

when a drop of water vapor of about -0.4 ppmv was estimated (Randel et al., 2006) and again a positive trend characterizing 

the last 5 years analyzed from 2005 to 2010. The climatic models did not predict the tendency inversion of the Period 3.  

 

Figure 1.6: Frost point hygrometer measurements at Boulder (Colorado) (Hurst et al., 2011) at different altitudes, from 1981 to 

2009.  
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Oltmans et al. (2000) suggested that only one half of these changes are related to the increase of methane due to the 

anthropogenic activities. This trend is going along with a cooling trend in the tropical tropopause, which would be likely to 

cause a negative trend in stratospheric water vapor (Simmons et al., 1999; Randel et al., 2000). Solomon et al. (2010) relate 

the water vapor variations with an increase of the deep convective phenomena and with a diminishing of the air mass flux in 

the tropical circulation that allows a more efficient methane oxidation, with more formation of water vapor. Rosenlof and 

Leid (2008) suggest changes in the tropical tropopause dynamic caused by wave driving and changing in the sea surface 

temperatures.  

 

Figure 1.7: Graphs from Solomon et al. (2010) that evidence the importance of stratospheric water vapor in the surface warming 

rate. The cyan/red line is the prediction of a model that take/not take into account the stratospheric water vapor contribution to 

the radiative forcing (panel a) and to the temperature variation (panel b). The green line represents the observations. Panel c 

presents a summary of the predicted warming rates by the different models.  

The work of Solomon et al. (2010) reveals the importance of taking into account the stratospheric water vapor and its 

variation in climatic studies. The authors account 10% of surface warming rate to the stratospheric water vapor variation 

measured from 1980 to 2000. The same authors assert that the decrease measured after 2000 lowered the surface warming 

rate. A summary of these results is shown in Figure 1.7, from Solomon et al. (2010). The long term series of measurements 

of water vapor mixing ratio vertical profiles are of particular interest in the Arctic region. This region, due to the Arctic 

Amplification (Serreze and Francis, 2006), shows an enhanced sensitivity to the climate change as can be seen by the 

relative maximum at high latitude that can be observed in the last decades of Figure 1.5. This is caused by a positive 



13 

 

feedback that links the atmospheric composition, surface temperature variations and the ice coverage. The increase of the 

surface temperature provokes the melting of the ice coverage, reducing the surface albedo. This, in turn, leads an increase of 

visible radiation absorbed by earth and sea that is emitted as long wave radiation.  

In this scenario, the long term series of measurements of water vapor vertical profiles by ground-based spectrometer are 

particularly valuable to derive trends and allow intercalibrating consecutive satellite missions to compile global long term 

data sets.  
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Chapter 2  

The measurement physical principles 

2.1 Middle atmospheric water vapor remote sensing by microwave spectroscopy 

The Polar Regions are complex systems in which the unique conditions allow the observation of many peculiar phenomena. 

In the Arctic, the strong correlation between atmosphere, cryosphere, dynamical processes leads to a greater sensibility to the 

climatic changes with respect to other latitudes. As explained in the previous chapter, the water vapor plays a central role in 

many climatic and chemical processes of the region, so the measurements of this gas in both troposphere and stratosphere are 

crucial for improving the knowledge of Arctic system. 

The water vapor in troposphere and stratosphere is measured mainly through radiosondes and spectrometers. The 

radiosondes can obtain water vapor profiles with higher precision and vertical resolution with respect to the indirect 

measurements. However, the observations number is limited by the measurements high cost; furthermore, the measurements 

are limited to the troposphere and lower stratosphere up to about 25 km of altitude for the normal radiosondes, so they do not 

provide information on upper stratospheric and mesospheric water vapor. The ozonesondes can reach upper altitudes but the 

cost of this measurement technique is even higher.  

The spectroscopy is an ideal technique to obtain long term measurements of atmospheric components. The vertical 

concentration profiles can be retrieved deconvolving the measured spectra. Installing a spectrometer on a satellite allows the 

instrument measurements to cover the entire globe. The satellite instruments perform often a limb sounding measurement, 

reaching a higher level of precision with respect to a ground-based observation. However, a satellite mission presents great 

costs and the lifetime of the spectrometer is limited to the mission life span, often less than five years.  

The ground-based spectroscopy is a less expensive and reliable technique to obtain the long term measurements needed to 

characterize the atmosphere of a particular region. The ground-based instruments, given to their potentially long life span 

and reliability, can be used as a reference to compare and calibrate satellite data from different missions.  

The instrument described in this work is a microwave spectrometer; microwave spectrometers observe the emission from 

molecular rotational transitions. This measurement technique was born in the second part of ’70 to retrieve the atmospheric 

trace gases concentration. The microwave spectrometers present several advantages with respect to instruments working at 

other frequencies (such as infrared spectrometer): 
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 many atmospheric species present rotational states well populated at the typical temperatures of troposphere, 

stratosphere and mesosphere; 

 the rotational transitions are at equilibrium in both stratosphere and mesosphere; 

 at this low frequencies, the contribute of the scattered radiation in the radiative transfer equation can be neglected, 

simplifying the measurement equations; 

 the microwave spectrometers measure the molecular emission, so they can operate on both day and night; 

 microwave spectrometers are relatively less expensive with respect to infrared or visible spectrometers. 

However, this technique presents some disadvantages: 

 the integration period needed to reach a satisfying signal to noise ratio can be of the order of hours; 

 instruments observing stratosphere and mesosphere need an atmosphere characterized by a low opacity in order to 

obtain measurements with an acceptable signal to noise ratio. For this reason, the ideal installation sites are the 

Polar Regions and all the areas with a low amount of precipitable water vapor, such as high mountains or desert 

sites. 

Figure 2.1 shows the atmospheric emission spectrum in the microwave region (0-300 GHz) as seen from different 

altitudes. The major part of oxygen and water vapor are concentrated in the first kilometers of the troposphere, so the 

minor intensity of these gases emissions at higher altitude is due to the lower amount of molecules observed by the 

instrument. The broadening of the emission lines is related to the atmospheric pressure, as it will be explained in Section 

2.3.  

 

 

Figure 2.1: The microwave (0-300 GHz) emission spectrum of the atmosphere as it would be observed from different altitude levels 

(Kaempfer et al., 2013). 
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The instrument described in this work observes the water vapor emission line at 22.23 GHz. Although the water vapor 

transition at this frequency presents a reduced intensity with respect to other water vapor emission line such as the 183 GHz 

line, the measurement at 22.23 GHz presents two main advantages.  

 The 183 GHz region at sea level is characterized by a higher opacity with respect to the 22.23 GHz region, leading 

a larger absorption of the stratospheric signal by troposphere and reducing the signal to noise ratio of the 

measurements.  

 The 183 GHz front-end electronics, in particular the low noise amplificators, require a liquid nitrogen refrigeration 

system in order to properly work, whereas the 22.23 GHz signals can be amplified by low noise amplificators at 

ambient temperature. Furthermore the amount of liquid nitrogen required for a 22.23 GHz spectrometer can be 

reduced to the just several tens of liters at year, used for the calibration operations. These peculiarities fit better the 

requirement of a reliable instrument able to work automatically in a remote observation situ with minimum need of 

local maintenance.  

2.2 The Schwarzschild equation in the microwave region 

The radiative transfer is the physical theory describing the radiation absorption and emission processes in gases. The main 

equation describing the radiative transfer in the atmosphere is the Schwarzschild equation. The wavelength at 22.23 GHz is 

about 1 cm, much larger of the majority of atmospheric hydrometeors. According to Thompson scattering description, the 

scattering contribution can be neglected and the radiative transfer equation can be composed just of absorption and emission 

terms. 

This section presents the solution for the microwave radiation propagation in absence of scattering. The quantities 

characterized by the subscript ν are frequency dependent. Before describing the radiative transfer equations it is useful to 

describe the emission coefficient at a certain frequency 𝜀𝜈,𝑠 of an object, defined as the ratio between the emissions produced 

by the object itself and the emission of a black body at the same physical temperature at that frequency. According to this 

definition the emission coefficient is a dimensionless number with the property 𝜀𝜈,𝑠 < 1. In a similar way the absorption 

coefficient at a certain frequency 𝛼𝜈,𝑠 of an object can be defined as the ratio between the radiation absorbed by the object 

itself and the radiation absorbed by a black body at the same physical temperature at that frequency. In a gaseous medium 

such as the atmosphere, the absorbing and emitting power of the gas molecules at a certain frequency can be described by the 

absorption and emission coefficient for unit of length, 𝛼𝜈 and 𝜀𝜈 respectively, with the dimension of [𝑙𝑒𝑛𝑔ℎ𝑡]−1. 
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The Eq. (2.1) is the Schwarzschild equation for the microwave region and describes the propagation of the radiation in the 

atmosphere with the negligible scattering approximation.  

  
dI

I B T
ds


        . (2.1) 

The first and second term on the right side respectively represents the variation of the radiation due to absorption and 

emission processes occurring in the radiation path. 𝐵𝜈(𝑇) is the black body emission described in Eq. (2.2). 
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where ℎ and 𝑘 are respectively the Planck and Boltzmann constants. The absorption coefficient 𝛼𝜈 of the gas layer depends 

on the gas density 𝜌 and the extinction coefficient 𝜅𝜈  [𝑙𝑒𝑛𝑔𝑡ℎ2], a spectroscopic parameter depending on both frequency 

and gas temperature.   

      ,d s T s T ds     , (2.3) 

In the atmosphere layer of interest for this work, the Kirkoff law, Eq. (2.4), relates the emission and absorption coefficients.  

     . (2.4) 

In order to obtain a simple solution, Eq. (2.1) can be integrated following the line of sight of the instrument from the ground 

𝑠0 to the top of the atmosphere 𝑠𝑡𝑜𝑎, obtaining using also Eq. (2.4): 
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    , (2.5) 

where 𝜏𝜈(𝑠) is the atmospheric opacity defined according to Eq. (2.3) as  

         
0 0
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s s

s s

s s T s ds s ds        . (2.6) 

From Eq. (2.6) a relation between atmospheric opacity and atmospheric absorption can be obtained. 

 
d
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



   . (2.7) 

In Eq. (2.5) the term on the left side is the signal that can be measured by an instrument observing the atmosphere on the line 

sight defined by the s parameter. The first term on the right side describes the emission coming from outside the atmosphere 

(generally the cosmic background radiation in the microwave region, defined as the emission of a black body at a 2.725 K), 

whereas the second term is the sum of emission coming from the different atmospheric layers in the line of sight. Both the 

emission terms are attenuated by the atmospheric opacity calculated from the instrument to the emission point. 

In the microwave region, the black body emission function can be expressed using the Rayleigh-Jeans approximation 
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where 𝜆 is the wavelength. Eq. (2.8) shows a linear relation between physical temperature and emitted radiation.  

The brightness temperature of a body 𝑇ν can be defined as the temperature of a black body emitting the same amount of 

radiation of that body at a certain frequency.  

Following this definition, the body emission in the microwave region can be described according to Eq. (2.9) 
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  . (2.9) 

Therefore from Eq. (2.1) 
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  . (2.10) 

Therefore, using the Rayleigh-Jeans approximation the brightness temperature can be expressed as 

 ,sT T   . (2.11) 

The black body function represents the maximum emission for a physical body at a certain temperature, so  

𝑎ν,s ≤ 1 and 𝑇ν ≤ 𝑇. Expressing the signal received and the extra-atmospheric signal in terms of brightness temperatures and 

using the Rayleigh-Jeans approximation Eq. (2.5) can be modified as  
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According to Eq. (2.12) and (2.8) in this work all signal intensities are expressed in brightness temperature.  

The Eq. (2.12) describes the propagation of microwave radiation in a generic direction. However, it can be useful to refer the 

propagation in relation to the elevation angle 𝜃 that is defined as the complementary angle with respect to the zenithal angle 

and it is the angle of the propagation path with respect to the horizontal plane.  

The Eq. (2.13) describes the relation between 𝑑𝑠 and 𝑑𝑧 with respect to the elevation angle 𝜃 

  ds dz   , (2.13) 

where 𝜇(𝜃) is the air mass factor and represents the geometrical variation of the distance on the propagation path s with 

respect to the vertical axis z. In general, the air mass factor takes into account the Earth curvature, the elevation angle and the 

altitude of the instrument; for ground measurements, a good approximation is expressed by the Eq. (2.14) , (de Zafra, 1995),  
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where 𝑅 is the Earth radius, 𝑧𝑡𝑟𝑜𝑝 = 3 𝑘𝑚 and 𝑧0 is the altitude of the instrument installation site (220 m).  
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Eq. (2.12) can be simplified in case of horizontal homogeneous atmosphere that allows neglecting the dependence of the 

different variables with respect to the horizontal axis 𝑥 and 𝑦. This condition is useful to represent the stratosphere and 

mesosphere, in which the horizontal variation scale is larger than the dimensions of the portion of atmosphere observed by 

the instrument, and the troposphere, during fair weather or with a uniform cloudy coverage. In case of horizontal 

homogeneous atmosphere the Eq. (2.12) and (2.6) can be simplified  
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where the integral variable is now z according to Eq. (2.13). 𝜏𝜈(𝑧) is the atmospheric zenithal opacity, the opacity along the 

𝑧-axis. The Eq. (2.15) and (2.16) are the main equations describing the radiative transfer processes in this work.  

2.3 Concepts of microwave spectroscopy 

Atoms and molecules can only assume quantized internal energetic states. An atom or molecule can change its internal state 

by the absorption and emission processes through the interaction with a photon. The frequency 𝜈𝑚𝑛  of this photon is 

proportional to the energy difference between the two states 𝐸𝑚 and 𝐸𝑛: 
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  , (2.17) 

where h is the Planck constant. In the microwave region, the water vapor most important transitions produce photons at the 

frequencies of 22.235 GHz and 181.235 GHz. The instrument on which is based this work observes the 22.235 GHz 

transition between the rotational states characterized by the quantum numbers 616 → 523. 

The molecular emissions cannot be described just as monochromatic emissions. A single transition is associated with an 

interval of possible frequencies centered on 𝜈𝑚𝑛. The spectral form relates the emission intensity and the frequency and it is 

described by the function 𝐹(𝜈, 𝜈𝑚𝑛). 

The first physical principle determining the spectral form is the Heisenberg Indetermination Principle 
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 . (2.18) 

According to Eq. (2.18) for a certain emission line, the photons are generated following a probability density function with 

its maximum value centered on the transition frequency 𝜈𝑚𝑛. The full width at half maximum of this probability density 
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function is inversely proportional to the decay time of the higher energy state. This process is also called natural broadening 

and can be neglected for atmospheric studies in the microwave region. 

Another effect determining the spectral form is the Doppler Effect. The molecular thermal agitation moves the molecules 

with respect to the observer. The Doppler Effect modifies the observed frequency according to the Eq. (2.19) 
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where 𝜈 is the measured frequency and 𝑉𝑐𝑜𝑠(𝛾) the velocity component along the observatory direction and 𝑐 the speed of 

light. The Doppler function 𝐹𝐷(𝜈, 𝜈𝑚𝑛) that describes the intensity of the transition as a function of frequency is represented 

in Eq. (2.20) according to Maxwell velocity distribution 
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where 𝑢 = √2𝑘𝑇/𝑚 with m the molecular mass. The Doppler Effect gives a Gaussian shape to the emission line with a half 

width at half maximum ∆𝜈𝐷  equal to 

 ln 2D mn

u

c
    . (2.21) 

For the water vapor transition at 22.235 GHz at 300 K, ∆𝜈𝐷 is equal to 32.5 kHz. The Doppler broadening is relevant in 

determining the emission line shape in the upper stratosphere and mesosphere. 

Another important effect in the atmosphere is the pressure broadening, caused by the molecular collisions. These collisions 

reduce the decay time of the higher energy state, provoking a broadening of the spectral line according to the Eq. (2.22). An 

alternative way to explain the effect is to take into account the molecules translation energy. This energy can interact with 

the photon energy, increasing or decreasing it and allowing the emission or absorption of photons with different frequency 

with respect to the transition frequency. The number of collisions is related to the gas pressure P. There are several models 

describing the pressure broadening; Eq. (2.22) uses a Lorentzian line shape (apart from the multiplying factor, (𝜈/𝜈𝑚𝑛)2 ≈ 1 

for the microwave frequencies) 
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Where w and x are constants and T0 is a reference temperature. The pressure broadening is the most relevant effect 

determining the emission line shape in the troposphere and stratosphere. However, Eq. (2.22) can be used up to about 50 km 
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of altitude; at higher altitudes, where the pressure drops, the pressure broadening and Doppler broadening effects are 

comparable, therefore a more accurate description of the spectral form that involves both the phenomena is required. Above 

80 km of altitude, the line shape is dominated by Doppler Effect.  

 

 

Figure 2.2: The Lorentz, Doppler and Voigt line shape. 

A function describing the emission line broadening that takes into account both the Doppler and the pressure broadenings is 

the Voigt function, a spectral form resulting from the convolution of the two broadening mechanisms:  

      , ', ' , 'V mn D mn L mnF F F d          . (2.24) 

The Voigt profile tends to be equal to 𝐹𝐿 in the troposphere whereas it tends to be equal to 𝐹𝐷 in the upper mesosphere. 

Figure 2.2 shows the Voigt function resulting from a convolution of a Doppler and a Lorentzian line shape.  

According to Eq. (2.16) the signal measured by a ground-based instrument is the integral of the emissions from all the 

atmospheric molecules in the line of sight. Knowing the pressure and temperature vertical profiles, the line shape 

dependence from these two atmospheric parameters can be used to perform a deconvolution of the received signal, allowing 

the retrieval of the concentration profile of the emitting species.  
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2.4 Electronic concepts 

2.4.1 The system temperature and the measurement noise 

The receiver of a spectrometer associates to an incoming radiation at a certain frequency an electronic signal, in term of 

Volts or counts, proportional to the radiation intensity according to Eq. (2.25) 

  sky sky recV g T T   . (2.25) 

In Eq. (2.25) 𝑔  is the gain factor, 𝑇𝑠𝑘𝑦  is the signal intensity coming from the atmosphere and 𝑇𝑟𝑒𝑐  is the receiver 

temperature all expressed as brightness temperatures. The receiver temperature represents the emissions generated by the 

elements composing the instrument.  

The system temperature is the sum of the atmospheric signal and receiver temperature 

 sys sky recT T T   . (2.26) 

The spectrometer measurements are affected by the random noise 𝜎𝑇. The random noise intensity can be reduced integrating 

a measurement over time, according to Eq. (2.27) from de Zafra (1995) 
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where ∆𝜈 is the instrument resolution and 𝑡𝑜𝑏𝑠  the total measurement time and the factor 2 is due to the measurement 

technique employed by the spectrometer described in this work (Jannsen, 1993). 

2.4.2 The heterodyne receiver 

In order to analyze a signal using an electronic device such as a spectrum analyzer, it could be necessary to reduce its 

frequency taking care of avoiding information losses. This operation can be achieved using nonlinear circuits as the 

heterodyne receiver. 

This element mixes the incoming signal with a local signal or carrier, a sinusoidal wave of known intensity and frequency

0 , produced by an element called local oscillator. The nonlinear element output current can be approximated at the second 

order: 

2 ...I aV bV    .     (2.28) 

In a heterodyne receiver, the input of the nonlinear circuit is a combination of the incoming signal and the local signal. 

Representing the incoming signal as a simple sine wave 𝐴𝑠𝑖𝑛(2𝜋𝜈𝑡) and the carrier as 𝐵𝑠𝑖𝑛(2𝜋𝜈0𝑡), the input signal is 

   0sin 2 sin 2V A t B t    .    (2.29) 
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The output current, approximated at second order, is then 

           2 2
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The last term can be decomposed as 
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 .     (2.31) 

A pass-band filter is used to select the term with frequency |𝜈 − 𝜈0|. In this way, the incoming signal frequency is reduced in 

a coherent way, introducing just a phase shift of 𝜋/2. 

A real signal is composed by a convolution of simple sine waves. This can introduce a potential problem because both the 

components at frequency 𝜈 + 𝜈0  and 𝜈0 − 𝜈  will be reduced to the same frequency 𝜈 . Therefore the output signal is 

composed of the sum of all the components included in two frequency regions called upper and lower sidebands. Figure 2.3 

represents the two sidebands symmetrical with respect to the carrier frequency. In order to avoid signal artifacts, the 

frequency range of interest needs to be completely included in one of the sideband, called signal sideband; the other 

sideband, the image sideband, should contain some easily recognizable structure that can be a-posteriori removed or it 

should be suppressed using an appropriate filter. 

 

 

Figure 2.3: Representation of the upper and lower sideband symmetrical with respect to the carrier frequency 
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2.5 The quasi-optical systems 

The microwave spectrometers utilize antennas and often reflectors to collect the atmospheric signal and channeling through 

the wave guide to the front end electronics. Such a system for microwave measurements is called a quasi-optical system. The 

interaction of the radiation with the different elements composing the spectrometer is described by the electromagnetic 

waves propagation. For microwave frequencies, the waves’ propagation is modeled by the Helmotz equation and its 

Gaussian beam solution. This section provides a brief description of the Gaussian beam solution; for a more compete 

discussion on the subject the reader should consult Gori (1997). 

 

2.5.1 The Gaussian beams 

 

The electromagnetic waves amplitudes and phase are described by the Helmotz equation: 

  2 0k   .  (2.32) 

The general solution describing a wave propagating along the z axis with an amplitude and phase changing in the space is 

    , , , , ikzx y z u x y z e   . (2.33) 

The term 𝑢(𝑥, 𝑦, 𝑧) is a complex scalar function describing the wave amplitude and phase space dependence. The paraxial 

approximation is a constraint to the Eq. (2.32) consisting in considering the z derivative of the amplitude function u a slowly-

varying function of z 
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The u function determines the wave envelope so the Eq. (2.34) states the wave envelope changes slowly on distances 

compared to the wavelength. Applying the Eq. (2.33) and (2.34) to the Eq. (2.32) the differential equation becomes 
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The instrument described in this work employs an antenna characterized by a cylindrical symmetry. Therefore the solution of 

the Eq. (2.35) maintains this kind of symmetry. Eq. (2.36) describes a Gaussian beam with cylindrical symmetry:  
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where 𝑟 is the distance from the optical axis of the system. The imaginary term in the exponential describes the phase 

variation of a spherical wave front with 𝑅 the curvature radius of the equiphasic surfaces of the wave front, described by Eq. 

(2.37). 
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 The real term has a Gaussian shape, whose variance is a function of the distance along the propagation axis z: 
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The factor 𝜑 of Eq. (2.36) is defined Gaussian phase shift and is described by:  
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If 𝑧 = 0, R diverges. The area characterized by 𝑧 = 0 is called beam waist. Here the equiphasic surface is a plane as in the 

plane waves. The function w describes the distance with respect to propagation axis where the beam intensity diminishes of a 

factor 1/𝑒 and it is called beam radius. The value 𝑤0 is defined beam waist radius and represents the minimum value of the 

beam radius. The quantity 𝑧𝑐 = 𝜋𝑤0
2/𝜆 is called confocal parameter.  

The Figure 2.4 shows a scheme of a Gaussian beam.  

 

 

Figure 2.4: A scheme describing the Gaussian beam with cylindrical symmetry. The red line represents the area where the beam 

intensity is diminished by a factor 𝟏/𝒆 . 

 

Observing the previous equations some important properties of the Gaussian beams can be derived: 

 the product between w and beam intensity is constant; 

 the maximum intensity is reached in the beam waist with 𝑧 = 0 and 𝑟 = 0;  
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 the phase curvature radius diverges at 𝑧 = 0, has a minimum in 𝑧𝑐 and tends to z when 𝑧 ≫ 𝑧𝑐; 

 the angle 𝛩 = arctan(𝑤/𝑧) defined as propagation angle in the far field (𝑧 ≫ 𝑧𝑐) tends to the constant value 𝛩0 

called asymptotic propagation angle  
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According to Eq. (2.40) a larger beam waist radius corresponds to a lesser asymptotic propagation angle. Can be also useful 

to define the half power beam angle defined as the angle with respect to the propagation axis where the beam intensity is 

50% of the maximum  
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2.5.2 The antenna 

The antenna is the element that collects the radiation from the free space and guides it to a wave guide. The antenna has the 

important function to selectively collect radiation from a certain direction. 

 

Figure 2.5: A scheme of the antenna gain characteristics (Bertagnolio, 2013). 
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Using the Rayleigh Jeans approximation the brightness temperature of the signal collected by the antenna or antenna 

temperature 𝑇𝑎 can be written as  
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where 𝑔(𝜃, 𝜙) = 𝐴/𝜆2 is the antenna gain. The Figure 2.5 shows a scheme illustrating the characteristics of the antenna 

gain. The gain lobe containing the maximum is called major lobe or principal lobe. The half power beam width is the major 

lobe angle containing the 50% of the total gain. The first null beam width is the angular span between the first pattern nulls 

adjacent to the major lobe. The major lobe axis is defined as antenna optic axis. The antennas have also side and back lobes, 

where the gain is often orders of magnitude less intense with respect to the major lobe; this is an important characteristic in 

order to avoid the antenna collecting signals from undesired directions.  

2.6 Inverse problems theory 

The inverse problem theory is a mathematical instrument used to analyze the indirect measurements. For a general 

discussion on this subject, the reader should consult Rodgers (2000). A generic physical state x is related to the measured 

quantity y through the relation  

  y f x  . (2.43) 

The quantity x and y are generally continuous functions. In this study the atmospheric spectrum is measured to obtain the 

water vapor concentration vertical profile, 𝑦(𝜈)  and 𝑥(𝜈) . The mathematical operator 𝑓  is a functional, mapping the 𝑥 

function to the 𝑦 function. The relation 𝑓 contains the physics of the phenomenon; for example the 𝑓 relating the spectra and 

the water vapor profiles is composed by the radiative transfer process and the description of the spectral form of the 

emissions at the different altitudes (Section 2.2 and 2.3). In order to obtain the information about the state x the Eq. (2.43) 

needs to be inverted. 

  1x f y   (2.44) 

Solving the eq. (2.44) requires the existence and uniqueness of the x.  

Many of the relations f in geophysics, as the Eq. (2.16), are in form of convolution 

      0 ,y y Q z x z dz     . (2.45) 
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In this type of problems, called Fredholm problems, a large variation of the state x often produces small variations in y that 

could be comparable with the measurement noise. In such situations, the result of a direct inversion of the forward model 

produces solutions extremely sensible to the noise level, as described in the following paragraph. 

The case of interest for this work is represented by the Eq. (2.16). Comparing this last equation with the (2.45) reveals that 

the unknown state x is the 𝜌(𝑧) and  
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where the dependence of the temperature to the z in 𝜅(𝜈, 𝑇(𝑧)) are been explicated. The radiative transfer problem is not a 

linear problem, for the fact that 𝜏(𝑧) depends on 𝜌(𝑧); however, the problem can be approximated considering the opacity as 

independent by the solution 𝜌(𝑧). 

2.6.1 Numerical inversion 

The most common way to resolve an indirect problem such as the Eq. (2.45) is a numerical algorithm, computing the 

solution in a limited amount of points in the z-axis. Although the function y is a continuous function, an instrument can just 

perform discrete measurements; the function y is naturally reduced in the measurement process to the measurement vector 𝐲. 

In the same way, the solution x is calculated in a limited amount of points and reduced to the state vector 𝐱. Hereafter m is 

the number of elements composing 𝐲  and n the number of elements composing 𝐱 . Generally, a measurement vector 

composed by 𝑚 ≥ 𝑛 elements is needed to obtain a state vector of n independent elements.  

In a numerical inversion, the relation 𝑓 between measurement and state is represented by the model, 𝐅(𝐱). This model 

reflects the actual scientific knowledge of the phenomenon and can be affected by approximations depending on the level of 

precision needed in the study.  

  y F x  . (2.47) 

The 𝐅 operator can be non-linear as seen in the radiative transfer example. However, for many problems, the operator can be 

expanded to the first order around the vector state 𝐱𝑎, called apriori state, obtaining 
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where 𝐲𝑎 = 𝐅(𝐱𝑎). The matrix 𝐊 is called jacobian or weighting function matrix and it is the Frechét derivative of the 

model; it is a 𝑚 × 𝑛 matrix whose elements are defined as  
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𝐊 quantifies the response of the measurement vector element i to a variation of the state vector element j. The columns of 𝐊 

are called weighting functions and represent the response of the measurement vector to a variation of the element i of 𝐱.  
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Taking into account the measurement error, 𝛆, Eq. (2.48) can be rewritten as  

  a a   y y K x x ε  . (2.50) 

In order to obtain the state 𝐱, the linear system of Eq. (2.48) could be simply inverted, but the problem remains affected by 

instability and the other issues described in the previous paragraph due to the measurement uncertainty.  

In Figure 2.6 is shown an example of the weighting functions calculated for the 22.23 GHz water vapor emission line at 

different altitudes with a frequency resolution of 31 kHz using a radiative transfer simulation software (ARTS, Eriksson et 

al., 2011). A variation in the water vapor concentration at higher altitudes produces variations in the spectrum localized 

mostly in the region near the emission line peak, whereas a change in the water vapor concentration at lower altitude 

produces variations that can be easier identified on a wider frequency interval.  

 

 

Figure 2.6: The 22.23 GHz water vapor emission line weighting functions simulated using the radiative transfer simulation 

software ARTS (Erikkson et al., 2011) 

 

2.6.2 The optimal estimation for Gaussian probability density functions 

The real measurements are affected by the measurement uncertainty; therefore it is not possible to associate a unique state 𝐱 

to a measurement vector 𝐲. Defined state space the ensemble of the possible state vectors and measurement space the 

ensemble of the possible measurement vectors, due to the measurement uncertainty, the model 𝐅(𝐱) maps a single state 
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vector in a region of the measurements space and vice versa, there is a region of the state space associated to a single 

measurement.  

The statistic approach to this kind of problem consists in assigning a probability density function (pdf) to the various 

elements involved in the problem, in order to obtain a solution in a statistical way. A constraint can be imposed to the 

possible solution: in the atmospheric studies the extra information coming from the knowledge about the local climatology 

that is inserted in the problem. This knowledge acts like a virtual measurement and provides an estimation of the solution. 

The information gathered by the measurements updates this apriori-knowledge. 

In this work, an apriori profile is used in order to represent the local mean state of the water vapor profile. The apriori profile 

is also the state 𝐱𝑎 around which is centered the linearization process of the Eq. (2.46).  

This paragraph describes an equation to calculate the expected value of �̂� from the 𝑃(𝐱|𝐲), the pdf to observe the state 𝐱 

measuring the vector 𝐲. The procedure used to obtain the �̂� using this kind of approach is called retrieval algorithm or, more 

simply, retrieval.  

In order to simplify the notation, the linear problem is described by the Eq. (2.51) 

      y Kx         (2.51) 

As hypothesis, a Gaussian shape is assumed for the different pdfs. The generic multidimensional gaussian associated to a 

vector 𝐲 is in the form  
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where �̂� is the expected value, the apex 𝐓 indicates the transposition operation and the 𝐒𝑦 is the covariance matrix associated 

to the vector. This matrix is composed accordingly to the Eq. (2.53) 

 , ,ij i jS y  , (2.53) 

where 𝜎𝑖𝑗 is the variance of the element i of the vector if 𝑖 = 𝑗 or the covariance between the element i and j otherwise. 

Defining 𝐒𝜀 the covariance matrix describing the measurement uncertainty, 𝑃(𝐲|𝐱) can be expressed as 

       1

12ln |P c    
T

ε
y x y Kx S y Kx  , (2.54) 

where 𝑐1 is the normalization constant. The expected value from this pdf is 𝐊𝐱.  

𝑃(𝐱) represents the knowledge of the atmosphere before performing the measurement. This pdf is associated to the apriori 

profile and can be described as 

       1

22ln a a aP c    
T

x x x S x x  . (2.55) 

Using now the Bayes theorem the expression for 𝑃(𝐱|𝐲) can be derived  
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           1 1

32ln | a a aP c        
T T

ε
x y y Kx S y Kx x x S x x  . (2.56) 

𝑃(𝐲) refers to the probability to obtain a certain measurement vector before performing the measurement. A measurement 

device can generally assume all the values allowed in its measurement range with the same probability. Therefore, this pdf 

can be considered as constant and can be included in the normalization factor 𝑐3. This equation describes again a gaussian 

pdf. The Eq. (2.56) can be written as  

       1

42ln |P c    
T

x y x x S x x  . (2.57) 

The quantity �̂� is the state representing the expected value of the Eq. (2.57) and therefore the result of the inversion process 

of the measurement 𝐲, given a local climatology represented by the state 𝐱𝑎 . The Eq. (2.56) can be reduced to the Eq. (2.57) 

equating the various terms. Eq. (2.58) is obtained equating the quadratic terms of 𝐱 
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that allows writing 
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This is the covariance matrix of the retrieval; it contains the variance and covariance information about the solution �̂� and 

can be used to estimate the uncertainty of the result. 

Equating the linear term of 𝐱𝐓 produces the Eq. (2.60) 
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During the measurement the real atmospheric state 𝐱 is not known, so it can be replaced in Eq. (2.58), using Eq. (2.59) and 

(2.60) to obtain  
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If the problem linearization was performed around the state 𝐱𝑎, it can be shown that 
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The expected state �̂� result of the retrieval is defined as retrieved state or, retrieved profile if is a vertical concentration 

profile. 

Eq. (2.62) can be associated to the weighted mean between two measurements 𝑥1 and 𝑥2, each one with its variance: 
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The term 𝐊𝐓𝐒𝜺
−𝟏𝐲 represents the information gathered by the measurement whereas the term 𝐒𝒂

−𝟏𝐱𝒂 the information gathered 

by the apriori profile. The matrices 𝐒𝜀 and 𝐒𝑎 define the relative importance of the two information sources.  

The gain matrix 𝐆 can be defined as 

  
1

1 1 1
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   T T

ε εG K S K S K S  . (2.65) 

This matrix defines the sensitivity of the retrieval result to the variations in the measurement. Using the Eq. (2.65) the Eq. 

(2.63) can be written as 

  a a  x x G y y  . (2.66) 

Using the Eq. (2.48) the Eq. (2.66) can be written as 

    a a a a     x x GK x x x A x x  , (2.67) 

where the matrix 𝐀 is the averaging kernel matrix defined as 
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This matrix describes the sensitivity of the retrieved state to the variations of the real state. The rows of 𝐴 are called 

averaging kernels (AK) and represents the sensitivity of the retrieval at a given altitude to variations in the atmosphere at all 

altitudes (Rodger, 2000). When they are well-peaked functions, centered at their nominal altitude, a perturbation in the real 

state is attributed to the correct altitude in the retrieved state.  

 

Figure 2.7: Rows of A matrix multiplied by a factor 10 as function of altitude (some 𝑨 functions are highlighted with their 

associated altitude shown in the legend). Sensitivity is shown in red. 
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Furthermore, the sum of the AK is defined sensitivity of the retrieved profile to atmospheric variations. Sensitivity values 

close to one indicate that the major contribution to the solution comes from the measurement rather than from the apriori.  

Figure 2.7 shows an example of AK functions (multiplied by a factor ten) and sensitivity. Some AKs are colored to better 

indicate their reference altitude.  

Although the retrieved profile is calculated on a grid of n points, the vector �̂� can be characterized by some correlation 

between the different vector elements. For this reason in the retrieved profile, some small scale structure cannot be revealed 

if the scale length of these is less than the retrieval resolution. A measure of the retrieval resolution is the full width at half 

maximum of the AKs. These functions contain the information of how a certain altitude of �̂� profile is related to what is 

happening in the true state 𝐱 at all the different altitudes. The element i of the retrieved state is calculated adding contributes 

from the entire vector 𝐱 modulated with the AK associated to that altitude. In other word the retrieved profile can be seen as 

a smoothed version of the true state 𝐱. 

After calculating the retrieved profile �̂�, a useful parameter to define the inversion quality is the fit spectrum 𝐲𝑓𝑖𝑡   

  ˆ
fit a a  y x K x x  . (2.69) 

This quantity represents the spectrum associated with the retrieved state by the linearized model. A good inversion algorithm 

aspires to minimize the difference between measured and fit spectra, called residual, without introducing nonphysical 

oscillations in the retrieved profile. The study of the residual can also help to individuate artifacts afflicting the measured 

spectrum and to compute the noise level afflicting the measurements. 
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Chapter 3  

The microwave spectrometer VESPA-22 

          

Figure 3.1: A picture of VESPA-22 installed at the THAAO (left) and a Greenland map (right). 

 

VESPA-22 (water Vapor Emission Spectrometer for Polar Atmosphere at 22 GHz) is a microwave spectrometer designed to 

retrieve vertical water vapor profile in stratosphere and mesosphere (Figure 3.1). The instrument was designed and built at 

the Istituto Nazionale di Geofisica e Vulcanologia (INGV) located in Rome. As part of this Ph.D. work, I installed the 

instrument at the Thule High Arctic Atmospheric Observatory (THAAO; http://www.thuleatmos-it.it/), in Thule Air Base 

(76.5° N, 68.8° W), Greenland, in July 2016. This observatory is part of the Network for Detection of Atmospheric 

Composition Change (NDACC) and has an ideal position to study the Arctic atmosphere. The instrument is situated on the 

West Coast of Greenland as can be seen in Figure 3.1 (right), and it is installed on a hill close to the coast called South 

Mountain, at about 220 m of altitude (Figure 3.2).  



35 

 

Thule Air Base is covered by snow for the major part of the year, except during summer; during winter, the sea is covered by 

ice. This particular environment proves useful to study the interaction between atmosphere and cryosphere typical of the 

Arctic amplification. Thule Air Base claims a decennial history of atmospheric studies and the THAAO hosts several 

instruments for the trace gases, radiation and atmosphere monitoring: the microwave spectrometer GBMS (Ground-based  

Microwave Spectrometer), an infrared spectrometer, a LIDAR system, many instruments for irradiance measurements such 

as pyrgeometers and pyranometers, a HATPRO radiometer ((Humidity And Temperature Profilers) and two meteorological 

stations.  

 

 

Figure 3.2: A satellite vision of Thule Air Base during summer with a star indicating the THAAO position on South Mountain. On 

the right in the picture the final portion of a glacier can be seen.  

The measurement of stratospheric and mesospheric water vapor imposes specific challenges with respect to other gases 

measurement due to the major part of water vapor concentrated in the troposphere. The water vapor emits a 22.23 GHz 

signal with a brightness temperature of the order of 40 K; the major part of this irradiance is emitted by the troposphere; just 

about the 1% of this signal can be ascribed by stratospheric and mesospheric water vapor emission. In order to minimize the 

absorption of the stratospheric signal from the troposphere and maximizing the ratio between stratospheric and tropospheric 

signal intensity, it is necessary to take measurement in a site characterized by low opacity. The THAAO offers the ideal 

environment for this kind of measurements, due to the extremely dry atmosphere characterizing the Arctic. 

This chapter describes the various elements composing VESPA-22, represented in the scheme in Figure 3.3.  

VESPA-22 collects the microwave radiation emitted by water vapor transition at 22.235 GHz with a spectral resolution of 31 

kHz and a bandwidth of 500 MHz. It can retrieve water vapor profiles with a temporal resolution of 2-4 profiles a day, 

depending on weather conditions. The instrument can also measure the sky opacity with a temporal resolution of few 

minutes.  



36 

 

The instrument is characterized by a receiver temperature of about 180 K, measured through a liquid nitrogen calibration 

(see paragraph 3.8.1). A quasi-optical system composed of a choked horn antenna and an off axis parabolic reflector collects 

the incoming radiation. The reflector can rotate to collect the signal from different elevation angles through a PC-controlled 

motor. An encoder constantly monitors the reflector rotation angle. In addition, the antenna can move back and forth along 

its optical axis through another PC-controlled motor (quarter wavelength shift in the scheme) in order to minimize standing 

waves caused by multiple reflections in the quasi-optical system.  

The front-end electronics receive the signal from the antenna. Here the signal is amplified and down converted by the 

heterodyne receivers to be analyzed by the back end spectrometer. Two noise diodes are installed in the wave guide carrying 

the signal. These two elements produce a signal stable in time that is used to calibrate the measurements, as explained in 

Sections 3.8 and 3.9. 

 

 

Figure 3.3: A scheme of VESPA-22 
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3.1 The antenna 

 

 

Figure 3.4: A scheme describing an antenna section (top, from Goldsmith, 1998); the VESPA-22 choked horn antenna (bottom, 

from Bertagnolio, 2013). 

 

VESPA-22 employs a choked horn antenna (Bertagnolio et al., 2012) (Figure 3.4) designed and manufactured by the Public 

University of Navarra and described by Teniente et al. (2002). This kind of antenna presents a cylindrical symmetry, a far 

field directivity of about 23.5 dB and low side lobes. The half-power beamwidth (HPBW) of the feed horn alone is measured 

at approximately 12.5°, and the first-null beam-width (FNBW) is approximately 60°. The first side lobe has an intensity 

more than 35 dB lower than the main lobe. This high directivity is important to receive the water vapor stratospheric signal 

(intensity of the order of 1 K) without collecting radiation from other objects near the antenna at ambient temperature. Along 
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the whole spectral range observed by VESPA-22, the only significant spectral-dependent feature in the antenna pattern is a 

widening of the main lobe with decreasing frequency. 

The antenna radiation diagram can be approximated at 99.85% with a gaussian beam waist (see paragraph 2.5.1) with beam 

waist radius of 22.4 mm (Bertagnolio et al., 2012). The circular shape was chosen to have a consistent response from 

different observation angles, such as those necessary for the balanced beam-switching technique.  

The antenna is installed on an adjustable aluminum support in order to correctly align the antenna axis with the reflector 

axis. The antenna-reflector axis is called optical axis of the instrument. 

3.2 The parabolic reflector 

 

Figure 3.5: A scheme of the parabolic reflector and its mechanics; 1) parabolic reflector, 2) reflector axis, 3) and 6) ball bearings, 

4) gear for motion transmission, 5) programmable motor, 7) flexible coupling, 8) encoder (from Bertagnolio, 2013). 

 

The reflector is the element that allows VESPA-22 to observe the radiation from different directions. This element can rotate 

on the vertical plane perpendicular to the antenna axis, determining the elevation angle of the measurement. The reflector has 

an off axis parabolic shape designed to maximize the coupling with the antenna gaussian beam. The quasi-optical system, 

antenna and parabolic mirror, has a full width at half maximum 𝜃3𝑑𝐵 = 3.5° (Bertagnolio et al., 2012) with a beam waist 
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radius of 83 mm. This high directivity of the system allows observation of angles as low as 12° above the horizon without 

collecting radiation from the ground. 

The reflector axis is aligned with the antenna axis and connected to an encoder; this element is able to measure the rotation 

angle of the reflector. Figure 3.5 shows the technical scheme of the reflector whereas Figure 3.6 is a picture of the reflector 

during the test stage at the laboratory in Rome. 

 

 

Figure 3.6: A picture of the parabolic reflector (Bertagnolio, 2013). 

 

In Figure 3.7 the relative position and distance 𝑑 between the antenna and the reflector are shown. The distance is obtained 

imposing that the antenna beam radius at the distance d, 𝑤(𝑑) is equal to the beam waist of the parabolic reflector. Imposing 

this constraint, the distance d is equal to 41.7 cm (Bertagnolio et al., 2012). 
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Figure 3.7: A scheme from the original design of VESPA-22 quasi-optical system, (Bertagnolio, 2013). 

3.3 The path length modulator 

Stationary waves can produce artifacts afflicting the measured spectra. The path length modulator is a system studied to 

minimize this issue. It consists of a metallic plate moved by a programmable motor on which the antenna is installed. During 

measurements, the antenna is moved by this system back and forth along the optical axis of a distance equal to 𝜆/4 (about 

3.3 mm, with 𝜆 the wavelength associated to 23.235 GHz) around the position of maximum coupling between antenna and 

reflector. Averaging together the data obtained in the two different antenna positions, the stationary waves can be minimized 

by destructive interference.  

In order to avoid potential drifts in the relative position between antenna and reflector, I installed two photodiodes on the 

antenna support (Figure 3.8). These elements are used to reset the antenna in the correct position every 24 hours.  

I developed a procedure used to reset the antenna position. It starts with a check of the status of the photodiodes. If both the 

photodiodes are not operating correctly the procedure is aborted and a warning indicator is shown on the acquisition 

software. 

The photodiodes are installed at a known distance 𝑑𝑝ℎ𝑜 with respect to the position of the antenna plate supports (see Figure 

3.8) on which the antenna and the reflector have the maximum coupling. In order to reset the antenna to the correct position 

the antenna plate is moved toward the photodiodes by the programmable motor. The photodiodes are connected to the motor 

and send a signal to it when the antenna plate supports are inside the cavity between each photodiode’s “arms”. The motor is 

programmed to immediately stop the motion when it receives this signal and then it moves the plate in the opposite direction 

of the distance 𝑑𝑝ℎ𝑜, placing the antenna plate to the correct position to maximize the antenna-reflector coupling. 
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Figure 3.8: A photo of the plate and motor of the path length modulator and the two photodiodes (installed on the supports bar on 

the left and right); (a) the antenna plate supports, (b) the photodiodes, (c) the programmable motor, (d) the antenna plate. 

3.4 The front end electronics 

The front end electronics of the instrument receive the incoming signal from the quasi-optical system through the wave 

guide. The signal is immediately amplified by a low noise amplifier with 35 dB gain (see Figure 3.3). The amplifier noise 

should be as low as possible. Several instruments employ amplifiers that need a cryogenic system; these elements produce a 

high gain with low noise but the needing of a cryogenic system is problematic for an instrument such as VESPA-22, 

designed to automatically work in remote observation sites. Therefore, VESPA-22 employs a low noise amplifier, working 

at ambient temperature. Two noise diodes manufactured by Noisecom, elements producing a stable signal, are inserted in the 

waveguide before the first stage low noise amplifier by means of a 20 dB broadwall coupler (see Figure 3.3). The first noise 

diode, producing a signal of about 117 K, is used to perform automatic calibrations and the second to ensure the stability 

over time of the first one, as described by Gomez et al. (2012). I integrated the second noise diode in the VESPA-22 

Acquisition software during the Ph.D. work. The calibration scheme is described in Section 3.8. A second amplification 

stage increases the signal intensity of 40 dB. A heterodyne receiver with a carrier signal of 20.480 GHz reduces the signal 
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frequency; the signal is contained in the upper sideband, whereas the lower sideband has been previously suppresses by a 

filter. The signal, now centered at 1.750 GHz, is amplified by 30 dB amplifier and passes through a second pass band filter 

that selects the component between 1.5 and 2.0 GHz. A second heterodyne circuit with a carrier of 2.0 GHz reduces the 

signal frequency between 0 and 500 MHz. The signal in this heterodyne receiver is contained in the lower sideband, whereas 

the upper sideband has been previously suppressed by the filter. A PC-controlled variable attenuator reduces the signal 

intensity to be correctly analyzed by the FFTS.  

VESPA-22 employs an Agilent U1080A FFTS to analyze the signals. This device samples the signal with a frequency of 1 

Gsamples/s, for a frequency range between 0 and 500 MHz. The incoming signal is integrated for a user controlled number 

milliseconds and digitalized using 8 bit of information. The user can select the signal intensity range used in the 

digitalization process; VESPA-22 employs an intensity range between 0 and 0.5 Volt, so it is important to set the 

programmable attenuator in the front end electronic to obtain the signal intensity within this range. An FPGA (Field-

programmable gate array) computes the fast Fourier transform of the digitalized signal, obtaining the spectrum on 16384 

channels with a frequency resolution of 31 kHz. 

3.5 The observatory and measurements conditions 

VESPA-22 employs several panels made of eccosorb CV-3 by Emerson and Cuming (thereafter simply eccosorb) as black 

body sources. Eccosorb CV is a premium quality tapered broadband microwave absorber. It is a moderately flexible urethane 

foam material having a front surface cut to a convoluted (egg-carton) shape. Because of the rounded convolutions and lack 

of sharp corners and points, Eccosorb CV is the preferred absorber for millimeter wave frequencies and for very wide 

incidence angles. There is no degradation in performance at incidence angles out to 60° off-normal. This material present a 

reflectivity at 22.23 GHz of about -40 dB and its emission can be considered as black body emission within 0.01%. 

 VESPA-22 is installed indoor to preserve it from the strong winds and storms which occur during the Polar winter season. It 

is located in a small wooden annex to the main observatory in order to minimize the presence of metal surfaces, which could 

produce standing waves (see Figure 3.9). The indoor installation prevents the deposition of snow and dust, as well as the 

condensation of water droplets, on the quasi-optical system, therefore improving the durability of the equipment. 

Additionally, the parabolic mirror and its driving motor are not exposed to strong winds, and VESPA-22 is therefore 

characterized by a pointing offset very stable with time. The spectrometer observes the sky through two 5-cm thick 

Plastazote LD15 windows, one covering the observation at angles from 10° to 60° above the horizon, called signal window, 

and a smaller one covering the zenith direction, zenith window (see Figure 3.9). This material was tested in the laboratory 

and proved to have a small absorption in the microwave region of interest. I designed the windows during this Ph.D. work to 

adapt to the gaussian beam of the quasi-optical system. In order to do this the gaussian beam dimensions have been 



43 

 

characterized in laboratory through the use of a black body made with a strip of eccosorb; with the instrument pointing the 

sky the FFTS was programmed to compute the mean spectral intensity of the received signal with an accumulation time of 

0.5 seconds. Depending on the sky conditions, this measurement is affected by a natural variability of about 0.03% (of the 

order of 5-10 counts). The edge of the gaussian beam was defined as the distance with respect to the beam axis where a 

variation in the mean spectral intensity equal to two times the natural variability can be observed. The windows opacity was 

estimated during VESPA-22 installation and it was measured to be less than 0.0005 Nepers. The windows are not 

perpendicular with respect to the antenna beam in order to minimize the formation of standing waves. On the outside, the 

signal window is placed at about 1.5 m from the ground, in order to avoid to be blocked by snow during winter; furthermore, 

two powerful fans are utilized to blow off the snow from the observing windows, limiting deposition or ice formation.  

 

 

Figure 3.9: A photo of the exterior of the wooden annex hosting VESPA-22. The observing window of the signal beam is visible on 

the side of the annex. The fan blowing on the zenith windows can be seen on the roof; the other fan was not yet installed at the time 

this photo was taken. 

As explained in 3.9, VESPA-22 compares the sky emission from the zenith direction to the sky emission coming from an 

angle close to the horizon in order to perform a stratospheric measurement. In this thesis the observation angle close to the 

horizon is called signal angle, the zenith emission measured by the instrument is indicated as reference beam, whereas the 

emission from the signal angle is defined signal beam. The zenith is observed through a Delrin acetal homopolymer resin 

sheet (hereafter simply delrin) that adds a grey body emission to the zenith emission (see Figure 3.1); this element forms an 
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angle with the incident beam equal to the Brewster’s angle, in order to minimize the reflection and the formation of standing 

waves.  

The laboratory hosts also a meteorological station with temperature, pressure and relative humidity sensors. The temperature 

inside the annex is also monitored by two other temperature sensors, one placed inside an eccosorb black body used for 

calibrations, as described in Section 3.8, and the other placed on the delrin grey body. I integrated the measurements of the 

meteorological station and all these different sensors with the VESPA-22 Acquisition Software described in the next section. 

3.6 Acquisition software 

The acquisition software controls all the VESPA-22 operations. The programming language used is LabView, a visual block 

programming language in which the programmer represents the various operations as a block diagram (see Figure 3.10 for 

an example of the main sequence of VESPA-22 acquisition system). This language can interact with all the subsystems 

composing the instrument, such as the motors, the encoder, the FFTS, the noise diodes, the variable attenuator and the 

meteorological station; it is also a modular code in which the block operations are subroutines easily upgradable without 

changing the main sequence.  

Part of my work for the completion of this thesis was directed to the upgrade and expansion of the initial acquisition code 

already available (Bertagnolio, 2012), allowing VESPA-22 to operate automatically and reliably for all the routine tasks.  

The main task was to create a reliable software that would allow VESPA-22 to operate with the minimum amount of 

maintenance by local technicians. With this goal in mind, I developed an automatic mode for the instrument. The automatic 

mode is a cycle of operations that allows VESPA-22 to take measurements and controls the correct function of the different 

subsystems. The automatic mode cycle starts checking the status of the different subsystem such as the motors, the 

meteorological station or the FFTS. The position of both the path length modulator and the reflector is then reset: the first 

one to the distance d of maximum coupling with the reflector and the second to the horizontal position (observation angle 

0°). An automatic calibration of the FFTS is then executed using the dedicated firmware. This internal calibration allows the 

FFTS to take into account the temperature variation inside of the observatory that could produce a drift in the measured 

spectra. The instrument then measures the FFTS dark signal (the signal measured by the FFTS in absence of input) by setting 

the variable attenuator to the maximum attenuation of 31 dB. The dark signal is subtracted to every spectrum measured by 

the instrument and it has an intensity of about 0.3% with respect to the mean value of the measured spectra. 

The instrument then performs a tipping curve and two complete data acquisition measurements (Section 3.9 and paragraph 

3.8.2). At the beginning of each one of these operations, the control program acquires measurements from the indoor 

temperature sensors and from the meteorological station; at the end of each one, the positions of the mobile elements of 

VESPA-22 are resettled as described above in order to minimize errors in the measurement angle due to incorrect 
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positioning. Then the cycle restarts; the entire automatic cycle takes about 36 minutes. This operation cycle proved to be 

reliable during this first year of operations of VESPA-22, from July 2016 to July 2017. In particular, due to the indoor 

installation and the checks on the mobile elements, VESPA-22 is characterized by a pointing offset very stable with time. 

 

 

Figure 3.10: An example of a LabView code. A block diagram with the information passing through the wires represents the 

various operations executed by the software. 

 

During this Ph.D. work, the Sun pointing procedure was integrated in the VESPA-22 acquisition system. The Sun Pointing is 

a procedure to evaluate the difference between the observation angle measured by the encoder and the real angle at which the 

instrument is pointing through the Sun position (see Section 3.11). The Sun pointing is automatically executed one time a 

day during the period of the year in which the Sun position can be directly observed by the instrument. The second noise 

diode was included in the system in order to check the stability of the first one. The photodiodes were installed and the 

procedure of repositioning for the antenna in order to maintain the correct distance antenna-reflector was developed.  
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In July 2016, during the transport of the instrument to Thule, the coupler connecting encoder and reflector supporting axis 

was damaged. This led to incorrect angle measurements by the encoder. In absence of a substituting piece, I elaborated an 

emergency system for the observation angle measurement. The observation angle was measured checking the motor position 

by questioning the motor firmware and calculating the correspondent observation angle by means of the relation between 

motor steps and reflector rotation angle. This “emergency encoder” proved to be reliable, determining the mirror position 

with a small difference with respect to the encoder (supposedly) correct measurement (less than 0.05°) allowing VESPA-22 

to continue the operations for days until the coupler was properly replaced in late July. The emergency encoder is still 

included in the acquisition software, resulting in two measurements of the observation angle, one by the encoder and the 

other through the motor internal firmware, as can be seen in Figure 3.24, where three indicators for the observation angle can 

be found. The first of these shows the angle measured by the encoder, the second the angle measured using the internal 

motor firmware, whereas the third the angle that used for the instrument calculation (the encoder angle in this case). 

Observing the difference between these indicators can reveal encoder or motor problems.  

I directed many efforts to minimize the switching time of the reflector from the observation of the signal angle to the zenith, 

in order to increase the effective integration time of a measurement. 

Several other minor bugs were fixed and improvements were implemented in the acquisition software during the installation 

of the spectrometer at the THAAO.  

3.6.1 The front panel 

The Front Panel is the graphic interface for the Acquisition Software designed to control every operation of the instrument. 

The front panel has three different masks: the Service Mask, the FFTS Mask and the Monitoring Mask. I worked to improve 

the Front Panel in order to present to the user all the useful information and warnings about the VESPA-22 status. The 

Service Mask (Figure 3.11) receives the input by the user and presents the different operation that VESPA-22 can execute. 

On the left side in Figure 3.11, there are several indicators to monitor the correct state of the data acquisition, together with 

the buttons start/stop measurement, reset measurement and save measurement. The right side hosts the buttons and the 

switches for the setting of the different operations of the instrument, together with useful indicators (such as, for example, 

the brightness temperature of the noise diodes). The figure shows two graphs monitoring the temperature measured by the 

different sensors (the upper graph) and the residuals of the Tipping Curve Technique (bottom graph), described in Section 

3.8.2. In the first graph, the purple dots are the measurements from the temperature sensor of the meteorological station 

outside the annex, the blue and yellow dots show the temperature of different components of the FFTS, and the red and 

green dots show the temperature of respectively the delrin and the hot body, measured by the two thermometers inside the 

annex.  

The Figure 3.12 shows the FFTS Mask of the Front Panel. Here the user can set the FFTS parameter, such as the interval of 

digitalization of the incoming signal (between 0 and 0.5 V here), and check the FFTS status.  
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The Monitoring Mask of the Front Panel shows to the user the measured data; the elements composing this last mask depend 

on the operation executed by the instrument.  

 

 

 

Figure 3.11: The front panel of the VESPA-22 acquisition software. A particular of the Service mask 
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Figure 3.12: The FFTS Mask of the Front Panel. 

3.7 Measurement equations 

The following sections describe the measurement equations and techniques employed by VESPA-22. As part of my Ph.D., I 

worked to improve the operations executed by the instrument to perform the various measurements through the Acquisition 

Software programming and to improve and develop reliable data analysis codes for the results analysis.  

The Eq. (3.1), derived in Section 2.2 using the horizontally homogeneous atmosphere approximation, describes the radiation 

received by an instrument at the ground observing the sky with an elevation angle 𝜃.  
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In order to simplify this equation, the following approximations can be adopted (Nedoluha et al., 1995).  
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 The major part of the incoming radiation measured by VESPA-22 comes from the lower troposphere, where more 

than 90% of the total amount of water vapor is present. The emission line from this layer is characterized by a half 

width at half maximum that is larger than the bandwidth of the instrument (see Eq. (2.23) for the pressure 

dependence of the emission line width) and can be approximated with a frequency constant emission. The 

troposphere itself is represented as an isothermal domain absorbing the signal to be measured from the stratosphere. 

The temperature characterizing this domain 𝑇𝑡𝑟𝑜𝑝 is the troposphere average temperature, weighted with the water 

vapor density 
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
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 , (3.2) 

where 𝜌(𝑧)  is the water vapor density and 𝑇  the physical temperature; both quantities are integrated on the 

troposphere.  

 The contribution of the stratospheric water vapor absorption to the opacity 𝜏  is small with respect to the 

tropospheric contribution and can be neglected. A measurement of atmospheric opacity as those carried out using 

the tipping curve technique (Section 3.8.2) can be considered a measurement of tropospheric opacity. I tested this 

approximation by calculating the atmospheric opacity by means of the radiative transfer simulation software ARTS 

(Eriksson et al., 2011) and using water vapor vertical profiles with and without their stratospheric component. At 

the frequency of maximum absorption, the contribution of the stratospheric profile to the atmospheric opacity is 

between 2% and 5% depending on the season. This contribution is even lower for frequencies far away from the 

line center. The difference between the opacity calculated using a normal vertical water vapor profile and a profile 

with no water vapor above the tropopause is between 0.4% and 1.3% depending on the season when averaged over 

the VESPA-22 frequency range. In Figure 3.13, the opacity calculated by ARTS using complete water vapor 

profiles from the ground to 110 km altitude and the opacity calculated with the same profiles but with no water 

vapor above the tropopause are displayed in panel (a), whereas panel (b) and (c) display the absolute and relative 

difference calculated between the tropospheric opacity and complete profile opacity. The simulation employs water 

vapor, temperature and pressure profiles measured above Eureka station (80.0°N -85.9°W), Canada, on 18 July 

2016, 10 December 2016, and 21 May 2017 by the instrument MLS onboard the AURA satellite (Waters et al., 

2006) for the stratospheric and mesospheric simulation, whereas the tropospheric profiles are provided by 

radiosondes measurements. Panel (d) shows a particular of the opacities calculated using the 18 July 2016 profile. 
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Figure 3.13: Atmospheric opacity (a) calculated by ARTS for a complete water vapor profile (solid lines) and for the same profile 

with no water vapor above 10 km (dashed lines); (b) absolute and (c) relative differences tropospheric opacity minus complete 

water vapor profile opacity for the profiles measured by radiosondes and MLS/Aura above Eureka station (80.0°N -85.9°W), 

Canada, on 18/07/2016 (green), 10/12/2016 (blue) and 21/05/2017 (red); (d) particular of the opacity for the 18/07/2016 profile. 

 

 The tropospheric opacity 𝜏𝜈 can be substituted by its mean value 𝜏. The maximum difference between 𝜏𝜈 and its 

mean value 𝜏 is between 1.6 and 3.6 % depending on the season. 

 The only signal coming from outside the atmosphere, 𝑇0 , is the cosmic background radiation with a constant 

brightness temperature of 2.725 K. 

With these approximations Eq. (3.1) can be written as  
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where the integral of Eq. (3.1) was divided into two terms, the first one representing the tropospheric emission and the 

second representing the emission from the rest of the atmosphere. The physical temperature of the troposphere is constant as 

described by the approximation. Solving the first integral term Eq. (3.3) can be written as 

    0 1  tS ropT T e T e T e          . (3.4) 

The first term on the right side is the extra-atmospheric emission, the second term of the right side is the solution of the 

radiative transfer equation for an isothermal domain and it represents the tropospheric emission with 𝑇𝑡𝑟𝑜𝑝  as the mean 

tropospheric temperature weighted with the water vapor concentration. The third term is the result of the second integral 

term and represents the emission coming from the stratosphere and mesosphere, with 𝑇(𝜈) = ∫ 𝑇(𝑧)𝛼𝜈(𝑧)𝑑𝑧
𝑠𝑡𝑟𝑎𝑡𝑜

 the 

stratospheric signal brightness temperature (in the integral the stratospheric auto-absorption was neglected as described in 

the approximation). The stratospheric signal is proportional to the air mass factor 𝜇 and attenuated by the troposphere.  

In all the previous terms 𝑒−𝜇𝜏 is the tropospheric signal absorption. 𝑇(𝜈) is the stratospheric signal that has to be inverted in 

order to retrieve the water vapor stratospheric profile. It’s important to note that 𝑇(𝜈) is the only frequency dependent term 

of the right side of Eq. (3.4), as the tropospheric opacity was approximated as constant in frequency. 

3.8 The calibration equations 

The signals received by VESPA-22 are measured in terms of counts, proportional to their brightness temperature. The 

relation between signal brightness temperature and measured counts is linear, as expressed by Eq. (2.25) repeated here for 

clarity: 

       recV g T T   ,     (3.5)

where 𝑉 and 𝑇 are respectively the signal intensity in term of counts or brightness temperature. 

In order to calculate the calibration parameters 𝑔 and 𝑇𝑟𝑒𝑐, two independent measures of two sources at different brightness 

temperature are required: the hot source and the cold source. From Eq. (3.5) knowing the brightness temperature of the 

sources, the calibration parameters can be calculated according to the Eq. (3.6) and (3.7) (de Zafra el al., 1995): 
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𝑉ℎ𝑜𝑡 and 𝑉𝑐𝑜𝑙𝑑 are the spectra of the hot and cold sources measured in terms of counts whereas 𝑇ℎ𝑜𝑡  and 𝑇𝑐𝑜𝑙𝑑  their respective 

brightness temperatures. The instrument collects some measurements adding to the incoming signal the emission of the noise 

diode, for example during the observation of the cold body in the liquid nitrogen calibration described in paragraph 3.8.1. 

The counts measured in this situation, 𝑉𝑥+𝑛𝑑 are described by the Eq. (3.11)  

      x nd x nd recV g T T T     .     (3.8) 

In this thesis work, the subscript 𝑥 in Eq. (3.8) is substituted by “R”, if the instrument adds the noise diode emission to the 

reference beam (see Section 3.9) or by “cold”, if the noise diode emission is added to the cold source emission (paragraphs 

3.8.1and 3.8.2). 𝑇𝑛𝑑  is the noise diode brightness temperature and 𝑇𝑥  is the brightness temperature of the reference 

beam/cold source. Comparing Eq. (3.5) and (3.8), 𝑇𝑛𝑑 can be obtained using the following equation  

     x nd x
nd

V V
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 
  .      (3.9) 

The 𝑇𝑛𝑑 value is used to calibrate the measured spectra, as will be shown in Section 3.9. 𝑇𝑛𝑑 can be measured in two ways: 

through liquid nitrogen calibration or a tipping curve calibration.  

3.8.1 The calibration using liquid nitrogen 

This operation is used to obtain the parameter 𝑔 and 𝑇𝑟𝑒𝑐, described in Eq. (2.25), used to associate the correct brightness 

temperature to a signal expressed in counts. In order to calculate the parameters, two independent measures of two emitting 

sources at different brightness temperature are required.  

The instrument observes the emissions from two black bodies made of eccosorb CV-3 panels by Emerson and Cuming, one 

at ambient temperatures and the other immersed in the liquid nitrogen. In this thesis, I will refer to the black body at ambient 

temperature as hot body or hot source, whereas the other will be called cold body or cold source. The brightness temperature 

of a black body is equal to its physical temperature. The VESPA-22 temperature sensors measure the physical temperatures 

of the two sources. These sensors are inserted during measurements inside the eccofoam black bodies. 

During the observation of the cold body, the noise diodes are alternately turn on and off. Therefore, for every couple of hot 

body, cold body observations four spectra are observed: the hot body spectrum, the cold body spectrum, the cold body 

spectrum to which is added the emission of the first noise diode and the cold body spectrum to which is added the emission 

of the second noise diode. The noise diodes spectra in term of counts are calculated according to Eq. (3.10) 

  nd cold nd coldV V V  . (3.10) 

Each spectrum has an integration time of 3 seconds. This operation is repeated 5 times for both positions of the path length 

modulator, resulting in ten quartets of hot body, cold body and noise diodes spectra.  

During the liquid nitrogen calibration the calibration parameters 𝑔 and 𝑇𝑟𝑒𝑐 are calculated according to Eq. (3.6) and (3.7). 

For the liquid nitrogen calibration, 𝑉ℎ𝑜𝑡  and 𝑉𝑐𝑜𝑙𝑑  are the spectra of the hot and cold body measured in terms of counts 



53 

 

whereas 𝑇ℎ𝑜𝑡  and 𝑇𝑐𝑜𝑙𝑑  their respective physical temperatures. As described, the noise diodes are switched on during the 

observation of the cold body; the counts measured in this situation 𝑉𝑐𝑜𝑙𝑑+𝑛𝑑 are described by the Eq. (3.11)  

  cold nd cold nd recV g T T T     , (3.11) 

where 𝑇𝑛𝑑 is the noise diode brightness temperature. Confronting Eq. (3.5) and (3.11), 𝑇𝑛𝑑 can be obtained from Eq. (3.9) 

obtaining  
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 
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The Figure 3.14 (a) is a picture of VESPA-22 executing a liquid nitrogen calibration. The hot body is on the left, whereas the 

cold body is under the reflector. Both the black bodies present on their surface many conical structures, designed to 

minimize the reflection and so the standing waves formation. The cold body in inserted in a wooden box, inside a cradle 

made of Plastazote LD15 and totally immersed in the liquid nitrogen, Figure 3.14 (b). The use of plastazote as a container for 

the LN2 strongly reduces its evaporation with respect to using a stainless steel vessel. Avoiding the excessive evaporation is 

important in order to reduce the amount of liquid nitrogen needed to perform the operation, an important feature for an 

instrument working in remote locations.  

 

(a)  (b)  

Figure 3.14: (a) A photo of the instrument performing a liquid nitrogen calibration. The hot body is situated on the left in the 

picture, whereas the cold body is below the reflector; (b) the cold body is positioned inside a wooden box, easily movable through 

four wheels. The plastazote containing LN2 reduces the amount of evaporation. 
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In Figure 3.15 the spectra collected during the liquid nitrogen calibration performed on 20 February 2017 are showed. Figure 

3.16 presents the calculated spectra of the noise diodes. The noise diodes produce a signal that can be considered constant in 

frequency within 1.5%. This value is calculated by means of the maximum difference between the values assumed by the 

noise diodes brightness temperature on the frequency bandwidth. 

 

Figure 3.15: The spectra measured during a liquid nitrogen calibration. The cold body spectrum is in cyan, the hot body spectrum 

in red, the spectra measured observing the cold body with noise diodes switched on are in green and purple. The solid and dashed 

lines represent the spectra measured with the two different positions of the path length modulator. 

The spectra originated from the black body immersed in LN2 can be affected by standing waves due to interaction of the 

radiation with the air-LN2 separation surface, as can be seen observing the cyan solid and dotted lines in Figure 3.15. Figure 

3.17 displays the difference between hot body emission spectra measured averaging together only the data acquired with the 

path length modulator on respectively the − 𝜆 4⁄  and +𝜆 4⁄  position (blue and yellow lines) and the mean hot body 

spectrum. Note that eventually standing waves on the hot body spectrum are characterized by a relative amplitude lower than 

0.1%, the thermal noise intensity, therefore are not visible in Figure 3.17; this is due to the low eccosorb reflectance (see 

Section 3.5). In order to avoid transferring the cold body spectrum standing waves to the sky signal during the calibration 

process, 𝑇𝑛𝑑 is averaged over the central 11000 channels of the FFT spectrometer, as suggested by Gomez et al. (2012). 

Therefore, using Eq. (3.12) and (3.6), the mean value of 𝑇𝑛𝑑 is:  
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In this equation, the sum is on the channels indicated by the subscript i.  
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Figure 3.16: The spectra in Kelvin of the two noise diodes obtained from Eq. (3.12). In green the noise diode used for the 

instrument calibration, in magenta the second noise diode used as reference (mean values respectively 117.8 K and 76.2 K). 

 

Figure 3.17: the difference between hot body emission spectra measured averaging together only the data acquired with the path 

length modulator on respectively the − 𝝀 𝟒⁄  and +𝝀 𝟒⁄  position (blue and yellow lines) and the mean hot body spectrum. The 

purple and orange lines represent a 50-channel moving average of the same difference described above.  

Figure 3.18 displays the receiver temperature as a function of the frequency calculated by means of the liquid nitrogen 

calibration. As the spectra shown in Figure 3.15, 𝑇𝑟𝑒𝑐 is afflicted by oscillations due to the standing waves of the hot and 

cold body spectra.  
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Due to the needing of liquid nitrogen, this operation cannot be executed automatically and is performed about twice a year, 

when expert personnel are at the THAAO. 

 

Figure 3.18: The receiver temperature as a function of the frequency obtained from the liquid nitrogen calibration (mean value 

179 K). 

3.8.2 The tipping curve technique 

Although the liquid nitrogen calibration allows an accurate estimation of the calibration parameters 𝑔 and 𝑇𝑟𝑒𝑐 and of the 

noise diode temperature, it requires the presence of expert personnel, so it can be executed only during VESPA-22 

maintenance, for a limited number of times during the year, most likely twice a year. The noise diodes brightness 

temperature can vary with time, for example, due to annex temperature variations. The need for monitoring these variations 

requires a different calibration technique that can be executed automatically by the instrument.  

The tipping curve calibration technique, also called skydip (Nedoluha et al., 1995, Deuber et al., 2004), allows both to 

measure the noise diodes brightness temperatures and the atmospheric opacity. During this procedure, the instrument 

measures 𝑇𝑛𝑑  through the observation of the black body at ambient temperature (the same used for the liquid nitrogen 

calibration) as hot source and of the sky at 60° of elevation as cold source. The retrieved atmospheric opacity and 𝑇𝑛𝑑 are 

used to calculate the stratospheric water vapor emission spectrum, as described in Section 3.9 by Eq. (3.24).  

The tipping curve procedure is performed twice every hour and lasts about one minute. During a tipping curve, VESPA-22 

collects the radiation coming from different elevation angles, approximately every 5° from 35° to 60° above the horizon. The 

measured spectra are averaged using the 11000 central channels of the spectrometer. Radiation from the stratosphere 

contributes less than 1% and can be neglected, so the mean signal intensity from the observed angles �̅�(𝜃𝑖) can be described 

by means of the following:  
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In absence of independent measurements of temperature and water vapor mixing ratio in troposphere, I estimated the 

tropospheric temperature 𝑇𝑡𝑟𝑜𝑝 from the surface temperature 𝑇𝑠𝑢𝑟𝑓  : 

 trop surfT T d   , (3.15) 

where the value of 𝑑 can be affected by seasonal variations. In order to characterize this parameter, several radiosondes were 

launched during July, November and December 2016, and February 2017. I computed the value of the parameter 𝑑 as a 

function of time from a linear interpolation between the mean values of 𝑇𝑠𝑢𝑟𝑓 − 𝑇𝑡𝑟𝑜𝑝 measured during these four periods, as 

described in Table 3.1. I obtained 𝑇𝑡𝑟𝑜𝑝 according to Eq. (3.2). 

Table 3.1: Mean values and standard deviation of 𝑻𝒔𝒖𝒓𝒇 − 𝑻𝒕𝒓𝒐𝒑 obtained from the radiosoundings 

Month Mean (𝑇𝑠𝑢𝑟𝑓 − 𝑇𝑡𝑟𝑜𝑝) 

July 14.4±2.8 K 

November 8.3±3.6 K 

December 9.4 ±3.8 K 

February 9.4±2.1 K 

 

Using Eq. (3.14), it is possible to explicit the relation between the opacity and the mean brightness temperature of the 

received signal:  
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A linear regression between the opacities at 𝜃𝑖, 𝑙𝑛 (
𝑇0−𝑇𝑡𝑟𝑜𝑝

�̅�(𝜃𝑖)−𝑇𝑡𝑟𝑜𝑝
), and the air mass factors 𝜇(𝜃𝑖) allows to calculate of the 

opacity at the zenith, 𝜏, (de Zafra, 1995). Substituting for �̅�(𝜃𝑖) using Eq. (3.5), the Eq. (3.16) can be written as: 
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where it appears that 𝑇𝑟𝑒𝑐  and 𝑔  are needed to perform the calculation. In order to obtain an estimate of these two 

parameters, during the tipping curve procedure VESPA-22 measures also the emission from a CV-3 eccofoam panel, 

considered as a black body at ambient temperature (hot source). The sky signal at an elevation angle of 60° (𝑇𝑐𝑜𝑙𝑑
𝑠𝑘𝑦

) acts as 

second calibration source (cold source). The emission from these two sources is used to calculate 𝑔 and 𝑇𝑟𝑒𝑐 according to Eq. 
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(3.6) and Eq. (3.7). However, since the sky brightness temperature 𝑇𝑐𝑜𝑙𝑑
𝑠𝑘𝑦

 is not known, I used an iterative procedure to obtain 

both 𝜏 and 𝑇𝑐𝑜𝑙𝑑
𝑠𝑘𝑦

. An initial opacity value, 𝜏0, is used as first guess to obtain 𝑇𝑐𝑜𝑙𝑑,0
𝑠𝑘𝑦

 using Eq. (3.14) with 𝜃 = 60°. 𝑇𝑐𝑜𝑙𝑑,0
𝑠𝑘𝑦

 is 

then used to obtain 𝑔0 and 𝑇𝑟𝑒𝑐0
 from Eq. (3.6) and Eq. (3.7); 𝜇(𝜃𝑖)𝜏 is calculated for different elevation angles using Eq. 

(3.17), and ultimately a linear fit allows calculating a new estimate for 𝜏, 𝜏1 . The iterative procedure goes on until the 

intercept value is minimized. 

The value of 𝑇𝑐𝑜𝑙𝑑
𝑠𝑘𝑦

 measured with this procedure is used in Eq. (3.13) to estimate the mean value of 𝑇𝑛𝑑  used for the 

automatic calibration. In order to avoid the use of data measured during inhomogeneous-sky condition the 𝑇𝑛𝑑 values from 

measurements producing fits with a root mean square higher than 0.4 are discarded.  

The threshold was chosen in order to reduce the noise diode temperature oscillations due to the sky inhomogeneities, 

maintaining however a reasonably large number of measurements covering the whole time period examined in this work. 

Figure 3.19 shows the 𝑇𝑛𝑑1 timeseries examined using different values of threshold. The use a lower of threshold (0.2 in the 

figure) would have strongly reduced the number of measurements during winter and summer. 

 

Figure 3.19: the 𝑻𝒏𝒅𝟏 time series examined using different values of threshold, as described in the legend. 
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Figure 3.20: (left y-axis)Time series of the noise diodes brightness temperature calculated by means of the tipping curve procedure 

(blue and cyan full circles) compared with values obtained using LN2 calibrations (red and orange stars); (right y-axis) ratio 

between the two noise diodes (green dots). 

Figure 3.20 shows the time series of both noise diodes brightness temperatures (blue and cyan) and their ratio (green dots 

referred to the right y-axis) from July 2016 to Jul 2017. The noise diode in blue is the one used as calibration diode and its 

emission temperature computed by means of the tipping curve is used to automatically calibrate the measured spectra. Both 

the noise diodes show fluctuations due principally to the sky inhomogeneities, equal to about 1% of the mean value of the 

noise diodes brightness temperatures. In the same plot, 𝑇𝑛𝑑 values obtained using an LN2 cooled eccofoam CV-3 as the cold 

source are also depicted (orange and red stars). The mean relative difference between 𝑇𝑛𝑑 values calculated with the two 

calibration schemes (tipping curve and LN2) is (0.4±0.4)% and (0.2±0.3)% for the calibration and the backup diodes, 

respectively. The ratio between the two noise diodes is useful to evaluate potential drifts of the signal emission temperature 

of the calibration noise diode: the ratio fluctuations displayed in Figure 3.20 are characterized by a mean value of 1.55 and a 

standard deviation of 0.003 (0.2%). Since the estimated uncertainty on such ratio is 0.05 (3.4%), there appear to be no drift 

in the time frame discussed in this work. 
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Figure 3.21: Skydip fit results. Panels (a) and (b): atmospheric opacity measured at different elevation angles (blue dots) compared 

with the skydip fit (green line) and fit residuals (the difference measurements minus fit); panels (c): brightness temperature 

measured at different elevation angles (blue dots) and emission described by Eq. (3.14) (green line) and, panel (d), their relative 

difference (measurements minus fit). 

Figure 3.21 displays the results of a skydip. The panel (a) shows the factors 𝜏𝜇(𝜃) calculated by means of Eq. (3.17) together 

with the resulting fit versus the air mass factor, whereas panel (b) shows the fit residuals. Panel (c) displays the mean 

brightness temperature received at the different angles (blue dots) compared with the emission calculated by means of Eq. 

(3.14) (green line) whereas panel (d) shows the relative difference between the measured brightness temperatures and the 

values predicted by Eq. (3.14).  

In order to evaluate the 𝑇𝑛𝑑  uncertainty, I considered the 0.4% difference between the values obtained by means of the 

skydip and the LN2 calibrations (Figure 3.20). On top of this, also the fluctuations of the signal produced by the calibration 

diode must be taken into account. These can be evaluated by using the standard deviation of the difference over time 

between the 𝑇𝑛𝑑 values of the two noise diodes calculated using the tipping curve calibration technique, measured to be 

about 1.2 K (1.1)%. Figure 3.22 shows the oscillations of the difference 𝑇𝑛𝑑1 − 𝑇𝑛𝑑2 with respect to the difference mean 

value (42.04 K) and their relative values with respect to 𝑇𝑛𝑑1. The tipping curve procedure allows calculating the noise 
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diodes brightness temperature averaged on the 11000 central channels of the spectrometer. However the noise diodes 

brightness temperature cannot be considered as constant in frequency (Figure 3.16) and using a mean value introduces a 

source of uncertainty; this contribution can be evaluated calculating the standard deviation of the 𝑇𝑛𝑑 spectra calculated by 

means of the liquid nitrogen calibration, equal to 0.9%. Another source of uncertainty is caused by the oscillation due to sky 

inhomogeneities, about 1%. All the calibration equations shown in this chapter assume a linear relation between measured 

FFTS counts and the sources brightness temperature (see Section 3.8). In order to verify the detector linearity, the emissions 

from the two sources used in the LN2 calibration should be compared to the emission of a third source at known brightness 

temperature. In absence of this third source the uncertainty introduced by the detector non-linearity can be estimated 

observing the residuals showed Figure 3.21 panel (d). The residuals values are related mainly to the sky inhomogeneities: the 

residuals maximum value, during days characterized by an extreme dry atmosphere with clear sky conditions is less than 

0.2%, producing fits characterized by  𝑅2 < 0.2. The value 0.2% is therefore used as detector non-linearity contribute to the 

𝑇𝑛𝑑1 uncertainty.  

The different sources of uncertainty described are added in quadrature to obtain the 𝑇𝑛𝑑 uncertainty of 1.8%. 

 

Figure 3.22: The absolute and relative intensity of the oscillation of 𝑻𝒏𝒅𝟏 − 𝑻𝒏𝒅𝟐, measured by means of the tipping curve, around 

the difference mean value. The relative oscillation intensity is computed with respect to 𝑻𝒏𝒅𝟏. 

In order to estimate the uncertainty on the measured opacity, I considered the uncertainties introduced by sky inhomogeneity 

and the estimation of the effective tropospheric temperature 𝑇𝑡𝑟𝑜𝑝 . The first contribute it is about 2% but can increase 

depending on the sky condition. It is estimated using the uncertainty of the slope parameter produced by the fit used in the 
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tipping curve procedure (see the Section 3.8.2). The second contribution can be evaluated observing the daily fluctuations of 

𝑇𝑡𝑟𝑜𝑝  measured at the meteorological station of Eureka (Northern Canada), Aasiaat and Alert (Southern Greenland and 

Canada respectively). Figure 3.23 displays the difference 𝑑 = 𝑇𝑠𝑢𝑟𝑓 − 𝑇𝑡𝑟𝑜𝑝  measured at Eureka station. For VESPA-22 

measurements this difference used to compute 𝑇𝑡𝑟𝑜𝑝  (Eq. (3.15)) is measured few times a year, when radiosonde 

measurements are available. Using Eq. (3.15) VESPA-22 is not able to take into account the daily fluctuations of this 

difference. In order to evaluate the natural day to day fluctuations intensity one year of data from Eureka station was 

analyzed (from July 2016 to July 2017) (Figure 3.23). In order to eliminate the seasonal fluctuations, a 100-day moving 

average was computed and was subtracted to the sequence. The standard deviation of the residual is about 6 K (Figure 3.23, 

panel (b)) and is used as uncertainty of calculated 𝑇𝑡𝑟𝑜𝑝 (the uncertainty of 𝑇𝑠𝑢𝑟𝑓  measured by the meteorological station is 

considered negligible with respect to the 𝑑  uncertainty in 𝑇𝑡𝑟𝑜𝑝  calculation). The 𝑇𝑡𝑟𝑜𝑝  uncertainty makes the total 

uncertainty  to be 5 %. 

 

Figure 3.23: (a) Difference between surface temperature and tropospheric temperature 𝑻𝒔𝒖𝒓𝒇 − 𝑻𝒕𝒓𝒐𝒑 measured by radiosondes at 

Eureka station (blue line) and a 100-day moving average of the previous values (green line); (b) the difference between 

measurements shown in panel (a) and the moving average (red line) with the computed standard deviation of about 6 K (cyan 

dotted lines). 
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3.9 The balancing beams technique 

The technique that VESPA-22 employs to measure the stratospheric and mesospheric signal is called balancing-beam 

technique or Dicke switching technique (Parrish et al., 1988). The instrument compares the emission coming from the signal 

angle with a reference signal with the same mean power over the passband. The observation angle depends on the 

atmospheric opacity and for VESPA-22 it varies from 12° to 30° above the horizon. The reference signal used by VESPA-22 

is the sky emission at the zenith. In clear sky conditions, the emission at the zenith is smaller than the emission at a much 

larger zenith angle. Therefore, in order to ensure that the reference beam has the same mean power with respect to the signal 

beam, a thin sheet of delrin is inserted in the reference beam (see Figure 3.1 and Section 3.5).  

VESPA-22 collects alternatively the radiations from the two different directions. A complete measurement consists of 100 

couples of signal-reference spectra. Every five couples of spectra acquired, the instrument performs an automatic calibration 

measuring the emission from the calibration noise diode; after that, the path length modulator shifts the antenna position of 

𝜆/4. The noise diode adds its emission to the reference beam; the noise diode spectrum can be simply calculated using the 

following equation: 

  nd R nd RV V V  , (3.18) 

where 𝑉𝑛𝑑 is the noise diode spectrum, 𝑉𝑅+𝑛𝑑 is the reference beam spectrum collected with noise diode switched on and 𝑉𝑅 

is the same spectrum collected with noise diode switched off, all expressed in terms of counts.  

Each spectrum collected in this mode has an integration time of 3 seconds whereas the reflector switch time from the signal 

angle to the zenith and vice versa is about 1.7 seconds. A complete measurement lasts about 17 minutes, resulting in 10 

minutes of effectively observation of signal and reference beams.  

The reference beam passes through the delrin sheet that acts as a grey body, adding the absorption factor 𝑒−𝜏𝑑  to the terms of 

Eq. (3.4) and the emission term 𝑇𝑑(1 − 𝑒−𝜏𝑑), so that: 

      0 1   1d d d d

droR t pT T e T e e T e T e
                  , (3.19) 

where 𝑇𝑅 is the radiation observed by VESPA-22 coming from the zenith, partially absorbed by the delrin sheet, 𝑇𝑑 is the 

physical temperature of the sheet and 𝜏𝑑 its opacity. In this equation, the air mass factor 𝜇 is equal to 1, due to the fact the 

instrument is observing the zenith (see the Air Mass factor definition, Eq. (2.14)).  

The signal angle is selected in order to assure that signal and reference beams have the same mean intensity. When the two 

beams have the same intensity, the frequency independent terms of Eq. (3.4) and Eq. (3.19) can be equated obtaining: 

      0 01 1 1d d d

dtrop tropT e T e e T e T e T e
                  , (3.20) 

where the stratospheric contribution to the mean beam intensity (about 1%) is neglected (de Zafra, 1995). 
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The signal from mid atmosphere 𝑇(𝜈) is obtained by subtracting the signal and the reference beams when the two beams are 

balanced. Subtracting Eq. (3.4) and (3.19), and using Eq. (3.20) it is possible to write: 

   d

S RT T T e e
        , (3.21) 
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Three delrin sheets with different thickness (3, 5 and 9 mm) and opacity can be employed, depending on the season, in order 

to maintain the observation angle between 12° and 30° above the horizon.  

Spectra collected are smoothed using a 50-channel moving average. This smoothing process is not performed in a 6 MHz 

interval centered on the emission line to maintain the maximum frequency resolution near the peak. 

During data taking operations, VESPA-22 alternates zenith and signal angle observations. However, the sky emission 

intensity can vary during the measurement due to tropospheric variability, therefore the instrument constantly checks if the 

two beams have the same mean power and changes the signal angle to minimize the difference between them. 

After each measurement of a couple signal-reference, the signal angle is modified according to the Eq. (3.23) 

  1i i i ig S R      , (3.23) 

where 𝜃𝑖 is the signal angle used for the last couple of spectra, 𝜃𝑖+1 is the signal angle that will be used for the next couple 

measurement. 𝑆𝑖 and 𝑅𝑖 are respectively the mean counts number associated to the signal and the reference beam and the 

gain g is a parameter that can be modified by the user. In this way, if the signal is more intense than the reference beam the 

signal angle is increased, diminishing the intensity of the signal beam and vice versa. This control system allows maintaining 

the difference between the two beams of the order of 0.1%.  

The incoming signals are measured by the instrument in term of counts; according to the Eq. (2.25) the stratospheric signal 

can be expressed as  

  
1

d

S RV V
T

g e e
 


  





 , (3.24) 

where 𝑉𝑆 and 𝑉𝑅 are the intensity of the signal and reference beams in term of counts. The parameter 𝑔 can be measured 

using the noise diode emission. As explained above, during the measurements the noise diode emission is added to some 

reference spectra. According to Eq. (3.9) the parameter 𝑔 is 
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 
 ,  (3.25) 

where 𝑉𝑅+𝑛𝑑 and 𝑉𝑅 are the counts measured respectively for the reference beam with and without the noise diode operating. 

The Eq. (3.24) can be modified according to Eq. (3.25) in order to obtain the VESPA-22 measurements equation:  



65 

 

  
d

nd S R

R nd R

T V V
T

V V e e
 


  






 
 . (3.26) 

𝑉𝑅+𝑛𝑑 is measured by the instrument about every minute; therefore the only unknown quantity needed in order to calibrate 

the signal is the noise diode brightness temperature that is measured by the tipping curve calibration (described in Section 

3.8.2). Figure 3.24 shows the Monitoring Mask of the Front Panel for the Data Acquisition Mode. The Mask presents several 

indicators showing the number of the signal, reference and noise diode spectra collected for the two different positions of the 

path length modulator and the mean intensities of the last measured signal, reference and noise diode spectra (in counts). The 

dark signal mean intensity is also shown (labeled OFF in the mask). 

 

Figure 3.24: The Monitoring Mask of the Front Panel for the Data Acquisition Mode. 

The first graph in the upper part of Figure 3.24 shows the signal (yellow) and reference (red) spectrum, together with the 

noise diode spectrum (green). The second graph in the central part of the figure shows the average difference (𝑉𝑆 − 𝑉𝑅)/𝑉𝑛𝑑 

computed on the latest 50 couples of signal and reference measurements, where 𝑉𝑆, 𝑉𝑅 and 𝑉𝑛𝑑 are respectively the signal 



66 

 

beam, the reference beam and the noise diode spectrum expressed in counts number. This difference spectrum is 

proportional to the stratospheric emission, as explained. The last graph shows the counts difference (green line) between 

each signal-reference couple averaged on the measured frequency range and the signal angle value (red line).  

 

 

Figure 3.25: (a) The signal and reference spectra and (b) the difference spectra (signal minus reference) collected during a 24h 

measurement on 02/07/2017; (c): the spectra rescaled and calibrated; (d): the spectrum obtained averaging the difference spectra 

shown in the panel c (red) and the result of the 50-channel moving average (blue). The spectrum is normalized assigning the value 

of 0 K to the left end of the spectrum. Each signal and reference spectrum is the result of 5 minutes of integration. 
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Figure 3.25 (a) shows the signal and reference spectra collected during a 24h of integration measurement on 02/07/2017; 

each signal or reference spectrum results of an integration of five minutes. Figure 3.25 (b) shows the difference spectra, 

signal minus reference, obtained with the spectra shown in panel (a). As can be seen the difference spectra, proportional to 

the stratospheric signal are two orders of magnitude less intense with respect to the signal or reference spectra. The signal 

and reference spectra are affected by oscillations due to the frequency dependence of the instrument gain. The subtraction 

operation reduces the spectrum oscillations and highlights the stratospheric signal. Panel (c) displays the spectra shown in 

panel (b) rescaled and calibrated using the factor  
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 .  (3.27) 

 The stratospheric signal intensity is of the order of 1 K, less than 1% of the total intensity measured by VESPA-22. In panel 

(d) the mean spectrum (red) and the result of 50-channel smoothing average (blue) are showed. The smoothing process is not 

performed in a 6 MHz centered on the emission peak, resulting in the overlap of the red and blue lines. The spectrum is 

normalized by a subtraction of an offset equal to its minimum value; as shown in Chapter 4 this operation does not modify 

the results of the retrieval algorithm.  

 

Figure 3.26: (a) the 24-hour integration calibrated and scaled spectrum showed in panel d of Figure 3.25 (blue line) together with 

the calibrated and scaled spectrum obtained averaging together only the 5-minute spectra acquired with the path length 

modulator on the − 𝝀 𝟒⁄  and +𝝀 𝟒⁄  positions respectively (red and yellow lines). (b) The difference between the − 𝝀 𝟒⁄  and +𝝀 𝟒⁄  

spectra and the mean spectrum; the difference increases on the peak region, where no smooth is applied, due to larger 

measurement noise.  

In order to show the effect of the path length modulator described in Section 3.3, Figure 3.26, panel a, shows the 24-hour 

integration calibrated and scaled spectrum showed in panel d of Figure 3.25 (blue line, here called mean spectrum) together 
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with the calibrated and scaled spectrum obtained averaging together only the 5-minute spectra acquired with the path length 

modulator on respectively the − 𝜆 4⁄  and +𝜆 4⁄  position (red and yellow lines). The 50-channel smooth was applied to all the 

showed spectra tails. The difference between the  − 𝜆 4⁄  and +𝜆 4⁄  spectra and the mean spectrum is showed in panel b. The 

standing waves removed by the path length modulator have an intensity of about 3 mK and are clearly visible on the spectrum tails, where 

the 50-channel smooth reduces the measurement noise. 

3.10 Grey body opacity measurements 

The reference and signal spectrum are balanced by adding the emission of a grey body, a delrin sheet (see Section 3.9), to the 

reference beam. During regular measurement conditions, signal and reference beams are balanced with the signal angle at 𝜃 : 

  S RT T   , (3.28) 

where �̅�𝑆 and �̅�𝑅 are the mean values of signal and reference beams respectively. The delrin sheet modifies the reference 

beam according to: 

  _ 1d d
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    , (3.29) 

where 𝑇𝑑 is the sheet physical temperature and 𝑇𝑅_𝑛𝑜𝑑 is the intensity of the reference beam without the sheet (see also Eq. 

(3.19) description). In order to estimate 𝜏𝑑, during normal data taking operations the signal angle is locked to its balanced 

position and the delrin sheet is removed from the reference beam. According to Eq. (3.28) and (3.29) the difference between 

signal and reference beam in this condition is equal to: 

    _ _ _ _1d d
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where �̅�𝑅_𝑛𝑜𝑑 is the mean value of the reference beam without the delrin sheet. The Eq. (3.30) can be rewritten as 
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Therefore the delrin opacity 𝜏𝑑 is equal to  
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I always performed a delrin opacity measurement just after a liquid nitrogen calibration, in order to correctly calibrate the 

incoming signals (Eq. (3.5)). The collected spectra are integrated for 15 seconds; the integration time is limited in order to 

minimize changes in the balancing angle due to the variation of the sky emission during measurement. In order to carry out 

the mentioned procedure, qualified personnel must be at the observatory. It is important to underline that the described 
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procedure allows a measurement of the delrin opacity averaged on the entire frequency bandwidth. The delrin emission 

could introduce a baseline to the measured spectra; in order to take into account this possible frequency dependent emission, 

the measured spectra are fitted with a second order polynomial baseline, as explained in details in Section 4.3.1 and 4.6.  

 

Figure 3.27: The measured Delrin opacity versus time with the respective measurement error bars for the 5 and 9 mm thickness 

sheets. 

The 𝜏𝑑 value of the delrin sheets changes with time. This is caused by the degassing typical behavior of plastic sheets, the 

property to absorb/release water vapor molecules from/to the environment, which depends on atmospheric humidity. During 

wintertime, the air is drier and the compensating sheets release some water vapor and lower their own opacity. In order to 

consider this variation, the value 𝜏𝑑  used for Eq. (3.26) changes with time through a linear interpolation between the 

different delrin opacity measurements. Figure 3.27 and Table 3.2 shows the mean results of the Delrin opacity measurements 

carried out during different periods of this first year of measurement of the instrument. The uncertainty is equal to the half of 

the maximum difference between the different estimates measured in the same period. 

Although the uncertainty of the measurements during the different periods is about 2%, the use of a linear interpolation and 

the possible frequency dependence of the delrin opacity suggest caution. I conservatively estimated 𝜏𝑑 therefore to be 10%.  
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Table 3.2: The mean value and uncertainty of the measured delrin opacity during different periods. The 3mm sheet was not used 

during this first year of measurement of the instrument.  

Thickness July 2016 November 2016 February 2017 

9 mm 0.159 ± 0.004 0.128 ± 0.003 0.123 ± 0.003 

5 mm 0.088 ± 0.001 0.072 ± 0.001 0.070±0.001 

3.11 Alignment procedure and angle offset measurement 

The accurate knowledge of the elevation angle pointed by the instrument is needed to compute the air mass factor 𝜇, used to 

process the acquired spectra (see Eq. (3.26)). The elevation angle is monitored through two independent systems: the 

encoder and the reflector motor firmware, as described in Section 3.6.  

I developed a procedure to align the quasi-optical system of VESPA-22 using a He-Ne laser and aligned it during the 

installation on Thule Air Base.  

 

 

Figure 3.28: The He-Ne laser used to align the quasi-optical system; (A) Teflon elements, (B) He-Ne laser mounted on the antenna, 

(C) a surface on which observe the spot caused by the laser reflection on the reflector support (D). At this time, the surface (C) is 

replaced by an element installed directly on the reflector support (as indicated in Figure 3.29). 
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In this operation, the laser is applied to the back of the antenna through a specific support and the beam passes through two 

Teflon elements applied on the back and on the front of the antenna (Figure 3.28). These elements present a 1mm diameter 

hole in their center, in correspondence with the antenna optical axis. A reflecting element forming an angle of 45° with the 

optical axis is mounted on the reflector support. The reflecting element presents a plate intercepting the laser beam. If the 

antenna is aligned with the optical axis, rotating the reflecting element around the optical axis does not change the distance 

between the laser spot and the plate edge (see Figure 3.29).  

 

 

Figure 3.29: A scheme representing the alignment procedure (see also Figure 3.28). The laser source (c, yellow box) is mounted at 

the back of the antenna (b); the laser beam (red line) passes through two Teflon elements applied on the antenna (green lines), it is 

reflected by the reflecting element (cyan line) mounted on the reflector support (a) and forming an angle of 45° with the optical 

axis, and is intercepted by the plate (e). If the quasi-optical system is aligned, rotating the reflector support on the optical axis does 

not change the distance d between the laser spot on the plate and the plate edge (dashed line). 

The alignment procedure described minimizes the offset angle defined as the difference between the nominally observed 

angle and the real pointing angle. This difference can be measured through the observation of the Sun, as described by 

Straub et al. (2010). During spring and summer, the Sun can be directly observed by VESPA-22. The direct Sun emission 

produces a clearly recognizable augment of the signal received by the instrument with respect to the sky signal. During this 

kind of measurement, defined Sun Pointing, the reflector is pointed to the Sun. Knowing the exact Sun position through the 

ephemerides, the instrument collects the emissions from the observation angles in an interval centered on the Sun nominal 

position with an angular resolution of 0.04°. Each spectrum is integrated for 0.5 s. This reduced integration time is necessary 

in order to minimize the variation of Sun position during measurement. The difference between Sun elevation from 

ephemerides and the Sun observation angle resulting from this procedure is considered the angle offset. This quantity is 

added as a correction to all the angles indicated by the encoder and saved with the spectral data files.  

Figure 3.30 displays the results of a Sun Pointing procedure collected on 07/04/2017. The green line in panel (a) represents 

the mean signal intensity predicted by the Eq. (3.14) whereas the red dots the mean intensity collected during a 2-minute 
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scan of different observation angles; the effect of the Sun is clearly visible. The values of 𝑇𝑡𝑟𝑜𝑝 and 𝜏 used in the calculation 

are obtained from a tipping curve procedure (section 3.8.2) executed shortly before, as the calibration parameters needed to 

calibrate the intensity of the signals. Panel (b) displays the difference between measurements and model; the residuals are 

fitted using a gaussian shape. The fit maximum corresponds to the Sun elevation angle as is detected by the instrument 

𝜃𝑆𝑢𝑛_𝑉𝐸𝑆𝑃𝐴  

The real Sun elevation 𝜃𝑆𝑢𝑛_𝑒𝑝ℎ angle is obtained through the ephemerides, so the offset angle
off  is  

 _ _off Sun VESPA Sun eph     . (3.33) 

For the measurements discussed here, an offset 𝜃 = 0.2° was estimated stable with time whereas the uncertainty on the 

measured angle is equal to ±0.1°. 

  

Figure 3.30: The Sun Pointing procedure results collected on 07/04/2017. (a): the mean brightness temperature measured 

observing the sky at different observation angles (red dots) and the mean signal intensity predicted by the Eq. (3.14) (green line). 

(b): the relative difference measurements minus model (blue dots) and a gaussian fit (green line). 
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Chapter 4  

The retrieval algorithm 

The development of a reliable retrieval algorithm and analysis procedure for the VESPA-22 measurements has been 

important tasks carried out in this Ph.D. work. The generic relation between the measured spectrum 𝑦 and the real profile has 

been derived in section 2.6; in this Chapter, the specific features of the retrieval algorithm employed by VESPA-22 are 

presented.  

VESPA-22 water vapor vertical profiles are obtained using the optimal estimation theory (Rodger, 2000) with the 

assumption of gaussian shape probability density function (paragraph 2.6.2). In order to compute the weighting functions 

matrix 𝐊, a linearization of the radiative transfer model described is performed around the apriori profile 𝐱𝑎 according to the 

scheme described in the equation (4.1) 

  a a  y y K x x  . (4.1) 

I employed the radiative transfer simulation model ARTS (Atmospheric Radiative Transfer Simulator), described in the 

work of Eriksson et al. (2011) as forward model employed in the calculation of the apriori spectrum 𝐲𝑎 and the matrix 𝐊. 

ARTS provides a detailed description of the radiative transfer and molecular emission for the millimeter and sub-millimeter 

wavelength. The software allows the user to select the spectroscopic parameters describing the emission line. A horizontally 

homogeneous atmosphere is employed in the software simulation, as assumed in section 3.7. The details about the 

calculation of the apriori spectrum and weighting functions matrix can be found in the next sections. 

The retrieval algorithm analyzes the central 400 MHz of the collected spectra, cutting off the first and last 50 MHz because 

of spectral artifacts. The analyzed spectra are so composed of 13158 channels between 22.0293 and 22.4309 GHz with a 

resolution of 31 kHz. The pressure broadening and the Doppler broadening of the emission line, described in the Section 2.3, 

associate to the emissions generated at the different altitudes a precise spectral form, allowing the signal deconvolution.  

The altitude grid used for VESPA-22 retrievals starts from 10 km and goes up to 110 km altitude, at steps of 1 km.  

In the paragraph 2.6.2 the sensitivity was defined as the sum of the Averaging kernel functions, which are 

 A GK  , (4.2) 

with the gain matrix 𝐆 equal to 

  
1

1 1 1

a


   T T

ε εG K S K S K S  . (4.3) 
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The sensitivity is related to the amount of information extracted by the measurement at a certain altitude. A sensitivity value 

close to one indicates that the major part of information comes from the measurements rather than the apriori profile. In this 

work, following the suggestion of Tschanz et al. (2013), the retrieved profiles are considerate having a scientific relevance in 

the altitude range where the sensitivity is above 0.8. This altitude range is defined sensitivity range.  

 The sensitivity range is determined by many factors as the level of noise of the spectrum determining the value of 𝐒𝑒 matrix 

(as will be explained in the following), the uncertainty covariance matrix of the apriori profile 𝐒𝑎  and primarily by the 

weighting functions matrix 𝐊. As described in the paragraph 2.6.2, 𝐊 represents the sensitivity of the spectrum to variations 

at different altitudes. 𝐊 approaches zero at low pressures where the absolute amount of water vapor becomes very small and 

where the line width becomes smaller than the spectral resolution of the instrument. For the 22.23 GHz microwave 

radiometers the level where the sensitivity becomes smaller than 0.6 lies typically between 70 and 80 km (Haefele et al. 

2009). Also, the weighting functions decreases at high pressures (low altitudes), where the line width becomes larger than 

the bandwidth of the instrument due to the pressure broadening (Haefele et al. 2009). The pressure broadening coefficient of 

water vapor emission at 22.23 GHz is about 2.8 MHz/mbar (Liebe, 1989) and imposes a lower limit at about 14-16 km. In 

practice, the lower boundary for valid water vapor retrievals lies higher than the theoretical value due to the effect of upper 

part of the troposphere and spectral artifacts. The emission from the upper tropospheric layer cannot be considered as 

constant in frequency and has a spectral form that can be approximated by a second-degree polynomial. Also, spectral 

artifacts due to internal signal reflections can be superimposed to the spectrum. Standing waves and upper tropospheric 

emission are usually accounted for in the retrieval with an empirically determined set of sine waves of one or more known 

periods, to be subtracted to the measured spectrum or giving to the inversion algorithm the possibility to simulate the 

tropospheric emission using a polynomial. These operations, however, reduce the sensitivity of the algorithm at lower 

altitudes, setting a higher bottom limit to the sensitivity range. The VESPA-22 retrieval algorithm employs a second-degree 

polynomial to simulate the upper tropospheric emission, as it is explained above whereas no sine waves simulation is added. 

4.1 The EOS MLS/Aura dataset 

In this thesis work, I made extensive use of the temperature and the water vapor products of the Earth Observing System 

Microwave Limb Sounder (EOS MLS), thereafter referred as MLS. This section is therefore dedicated giving a short 

overview of this instrument. MLS (Waters et al., 2006) collects measurements of atmospheric composition, temperature, 

humidity and cloud composition; MLS is operated on board of the Aura satellite that was launched 15 July 2004, and is part 

of NASA’s A-train group, which is a formation of six satellites flying in close proximity. The Aura satellite is in a near-polar 

orbit at 705 km of altitude, covering 82° S to 82° N latitudes. The measurements are taken at fixed local solar times. As 
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Earth rotates underneath it, the Aura orbit stays fixed relative to the Sun, giving daily global coverage with 15 orbits per day. 

The MLS collects measurements globally day and night.  

MLS observes thermal emission by the atmosphere in five spectral regions from 115 GHz to 2.5 THz. The Earth’s limb is 

scanned vertically from the ground to 96 km every 25 seconds. These scans are synchronized to the Aura orbit such that 

vertical scans are made at essentially the same latitude each orbit. The MLS products used in this work are the water vapor 

mixing ratio profiles, the temperature profiles and the geopotential height profiles, used to obtain the pressure profiles as a 

function of the altitude. The MLS water vapor profiles are retrieved observing the 183 GHz rotational line of the H2O 

molecule. Read et al. (2007) describe the characteristics of the v2.2 retrieved profile and Livesey et al. (2015) update the 

description to the version 4.2, used in this thesis.  

Table 4.1 reports the main features of the v4.2 water vapor mixing ratio profiles retrieved by MLS as described in the work 

of Livesey et al. (2015). 

 

Table 4.1: The main specifications of Aura/MLS water vapor mixing ratio profiles version 4.2 (Livesey et al., 2015) 

Pressure [hPa] Altitude [km] Resolution V x H [km] Single profile precision [%] Accuracy [%] 

0.002 86 10.3 x 350 152 34 

0.01 76 8.8 x 725 55 11 

0.046 66 7.4 x 540 35 8 

0.21 55 3.6 x 670 19 7 

1.0 44 2.5 x 400 6 4 

4.6 35 3.4 x 350 4 7 

22 26 3.2 x 265 5 7 

68 18 3.1 x 190 5 6 

 

MLS temperature is retrieved primarily from bands near the O2 spectral lines at 118 GHz and 239 GHz. The isotopic 239-

GHz line is the primary source of temperature information in the troposphere, whereas the 118 GHz line is the primary 

source of temperature in the stratosphere and above (Schwartz et al., 2008). MLS Geopotential height (GPH) is retrieved, 

along with temperature from bands near O2 spectral lines at 118 GHz and 234 GHz (Schwartz et al., 2008).  

The heights of surfaces of constant geopotential are a property of the Earth’s gravitational field and do not depend upon 

atmospheric conditions. Geopotential differences between surfaces are equal to the integral with height of the gravitational 

acceleration, 𝑔(𝑧). 𝑔𝑝ℎ is geopotential difference from the Earth’s surface geopotential to a given location, scaled by the 

mean sea-level gravitational acceleration, 𝑔0, to give units of height. 

MLS products, including 𝑔𝑝ℎ, are reported on pressure surfaces depending on temperature and height through hydrostatic 

balance and the gas law. 
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where 𝑀 is the molar mass of air and 𝑅 is the gas constant. Thus, when MLS retrieves temperature and pressure using 

radiometric measurements 𝑔𝑝ℎ differences between pressure surfaces are simultaneously retrieved. 

The MLS geopotential height 𝑔𝑝ℎ is converted in geometrical altitude gmh  through the following equations. 

The surface gravity 𝑔𝑠 can be computed as a function of the latitude 𝜙 through the Somigliana’s formula: 
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where 𝑘𝑠 = 1.932 ∙ 10−3 is the Somigliana’s constant, 𝑔𝑒𝑞 = 9.78 𝑚/𝑠2 is the surface gravity at the equator and 𝑒𝑐 = 0.082 

is the Earth eccentricity. The Earth radius r  as function of latitude can be computed according to  
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where 𝑅𝑒𝑞 = 6378 𝑘𝑚 is the Earth equatorial radius, 𝑓𝑙 the ellipticity defined as  
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and 𝑔𝑟 = 0.00345 is the gravity ratio. 

The geopotential height is converted into geometrical height through the Eq. (4.8) 
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where 𝑔0 = 9.80665 𝑚/𝑠2 is the gravity constant. 

4.2 The water vapor apriori vertical profile and covariance matrices 

The water vapor concentration vertical profile in the Arctic region presents strong differences between summer and winter, 

especially in mesosphere, due to the subsidence of the air mass caused by the Polar Vortex (see Section 1.1). The variation of 

the water vapor profile during the year is showed by the Figure 4.1 that displays the monthly averages of AURA/MLS 

(Waters et al., 2006) water vapor vertical profiles (version 4.2) from the years 2014, 2015, and 2016, collected 300 km 
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around VESPA-22 observation point. The VESPA-22 observation point coordinates are chosen to be 74.8° N and 73.5° W, 

and represent an estimate of the geographical coordinates of the air mass that is observed by VESPA-22 (which points 

South-West, at about 220°) at 60 km altitude when the instrument aims at an elevation of 15° above the horizon.  

 

Figure 4.1: The monthly averages of the MLS/Aura profiles collected 300 km around the observation point during the year 2014, 

2015 and 2016. 

In order to take into account the strong summer variation of the water vapor concentration in mesosphere, the retrieval 

algorithm employs two different water vapor apriori profiles (Figure 4.2), the first one used during summer months (summer 

apriori), from the 1st of June to the 15th of September, and the second one used during autumn, winter and spring (here 

simply defined winter apriori), from the 15th of October to the 31th of April. During the periods from the 16th if September to 

the 14th of October and from the 1st to the 31th of May the apriori profile varies gradually day by day through a linear 

interpolation from one apriori profile to the other. The two apriori profiles are identical below 48 km of altitude. The use of a 

fixed apriori in stratosphere and in mesosphere for the major part of the year, with the exception of the two transition 

periods, assures that the measured daily variations in the water vapor vertical concentration profile are not caused by changes 

in the apriori profile. 

 



78 

 

 

Figure 4.2: the summer and winter apriori profiles used in the retrieval algorithm. 

The measurement covariance matrix 𝐒𝑒  is an estimate of the spectrum uncertainty and is related to the level of noise 

afflicting the spectrum. In order to represent the random spectral noise, 𝐒𝑒 is defined as a diagonal matrix (no correlation 

between the noise afflicting different channels) with its diagonal elements constant. The value of the diagonal elements is 

calculated using a two-step process. A first retrieval is performed using an unsmoothed spectrum 𝐲𝑢𝑛𝑠  (without the 50-

channels smooth on the spectral tails) and a fixed value (1x10-5) for the 𝐒𝑒 diagonal elements and the obtained profile  𝐱0 is 

used to calculate a synthetic spectrum 𝐲0_𝑓𝑖𝑡  by means of Eq. (2.69). In order to consider the measurement noise in the 

retrieval process, a second and final inversion is then performed, this time with the 𝐒𝑒 diagonal elements set equal to the 

(𝐲𝑢𝑛𝑠 − 𝐲0_𝑓𝑖𝑡)
2
 mean value. It is important to underline that the 𝐒𝑒 diagonal elements are constant; the computation does 

not take into account the noise reduction provided by the 50-channel smoothing process, resulting in an overestimation of the 

measurement noise of the spectrum tails (see Chapter 5 for a detailed uncertainty description). This method of 𝐒𝑒 

computation was chosen in order to provide a realistic estimate of the uncertainty due to spectral noise and artifacts and to 

minimize the computational time needed for retrievals. 

The 𝐒𝑎 matrix is computed according to:  

 
,

i jz z

h
a ij i jS e 




  , (4.9) 

where 𝜎𝑖 and 𝑧𝑖 are respectively the root square of the variance (expressed in volume mixing ratio, or vmr) and altitude of the 

apriori profile (Figure 4.3), whereas ℎ is a correlation altitude set to be 5 km.  
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Figure 4.3: The profile 𝝈 used to compute the apriori covariance matrix in Eq. (4.9) as a function of the altitude. 

 

Figure 4.4: An example of the test for the apriori covariance matrix composition: (a) several 𝝈 profiles have been tested observing 

their associated retrieved profile (b) from a same measured spectrum (measurement of 20/10/2016). In panel (a) and (b) each 𝝈 

profile and its correspondent retrieved profile are marked with the same color. The blue dotted line in panel (b) is the apriori 

profile used in the test, whereas the red dotted line is the water vapor profile measured by MLS that day.  
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The 𝜎 definition for the computation of the apriori covariance matrix is one of the most important issues to “tune” the 

generic retrieval algorithm theory to a specific instrument. During this Ph.D. work, I carried out many tests in this sense. 

Figure 4.4 displays an example of these tests: a 24-hour integration spectrum measured on 20/10/2016 is analyzed using 

different 𝜎 profiles (panel (a)), to find the shape producing a retrieved profiles with better characteristics (larger sensitivity 

range and better resolution, absence of oscillations). In the figure is reported also the correspondent profile measured by 

MLS (red dotted line in panel (b)) that day. 

The profile shape increasing with altitude is selected to contrast the loss of sensitivity of the retrieval algorithm caused by the 

diminishing of the weighting functions intensity in the mesosphere. 

4.3 The forward model and the meteorological profiles 

I employed the radiative transfer simulation software ARTS (Eriksson et al., 2011) in order to describe the physics of the 

processes producing the spectra measured by VESPA-22. ARTS is used to compute the matrix 𝐊 and the apriori spectrum 

𝐲𝑎. ARTS simulates the emission using a Voigt-Kuntz line shape (see section 2.3). The JPL 2012 catalog (Pickett et al., 

1998, reference site https://spec.jpl.nasa.gov/) provides the line intensity used to simulate the water vapor emission. 

Following the work of Seele (1999) and Tschanz et al. (2013), I decided to divide the line described by the JPL 2012 catalog 

into three emission lines indicating the hyperfine splitting of the 22.235 GHz water vapor line. In the cited studies, the sum 

of the intensities of the splitted lines matches the intensity reported by the 1985 version of the JPL catalog, so the intensities 

presented by Tschanz et al. (2013) were rescaled to have their sum equal to the intensity provided by the JPL 2012 catalog. 

The employed pressure broadening and self-broadening parameters are those reported by Liebe (1989). Table 4.2 

summarizes the spectroscopic parameters used for the analysis of VESPA-22 spectral measurements. 

Following Tschanz et al. (2013), the emission line intensity and the pressure broadening parameter were assigned an 

uncertainty of 8.7 10-22 m2 Hz and of 1014 Hz Pa-1, respectively.  

Table 4.2: Spectroscopic parameters used in VESPA-22 retrieval algorithm. Indicated parameters, from left to right, are: emission 

line frequency, intensity, lower state energy, pressure broadening parameter, pressure broadening temperature dependence, self-

broadening, and self-broadening temperature dependence. The line intensity is given for a reference temperature of 296 K. 

𝜈0 [GHz] S [m2 Hz] E [J] 𝛾𝑎𝑖𝑟 [Hz Pa-1] 𝑛𝑎𝑖𝑟 𝛾𝑠𝑒𝑙𝑓 [Hz Pa-1] 𝑛𝑠𝑒𝑙𝑓 

22.235043990 5.3648 10-19 8.869693 10-21 28110 0.69 134928 1 

22.235077056 4.5703 10-19 8.869693 10-21 28110 0.69 134928 1 

22.235120358 3.9740 10-19 8.869693 10-21 28110 0.69 134928 1 
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The water vapor mixing ratio vertical profile 𝐱𝐴𝑅𝑇𝑆 is the profile used in the forward model calculations to compute the 

apriori spectrum and the weighting functions. Although the retrieval grid starts at 10 km the forward model calculation are 

processed using complete vertical atmospheric profiles of pressure, temperature and water vapor mixing ratio, from the 

ground to 110 km of altitude. I set up the ARTS calculations to compute the weighting functions matrix starting from 10 km 

of altitude.  

The water vapor profile 𝐱𝐴𝑅𝑇𝑆 matches the apriori profile from 12 km of altitude upward and, below 9 km, it is consistent 

with the measurements of precipitable water vapor (PWV) collected by the HATPRO radiometer (Rose and Czekala, 2009; 

Pace et al., 2015) installed at the THAAO. This lower part of 𝐱𝐴𝑅𝑇𝑆 is calculated according to: 

         9
Hatpro

ARTS Eu

Eu

PWV
fromthe ground to km

PWV
x x  , (4.10) 

where 𝐱𝐸𝑢 is a water vapor mixing ratio profile obtained by monthly averages profiles calculated from radiosondes launched 

at the Eureka station (80.0°N -85.9°W)), Canada, displayed in Figure 4.5.  

 

Figure 4.5: The mean monthly water vapor profiles measured from radiosondes at Eureka station, Canada, from July 2016 to July 

2017. 

These monthly averages are “assigned” to the 15th day of each month and then, at each altitude, are linearly interpolated to 

build daily apriori profiles that vary gradually, day by day, from the 15 th of one month to the next. 𝑃𝑊𝑉𝐸𝑢 is the associated 

water vapor column content, and 𝑃𝑊𝑉𝐻𝑎𝑡𝑝𝑟𝑜 is the column content measured by the HATPRO. 𝐱𝐴𝑅𝑇𝑆, therefore, represents 
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the monthly average 𝐱𝐸𝑢 profile simply rescaled to be consistent with the column content measurements of the HATPRO at 

Thule. An example of 𝐱𝐴𝑅𝑇𝑆 in the troposphere is shown in Figure 4.6. I chose the data from Eureka (instead of those from 

Alert, Canada, for example) because they show the closest resemblance to the tropospheric profiles measured at Thule by 

local radiosondes when the latter are available. In order to avoid discontinuities in 𝐱𝐴𝑅𝑇𝑆, values at altitudes between 9 and 

12 km are obtained with a linear interpolation between 𝑥𝐴𝑅𝑇𝑆(9 𝑘𝑚) and 𝑥𝐴𝑅𝑇𝑆(12 𝑘𝑚).  

 

     

Figure 4.6: An example of the vertical water vapor mixing ratio profiles used in the forward model calculation for the inversion of 

a spectrum measured on the 24/05/2017: the monthly mean water vapor apriori vertical profile 𝐱𝒂 interpolated at measurement 

time (red, the monthly means of the water vapor apriori vertical profile are shown in Figure 4.1) and the 𝐱𝑨𝑹𝑻𝑺 profile (blue) 

obtained rescaling the monthly mean Eureka profile interpolated at the measurement time 𝐱𝑬𝒖 (yellow, see Figure 4.5) 

The pressure and temperature vertical profiles from the ground to 110 km needed to run the forward calculation are built 

merging NASA Goddard Space Flight Center (GSFC), AURA/MLS and climatological temperature and pressure profiles 

(Figure 4.7). The NASA GSFC profiles by Goddard Automailer Service (Lait et al., 2005) are used to build the tropospheric 

meteorological state, from the ground up to 9 km of altitude. For the altitude range between 10 and 87 km, the MLS 

temperature and pressure profiles collected during VESPA-22 observations, in a radius of 300 km from the observation point 

of VESPA-22, are averaged together to produce a single set of daily meteorological vertical profiles. Daily temperature and 

pressure profiles from 86 to 110 km of altitude are obtained by daily smoothing of zonal monthly averages from the 

COSPAR International Reference Atmosphere (Rees et al., 1990) for the 75° N latitude. 
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A first smoothing process performed at the altitudes where the three different datasets (GSFC, MLS, and climatological 

profiles) are stitched together, between 9 and 12 km and between 87 and 97 km, assures the absence of vertical 

discontinuities in the temperature and pressure daily profiles. I then run a second smoothing process to avoid the presence of 

spikes or large gradients. Figure 4.8 displays the different COSPAR reference atmosphere temperature profiles used for the 

upper part of the temperature profiles used in the forward model calculation.  

 

 

Figure 4.7: An example of the temperature profiles used in the forward model calculation for the inversion of a spectrum 

measured on the 24/05/2017: the temperature profile (red) computed merging the MLS (green) the NASA GSFC (blue) and the 

COSPAR (yellow) temperature profiles. 
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Figure 4.8: The COSPAR monthly zonal temperature profiles for 75° N of latitude 

 

4.3.1 The forward model calculation and the polynomial baseline 

In order to correctly simulate a real VESPA-22 measurement, I employed the software ARTS to calculate the emission from 

the zenith, �̃�𝑟, and from an angle close to the horizon, 𝑦𝑠 . I rescaled the emission �̃�𝑟 using Eq. (4.11), simulating the effect of 

the compensating sheet. 

  1d d

r r dy y e T e
  

    . (4.11) 

The opacity 𝜏𝑑 used in Eq. (4.11) is the opacity of the compensating sheet, whereas the temperature 𝑇𝑑 is the temperature of 

the sheet, measured by a sensor installed next to it. The value of the signal angle imposed in the simulation, �̃�, is chosen in 

order to minimize the mean difference 𝑦𝑠 − 𝑦𝑟, as it is in fact attained by VESPA-22 in its data taking process. The apriori 

spectrum 𝑦𝑎 is calculated according to the same equation used for the measured signal (Eq. (3.21) and (3.22)):  
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�̃� and �̃� are the air mass factor associated to the simulated signal angle and the opacity calculated from the 𝑥𝐴𝑅𝑇𝑆 profile.  

Deriving Eq. (4.13) and using Eq. (2.49) and Eq. (4.11), the retrieval weighting function matrix can be obtained as: 



85 

 

 
d

aa

d d d

a

s r

xxs r s r

x

e

e e e e e e



         



       

 


   
   
    

y y

x xy y K
K

x

K
 , (4.14) 

where 𝐊𝑠 and 𝐊𝑟 are the weighting function matrices that ARTS calculates for the simulated signal and reference beams. As 

first approximation, the dependence of �̃� on the stratospheric water vapor profile in Eq. (4.14) is neglected.  

VESPA-22 does not benefit of independent measurements of the water vapor concentration profile in upper troposphere. 

This part of the atmosphere is also outside of the sensitivity range of the retrieval algorithm. Also, the delrin emission could 

introduce a baseline dependent on frequency to the measured spectrum. In order to take into account these contributions, I 

modified the 𝐊 matrix obtained by Eq. (4.14) adding three columns allowing the possibility to the retrieval algorithm to 

simulate the upper tropospheric and delrin emissions by means of a second order polynomial. 

The first of these three columns represents the second order term of the polynomial, Eq. (4.15), the second the first order 

term, Eq. (4.16), and the last the order zero term, Eq. (4.17)  
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In these three equations, the subscript i denotes the element of the column and N the total number of elements (13158, the 

same number of the spectral channels used in the retrieval). In the first of these three equations 𝑖𝑚𝑎𝑥 is the number of channel 

corresponding to the emission line peak. The addition of these three columns to 𝐊 allows the inversion algorithm to compute 

three extra parameters, together with the retrieved profiles that are the coefficients of the second order polynomial that is 

added to the fit. According to Eq. (2.63) and (2.69) the retrieved profile and the apriori profile need to have the same number 

of elements. Therefore, in order to compute the equations, I added three extra values to the apriori profile, corresponding to 

the apriori values of the coefficients describing the second order polynomial. These three values are set to zero.  

Also the 𝐒𝑎 matrix needs to be modified; the number of columns and rows of 𝐒𝑎 is equal to the number of elements of the 

apriori profile. I modified the apriori covariance matrix 𝐒𝑎_𝑡𝑜𝑡 according to Eq. (4.18):  
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The value 51 10 was selected after that the response of the retrieved profile to different values of this parameter was tested, as 

described for the 𝜎 profile.  

Using the modified quantities the fit spectrum can be computed as 

    
3

, _ , ,

1

ˆ ˆ
fit a a ex l a ex l ex l

l

x x K


    y y K x x  . (4.19) 

The parameter l indicates the extra values added to the apriori (𝑥𝑎_𝑒𝑥) and retrieved profiles (�̂�𝑒𝑥) and the extra columns 𝐾𝑒𝑥 

added to the weighting functions matrix. According to the definition of 𝐾𝑒𝑥, the sum describes a second order polynomial. 

It is important to underline that the second order polynomial coefficients are computed individually for each retrieval. The 

effect of the second order polynomial is taken into account in all the retrievals shown in this work. In order to show the 

effect of the polynomial, the Figure 4.9 displays the sensitivity of the retrieval algorithm employing the second order 

polynomial and the sensitivity of retrieval allowed to add just an offset to the fit spectrum as extra degree of freedom.  

 

Figure 4.9: The sensitivity of the retrieval algorithm employing a second order polynomial or just an offset as extra degree of 

freedom respectively. 

The sensitivities computation was performed using the same set of covariance and weighting functions matrices. The 𝐊 

matrix was modified in the calculation relative to “offset retrieval” adding the column described by the Eq. (4.17), whereas 

the apriori covariance matrix was modified according to: 
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As expected, the introduction of a second degree polynomial reduces the sensitivity in the lower part of the stratosphere. 

4.4 Retrieval example 

Figure 4.10 a shows a VESPA-22 spectrum integrated for 24 hours (blue) on 23 December 2016, its corresponding synthetic 

spectrum 𝑦𝑓𝑖𝑡  (red) and the apriori spectrum (green), whereas the residual (defined as the difference between fit and 

measured spectrum, 𝑦𝑓𝑖𝑡 − 𝑦) is plotted in Figure 4.10 (b). The cyan line is the second-degree polynomial retrieved by the 

inversion algorithm to simulate the upper tropospheric emission. Figure 4.11 shows the result of the inversion of the 

measured spectrum depicted in Figure 4.10 with the apriori profile and uncertainty. The details about uncertainty calculation 

are discussed in Chapter 5.  

 

Figure 4.10: (a) an example of VESPA-22 measured spectrum (blue) collected on 23 December 2016, the apriori spectrum (green) 

and the fit spectrum (red); (b) the residual 𝐲𝒇𝒊𝒕 − 𝐲. The central part of the spectrum is unsmoothed in order to maintain the 

maximum spectral resolution near the peak and its residual is higher. 

Figure 4.11 displays the previous retrieval averaging kernels (black and colored solid lines), multiplied by a factor of 10, and 

the sensitivity (red). In a typical VESPA-22 retrieval the sensitivity is above 0.8 in a range between 26 and 72 km. The 

sensitivity was computed taking into account the extra parameters added to the retrieval algorithm. 

Figure 4.12 (a) shows nominal altitude referred to the AKs versus the altitude of their peaks (blue line) together with the 

ideal case (red line) and (b) the full width at half maximum (FWHM) of the AKs. The difference between peak altitudes and 

nominal altitudes is about 1 km at 25 km, the lower limit of the sensitivity range of this retrieval with a FWHM of 11 km 

(see Figure 4.12), increasing to 6 km with a FWHM of about 22 km at the upper extreme of the sensitivity range.  
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Figure 4.11: (a) The retrieved VESPA-22 profile (green solid line) correspondent to the spectrum shown in Figure 4.10 and the 

apriori profile (blue solid line). The two red dashed lines describe the uncertainty of this VESPA-22 retrieval (for details on the 

estimated uncertainty on VESPA-22 mixing ratio vertical profiles see Chapter 5). (b) Rows of the A matrix multiplied by a factor 

of 10 as a function of altitude (some A functions are highlighted in color). The vertical profile of the sensitivity is shown in red. 

 

 

 

 

Figure 4.12: (a) Nominal altitude of the AK versus altitude of their peaks (blue line) and ideal case (red line) and (b) FWHM of the 

AK. 
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4.5 Retrieval parameters and integration time 

The retrieval is sensitive to the level of noise of the spectrum by means of the 𝐒𝑒 matrix. Many retrieval parameters, as the 

sensitivity range, the FWHM of the AK and the uncertainty depend on the noise level. The level of noise is inversely 

proportional to the square root of the integration, according to the Eq. (2.27). Therefore, retrieved profiles with better 

characteristics can be obtained at the cost of measurements resolution time. In this thesis, the retrieved profiles presented in 

Chapter 6 are obtained through 24-hour measurements, but in this section, the retrieval parameters variations as a function of 

the integration time are displayed.  

 

 

Figure 4.13: (a) Retrieval obtained with different average time spectra; (b) their sensitivities; (c) Averaging Kernels peaks altitude 

versus nominal altitude and (d) FWHMs. 

 



90 

 

Each spectrum examined here is centered on 10/12/2016 at 12:00 UT; for example a 24-hour measurement spectrum is the 

result of the integration of data collected from 10/12/2016 at 00:00 UT to 11/12/2016 at 00:00 UT, a 12 hours measurement 

spectrum from 10/12/2016 at 06:00 UT to 10/12/2016 at 18:00 UT and so on. As can be seen from Figure 4.13, panel a, the 

retrieved profiles are not very different for this particular test, however, the sensitivity range of these retrievals (panel b) 

shows a stronger dependence on the noise level. The lower limit of the sensitivity range does not show significant variations 

(it varies from 26 km for 6h measurement spectrum to 24 km for 48h measurement spectrum), whereas the upper limit varies 

from 69 km for the 6h measurement spectrum to 76 km for 48h measurement spectrum. The lower sensitivity of the bottom 

limit to the measurement integration time is partly due to the 50-channel smoothing that reduces the measurement noise; the 

peak, the part of the spectrum associated to the mesosphere, is not smoothed, therefore the mesospheric retrieval has an 

increased sensitivity to the measurement integration time. Panel (c) and (d) displays the AKs nominal altitude versus their 

peak altitude and the FWHM of the AKs.  

 

Figure 4.14: (a) Residuals (𝐲𝒇𝒊𝒕 − 𝐲) of the retrievals showed in Figure 4.13. (b) The standard deviation of the residuals as an 

estimate of the noise level versus the integration time in hours (red dots), together with the fit function shown in Eq. (4.21).  

Figure 4.14, panel (a) and Figure 4.15 display the residuals of the different spectra; note that the 50-channel smooth reduces 

the noise on the spectrum tails. In order to study the noise-integration time dependence I estimated the level of noise through 

the standard deviation of the unsmoothed residuals (𝒚𝑓𝑖𝑡 − 𝒚𝑢𝑛𝑠 ). The level of noise is shown versus the effectively 

integration time (signal and reference total acquisition time, about 60% of the measurement time) in Figure 4.14 panel (b), 

together with a blue line representing a fit with the equation  
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 
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resembling the Eq. (2.27). The quantity ∆𝜈 was expressed in Hz and the time in seconds. The fit results are 𝑎 = 67.1 𝐾 and 

𝑏 = 3.1 ∙ 10−4 𝐾 with a 𝑅2 = 1.00. The value of the parameter 𝑎 is very different from the VESPA-22 𝑇𝑠𝑦𝑠; however the 

Eq. (2.27) was referred to just thermal random noise, not taking into account the effect of standing waves on the residuals. 

The oscillations produced by standing waves cannot be reduced simply increasing the integration time; this justifies the 

presence of parameter 𝑏 in the fit. The residual oscillations on the residuals shown in Figure 4.14 panel a have amplitude of 

about 2 ∙ 10−4 𝐾. 

 

 

Figure 4.15: Particular of the residuals calculated using different integration times. 

 

Figure 4.16 displays the uncertainty due to the presence of spectral noise and artifacts of the measured spectrum, hereafter 

defined as “spectral uncertainty”, 𝜎𝑠𝑝𝑒𝑐. The spectral uncertainty computed according to Eq. (2.59) as the square root of the 

diagonal terms of the matrix 𝐒 (see the paragraph 2.6.2 and Rodger, 2000).  
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The spectral uncertainty is not the total uncertainty associated with the retrieved profiles but it is the component sensitive to 

the measurement integration time (see Chapter 5 for the complete uncertainty description). The values of 𝐒𝑒  diagonal 

elements are related to the level of random noise and to the spectral artifacts on the measured spectrum (see Section 4.2); 

therefore increasing the integration time reduces the diagonal elements values. 

The spectral uncertainty does not show significant variations increasing the measurement time. This is due to the higher 

values of the second term in Eq. (4.22), representing the uncertainty contribute of the apriori, with respect to the first term, 

representing the uncertainty due to measurement noise and spectral artifacts. Only the first term in Eq. (4.22) depends on the 

measurement integration time. Figure 4.17 shows the values of the diagonal of the terms of Eq. (4.22) versus their associated 

altitude. Dashed lines represent the diagonal values of the term 𝐊𝑇𝐒𝑒
−1𝐊 computed for different integration times; the cyan 

solid line represents the diagonal values of the term 𝐒𝑎
−1 whereas the other solid colored lines represent the sum of the two 

terms.  

 

Figure 4.16: The retrieval uncertainty computed for the different measurement time spectra. 
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Figure 4.17: The values of the diagonal elements of the first and second term of Eq. (4.22), representing the contribution to the 

retrieval uncertainty of respectively the apriori profile and measurement noise and their sum, computed for different 

measurement integration times.  

 

4.6 The grey body absorber and the retrieval algorithm 

The second order polynomial computed by the retrieval algorithm is mainly related to the observation angle and the delrin 

sheet used in the measurements (as briefly explained in the Section 4.3.1). In particular the delrin sheet has a large impact: its 

opacity is directly related to the observation angle (see Section 3.9) and it could potentially introduce a frequency dependent 

baseline on the measured spectra. Figure 4.18 shows two 24-hour measurement spectra measured respectively on 29th and 

30th November 2016. The panel a cyan spectrum was measured using a 9 mm thickness delrin sheet, whereas the orange 

spectrum using a 5 mm thickness. The panel a displays also the two baselines (blue and red curves) computed in the 

inversion process of the two spectra; both the first and second order terms of the polynomial baseline are higher using a 9 

mm thickness delrin sheet. This test was performed during fair weather condition in order to minimize the influence of 

tropospheric variations on the baselines. Panel b shows the results of the tipping curves during the measurements. The 9 mm 
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spectrum measurement is characterized by a larger tropospheric variability during the second part of the day; however the 

mean value of the tropospheric opacity for both the 5 and 9 mm spectrum is about 0.05. 

 

Figure 4.18: (a) The spectra measured using two different delrin sheet (9 mm thickness, cyan line and 5 mm thickness, orange line) 

with the baselines computed by the spectra inversion process (blue and red line). (b) The opacity measured by means of the tipping 

curve during the spectra acquisition. The green line shows the moment when the delrin sheet was changed.  

The use of the delrin absorber to perform the balancing beam technique is a peculiar feature of VESPA-22. In literature the 

delrin is replaced quite commonly by a black body bar (for example see Nedoluha et al, 2011). The black body bar absorbs 

part of the zenithal beam radiation and adds its black body emission to the reference beam, therefore can be treated using the 

same measurement equations described in Sections 3.7 and 3.10. In order to compare the VESPA-22 results obtained using 

the delrin and the black body bar a test was performed on 19th February 2017. For 12 hours the 5 mm thickness delrin sheet 

used during winter was replaced by a black body bar of eccosorb CV-3 panel by Emerson and Cuming. The 𝜏𝑑 associated to 

the bar was measured using the procedure described in the Section 3.10, resulting in a value of 0.07. The retrieval results of a 

12-hour integration spectrum measured immediately before the delrin substitution and the 12-hour spectrum acquired using 

the bar have been compared. The test was performed during fair weather conditions in order to minimize differences in the 

retrievals due to tropospheric inhomogeneities. Figure 4.19 displays the opacity measured by means of the tipping curves 

during the test (red dots). The green line in the figure indicates the passage between measurements effectuated using the 5 

mm delrin and measurements effectuated using the black body bar. Both the delrin and bar measurements are characterized 

by the low opacity values peculiar of the Arctic winter troposphere, with the delrin measurements opacity quite larger with 

respect to the bar ones.  
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Figure 4.19: the atmospheric opacity measured by means of the tipping curves during the test. 

Figure 4.20 displays the test results. Panel a shows the two measured spectra with the baselines computed by their 

respectively retrievals; as can be seen from this panel the “bar” spectrum shows more oscillations. Furthermore the baselines  

of the two retrievals are very different, although Figure 4.19 does not reveals large variation in the atmospheric opacity, 

pointing out the dependence of the baseline on the grey absorber used in the measurements. Panel b shows the water vapor 

profiles retrieved inverting the two spectra (blue and red lines) together with the apriori profile (green line). Panel c displays 

a particular of the two baselines and panel d shows the residuals of the two retrievals. This last panel reveals clearly that the 

use of the black body bar produces more standing waves with respect to the delrin sheet despite the bar measurements were 

characterized by lower values of atmospheric opacity. According to this test result the use of the delrin sheet proves to fit 

better the VESPA-22 features with respect to the black body bar. 
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Figure 4.20: (a) the 12-hour spectra measured on 19th February using the delrin or the black body bar (blue and red lines) with the 

baselines used in the retrievals (purple and cyan lines). (b) The water vapor vertical profiles retrieved from spectra showed in 

panel a (blue and red lines) and the apriori profile (green line). (c) Particular of the baselines of the two retrievals. (d) The 

residuals of the two retrievals. 
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Chapter 5  

Uncertainty description 

The uncertainty characterizing VESPA-22 retrieved profiles can be divided into four major contributions:  

 the uncertainty due to the linear approximation used in Eq. (2.48);  

 the pre-processing uncertainty due to the uncertainties of the various parameters used in the spectra calibration and 

in the forward model computations;  

 the spectral uncertainty due to random noise and spectral artifacts ; 

 the uncertainty introduced by the use of the second order polynomial baseline in the retrieval algorithm.  

One additional error source is the limited vertical resolution inherent to concentration vertical profiles obtained by means of 

this ground-based observing technique. This leads to solution profiles that can be considered a smoothed version of the real 

atmospheric concentration profiles. In discussing the Optimal Estimation method, Rodgers (2000) suggests that this error, 

called “smoothing error”, should be estimated only if accurate knowledge of the variability of the atmospheric fine structure 

is available. This approach is used here and the smoothing error is not included in the error estimate.  

 

Figure 5.1: The relative uncertainty due to nonlinear approximation used in the retrieval algorithm. 

All the pictures and tests shown in this chapter are referred to the inversion of the 24h of measurement spectrum collected on 

10/12/2016 used to illustrate a retrieval example in Section 4.4. 
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The first contribution can be evaluated observing the difference ∆𝐲𝑙𝑖𝑛 between the fit spectrum without the addition of the 

second order polynomial, 𝐲𝑓𝑖𝑡
∗ , and the spectrum obtained using ARTS to calculate the emission expected from the retrieved 

profile �̂� . ARTS does not perform a linear approximation of the general function 𝑓 described in Eq. (2.47), therefore ∆𝐲𝑙𝑖𝑛 is 

equal to: 

  * ˆ
lin fit f  y y x  . (5.1) 

The uncertainty ∆𝐱𝑙𝑖𝑛 that ∆𝐲𝑙𝑖𝑛 causes on the retrieved profile can be calculated with  

 lin linG  x y   (5.2) 

and it has a negligible contribution to the total uncertainty, with a maximum of about 0.1 % at 73 km altitude, see Figure 5.1. 

In order to evaluate the second contribution listed above, the effects on the retrieved profile due to the variation of each 

single parameter used in the measurements calibration and pre-processing was investigated. The difference between the 

profile retrieved using the “correct” value of a specific parameter and the retrieval obtained by changing such value by the 

estimated relative uncertainty of the parameter is considered the contribution 𝝈𝒊 of this parameter to the total calibration and 

pre-processing uncertainty. The total uncertainty from these sources is simply called pre-processing uncertainty in what 

follows. Table 5.1 summarizes the uncertainties of the various parameters involved in the calibration and pre-processing of 

VESPA-22 spectra; when the uncertainty is a function of altitude the minimum and maximum values of the uncertainty are 

reported.  

 

Table 5.1: Uncertainties of the various parameters used in the calibration process and in the forward model computations. When 

the uncertainty is a function of altitude the minimum and maximum values of the uncertainty are reported.  

Parameter Uncertainty (relative or absolute) 

Signal angle 𝜃 ±0.1° 

Noise Diode brightness temperature 𝑇𝑛𝑑 ±1.8% 

Atmospheric opacity 𝜏 ±5% 

Air Temperature profile [±2.1 ± 5.0] K  

Geopotential height [±30 ± 110] m  

Delrin opacity 𝜏𝑑 ±10% 

Spectroscopic parameters  [±1% ±10%] 

 

The total uncertainty 𝜎𝑝𝑟𝑒 is therefore given by: 

 2

pre i    . (5.3) 

In Eq. (5.3) the several pre-processing uncertainty contributes are considered independent, with the exception of the noise 

diode and opacity uncertainties. These two parameters are measured together during the tipping curve procedure and cannot 
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be considered independent. Therefore the noise diode and opacity uncertainties are summed together to get the maximum 

uncertainty from these two sources. This contribute is then summed in quadrature with the other terms of Eq. (5.3).  

 

 

Figure 5.2: Relative contributions to pre-processing uncertainty (red curve). The contributions are: the signal beam angle (yellow), 

the noise diode temperature (green), the opacity (blue), the MLS meteorological profile (orange and brown), the compensating 

sheet opacity (magenta), the spectroscopic parameters (cyan). 

In Figure 5.2, the relative contributions of the various parameters used in the calibration and pre-processing are shown.  

The yellow line shows the 𝜎𝑖 contribution due to the uncertainty on the signal beam angle due to the uncertainty to the angle 

offset measurement (Section 3.11). The green solid line shows the potential relative error on the water vapor mixing ratio 

vertical profile due to the uncertainty on the noise diode temperature 𝑇𝑛𝑑. The blue line in Figure 5.2 shows the contribution 

due to the uncertainty  on the sky zenith opacity 𝜏 (paragraph 3.8.2).  

The brown and orange lines in Figure 5.2 show the 𝜎𝑖‘s due to the temperature and geopotential height uncertainties in the 

meteorological profiles used in the forward calculation. The uncertainties on these parameters are obtained from the MLS 

data quality and description document (Livesey et al., 2015). The magenta line shows the contribution of the uncertainty of 

the compensating sheet opacity, 𝜏𝑑  (see Section 3.10). The cyan line in Figure 5.2 shows the contribution due to 

uncertainties in spectroscopic parameters used in the forward model in order to compute the apriori spectrum and the 

weighting functions (see Section 4.3.1). This spectroscopic contribution has the largest impact on the pre-processing 

uncertainty.  
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Figure 5.3 shows the results of the retrieval of the VESPA-22 data from October 2016 to May 2017 analyzed with the 

spectroscopic model eventually adopted for the analysis of VESPA-22 spectra, hereafter reference model, and the same data 

analyzed with other spectroscopic models. 

 

 

Figure 5.3: (a) averaged water vapor vertical profiles obtained using different spectroscopic models (the blue line is the model 

eventually adopted for the analysis of VESPA-22 spectra, called reference model) and vertical profiles of (b) and (c) the mean 

absolute and relative difference between VESPA-22 profiles obtained using different spectroscopic models minus the reference 

model and (d) their correlation coefficients. The data represented here range from 4 October 2016, to 22 May 2017. The retrieval 

sensitivity range is marked by the dashed horizontal green lines. The spectroscopic parameters are taken from different versions 

of the JPL catalog (versions of years 1985, 2001 and 2012) with the pressure broadening parameter taken from the works of Liebe 

(1989) or Cazzoli et al. (2007) or from the HITRAN catalog (versions 2004 and 2012). 



101 

 

As stated in section 5.1, the reference model line intensity is taken from the JPL 2012 catalog, modified by adding the 

hyperfine splitting of the H2O line (Tschanz et al., 2013) whereas the pressure broadening parameters are taken from the 

work of Liebe (1989). Parameters coming from HITRAN (Rothman et al., 2012) and JPL catalogs (Pickett et al., 1998) from 

different years were compared with one another, as described in the work of Haefele et al. (2009). The JPL catalog does not 

include the pressure broadening and self-broadening parameters, so JPL models were integrated with information coming 

from the work of Liebe (1989) or Cazzoli et al. (2007). Figure 5.3, panel a, shows the mean profiles retrieved using the 

different models. The blue line represents the mean profile obtained using the reference model. Figure 5.3, panels b and c, 

shows the mean absolute and relative difference between the retrieved profiles obtained using other spectroscopic models 

and the reference model. It can be noticed that the water vapor mixing ratio retrieved profile strongly depends on the 

spectroscopic model of choice, with a relative difference between profiles obtained using different models reaching a 

maximum of 10% at the top of the sensitivity range. The correlation coefficient (Figure 5.3, panel d) of the datasets obtained 

with the different models with respect to the reference model dataset is above 0.9 in the sensitivity range. This strong 

correlation indicates that the time series variation of the water vapor profile measured by VESPA-22 is quite independent 

from the model used.  

The spectral uncertainty 𝜎𝑠𝑝𝑒𝑐 can be evaluated using the 𝐒 uncertainty matrix discussed in Section 4.5 and obtained with Eq. 

(4.22). This uncertainty component shows a minor dependence by the level of noise afflicting the spectra, as shown in Figure 

4.16; here is presented a 24h measurement uncertainty. The square root of the diagonal elements of S represents the 

uncertainty of the retrieved profile at different altitudes. VESPA-22 retrieval algorithm employs a second order polynomial 

baseline in order to handle the contribution to the measured spectrum of the higher troposphere-lower stratosphere layers 

below the bottom limit of the sensitivity range and all the spectral contributions to the measurement unaccounted by the 

forward model, such as the potential delrin frequency-dependent emission. The use of a second order polynomial baseline in 

the retrieval process introduces a source of uncertainty in the retrieved profile, hereafter defined “polynomial uncertainty”, 

𝜎𝑝𝑜𝑙. Albeit the use of a first order polynomial is commonly accepted in literature (Nedoluha et al., 2011) the use of the 

second order term can have an impact on the lower stratospheric part of the retrieved profile. In order to estimate the 

uncertainty due to the use of the second order polynomial I take the uncertainty associated to the second order coefficient 

(a2) in the retrieval process (say for example 20%, e.g., a2 = (-5 ± 1) x 10-3) and then perform two retrievals for the same 

spectrum with fixed values of the second order coefficient equal to a2 ± a2 (in the example they would be a2 = -4 x 10-3 

and a2 = -6 x 10-3). The resulting two vertical profiles would then provide an estimate for the uncertainty of the regular 

retrieved profile associated with the uncertainty in the second order coefficient. I found that the average uncertainty of the 

second order coefficient calculated by the optimal estimation routine over the entire dataset (from July 2016 to July 2017) is 

6%, with few retrievals showing more than 20%. I therefore decided to employ a fixed maximum uncertainty on the 

coefficient of 20% for the whole data set, rejecting from the data set those few retrievals (less than 5% of the total) that had 
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an uncertainty larger than 20% in the determination of a2. As expected the polynomial uncertainty computed in this way has 

its maximum impact in the lower stratosphere.  

Figure 5.4 shows the uncertainty calculated for the retrieval shown in Figure 4.11. The overall pre-processing uncertainty is 

shown as a red curve, the spectral uncertainty is indicated as a blue curve, whereas the polynomial uncertainty is indicated as 

a green curve. Finally, the total uncertainty is obtained as 

 2 2 2

pre spec po lt ot       (5.4) 

and it is represented as a magenta line in Figure 5.4. The pre-processing uncertainty contribute dominates the altitude range 

between about 30 and 60 km. From 60 km the spectral and pre-processing uncertainty are comparable whereas the altitude 

above the upper extreme of the sensitivity range (about 72 km) are dominated by the spectral uncertainty that increases its 

intensity with the altitude. The mesospheric water vapor profile is characterized by the maximum of the relative uncertainty. 

This is due to the loss of sensitivity of the instrument due to the limited frequency resolution and to the increase of the 

dominance of the Doppler broadening with respect to the pressure broadening in the mesosphere that not allows to correctly 

resolve the emission from this layer and to the lower values of water vapor concentration characterizing the mesosphere. 

 

Figure 5.4: Vertical profiles of the pre-processing uncertainty (red), the spectral uncertainty (blue), the polynomial uncertainty 

(green), and the total uncertainty (magenta) of VESPA-22 water vapor mixing ratio vertical profiles obtained inverting a 24-hour 

integration spectrum collected on 23 December 2016. 
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The 𝐒𝑒 matrix used in the spectral uncertainty computation is a diagonal matrix with constant diagonal values as described in 

the Section 4.2. The 𝐒𝑒 diagonal value is computed before the smoothing process on the spectrum tails and is constant for all 

channels, so it represents an overestimation of the noise of the spectrum tails on which a 50-channel moving average is 

performed. Figure 5.5, panel a, displays the relative difference between the spectral uncertainty computed using the standard 

𝐒𝑒 matrices of our retrieval algorithm and the spectral uncertainty computed with a non-constant diagonal 𝐒𝑒 matrix that 

takes into account the noise reduction on the spectrum tails produced by the 50-channel moving average. The relative 

difference has been computed for different days of the year; the standard 𝐒𝑒 matrix computation leads an increment of about 

15-35% on the spectral uncertainty between 25 and 50 km of altitude with respect to the other method, depending on the 

season. The overestimation produces small variations on the total uncertainty that, between 25 and 50 km, is dominated by 

the pre-processing and polynomial terms. Figure 5.5, panel b, displays the uncertainty analysis of the 2016/12/10 retrieval. 

The spectral and total uncertainty computed using the standard 𝐒𝑒constant matrix are marked as “standard” in the legend 

whereas the spectral and total uncertainty computed using a non-constant 𝐒𝑒 matrix are marked as “tails centre”.  

 

 

Figure 5.5: (a) The overestimation of the spectral uncertainty caused by the use of a constant 𝐒𝒆 matrix respect to a computational 

method that take into account the noise reduction due to the moving average on the spectrum tails, computed for different days. 

(b) The effect of the overestimation on the total uncertainty computed on December 10, 2016. The spectral and total uncertainty 

computed using the standard 𝐒𝒆constant matrix are marked as “standard” in the legend whereas the spectral and total uncertainty 

computed using a non-constant 𝐒𝒆 matrix are marked as “tails centre”.  

 

 

 

 



104 

 

 

 

 

Chapter 6  

VESPA-22 datasets and intercomparison with Aura/MLS 

As part of my Ph.D. work, I analyzed the first year of data of VESPA-22 and compared it with the AURA/MLS dataset. In 

this chapter, I briefly describe the installation and preparatory campaigns I participated to at Thule, and the results of the 

VESPA-22 data analysis and comparison.  

6.1 The VESPA-22 installation campaigns 

The Ph.D. work described in this thesis included two campaigns at Thule, with the aim to install the instrument at the 

THAAO observatory. The two campaigns were part of the Study of the water Vapour in the polar AtmosPhere (SVAAP) 

project, founded by the Italian Progetto Nazionale Ricerche in Antardite (PNRA). Figure 6.1 shows two pictures of the 

THAAO during the two different seasons. 

The first one was a preparatory campaign; it took place from the mid of February to the mid of March 2016 with the aim of 

preparing the THAAO to the installation of the instrument. During this period several operations of laboratory and 

instrumentation maintenance were effectuated and the design and construction of the laboratory annex and observing 

windows was completed. The instruments already operating at Thule observatory were:  

 a LIDAR system for the stratospheric temperature profile (during night-time) and of the tropospheric backscattering 

profile (di Sarra et al., 1998; di Sarra et al., 2002; Di Biagio et al., 2010);  

 Eppley PSP pyranometer and Kipp&Zonen CGR4 pyrgeometer for the downward shortwave (SW) and longwave 

(LW) irradiance (di Biagio et al. 2012);  

 the millimetre-wave spectrometer GBMS (Muscari et al., 2007) capable of measuring the stratospheric and 

mesospheric concentrations of trace gases such as O3, N2O, CO, and HNO3, as well as the H2O continuum, with a 

spectral window of 600 MHz tunable between approximately 230 and 280 GHz. 
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 Cimel solar photometer (Holben et al., 1998) for solar radiation measurements at 340, 380, 440, 500, 670, 870, 940, 

e 1020 nm.  

During the preparatory campaign, data were collected with the LIDAR system and the GBMS. 

The VESPA-22 installation campaign took place in July 2016. During this period, I installed VESPA-22 and aligned the 

quasi-optical system using the He-Neon laser (Section 3.11). The annex was completed by placing the two fans to blow off 

the snow and was implemented in the laboratory a UPS system in order to minimize damages to the instrumentation due to 

tension losses. In addition, other instruments for the surface radiative budget and for the characterization of the atmospheric 

state were installed for the campaign (Figure 6.2):  

 Eppley PSP pyranometer and PIR pyrgeometer for the upward SW and LW irradiance, respectively,  

 two Licor 190R sensors for the upwelling and downwelling photosynthetically active radiation (PAR),  

 a Metcon actinometer for the downward actinic flux in the 280-700 nm spectral range,  

 a modified CG3 pyrgeometer measuring downward irradiance in the 8-14 µm infrared window,  

 the HATPRO microwave radiometer for the tropospheric profiles of temperature and relative humidity, for the 

precipitable water vapour (PWV), and for the liquid water path (LWP) (Rose and Czekala, 2009; Pace et al., 2015),  

 Heitronics infrared (9.6-11.5 µm) pyrometer for the sky brightness temperature (BT), visible and infrared sky 

cameras for the cloud cover. During the measurement campaign, 23 radiosondes were launched. 
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Figure 6.1: The THAAO observatory in winter and summer. 
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Figure 6.2: Top left and right: down-looking and up-looking radiometers, bottom left: the HATPRO radiometer, bottom right: a 

radiosonde launch. 
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6.2 Overall measurements and MLS comparison 

In order to test the goodness of data collected by VESPA-22, I compared the retrieved profiles obtained from 24-hour 

integration spectra (from 00:00 to 23:59) with version 4.2 of AURA/MLS water vapor vertical profiles. The MLS profiles 

used for this intercomparison are daily mean profiles obtained averaging all MLS profiles collected within a radius of 300 

km centered around VESPA-22 observation point (74.8° N, 73.5° W, see Section 5.1). A measurement of the horizontal 

resolution of VESPA-22 is the horizontal area highlighted by the full width at half maximum angle; for an observation angle 

of 15° at a height of 60 km it is an ellipse with axes of about 55 x 14 km. The horizontal resolution of MLS is reported in 

Table 4.1. 

The intercomparison is carried out using data from 15 Jul 2016 to 2 July 2017. The spectra collected during July, August and 

September 2016 are less continuous and noisier due to testing of the equipment, poor weather conditions, and snow covering 

the zenith observing window (in November 2016 a more powerful fan was installed outside the windows to minimize snow 

deposition). Additionally, there are no measurements carried out by VESPA-22 between 4 and 22 November 2016, and 

between 12 and 16 February 2017, due to poor weather conditions and snow covering the reference beam window, and from 

11 to 16 December 2016, due to technical issues. A few isolated days in which large sky inhomogeneities do not allow the 

correct balance of signal and reference beams have also been removed from the intercomparison. It is worth recalling that the 

signal to noise ratio of VESPA-22 spectra, and therefore the quality of the retrievals, depends on the sky opacity and, 

consequently, on the season, being noticeably better during winter and poorer in summer. This is particularly true for 

microwave instruments installed in the Polar Regions, where the seasonal fluctuations in tropospheric water vapor column 

content are significant. 

Table 4.1 summarizes the characteristics of the Aura/MLS water vapor version 4.2 retrievals (Livesey et al., 2015). 

In order to compare the two datasets, MLS vertical profiles are convolved with VESPA-22 averaging kernels in order to 

match the vertical resolution of VESPA-22 profiles according to: 

  MLS a MLS ax x A x x    , (6.1) 

where �̃�𝑀𝐿𝑆 is the raw (high resolution) MLS water vapor vertical profile, 𝑥𝑎 is the apriori profile, A is Averaging Kernel 

Matrix and 𝑥𝑀𝐿𝑆 is the convolved MLS profile. 

Figure 6.3 shows the MLS measured profile on 23 December 2016 with its full vertical resolution (purple line) convolved 

using Eq. (6.1) (red line), together with the apriori profile (green line) and the VESPA-22 retrieved profile (blue line). The 

MLS convolved profile tends to the apriori profile below 25 km and above 72 km, where the retrieval sensitivity drops. 
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Figure 6.3: The MLS profile measured on 23 December 2016 with high vertical resolution (purple line) compared with the 

convolved profile obtained from Eq. (6.1) (red line) and with the VESPA-22 retrieved profile (blue line) and the apriori profile 

(green line). 

Additionally, VESPA-22 profiles were also compared with MLS profiles smoothed in the vertical by using a 10 km moving 

average and defined as MLS smoothed in what follows. This second set of degraded MLS profiles was generated in order to 

study the correlation between VESPA-22 and MLS datasets without introducing the dependency from one another brought 

by the convolution process (affecting MLS convolved profiles).  

Figure 6.5, panel (a), shows the mean VESPA-22 retrieved profile (in blue) and the mean MLS convolved profile (in red) 

during the comparison period, with their standard deviations indicated with dashed lines. Panel (b) shows the mean 

sensitivity of VESPA-22 retrieved profiles with its standard deviation (solid and dashed lines respectively), which is larger 

than 0.8 from 25 to 72 km altitude. This interval can vary from day to day depending on the noise level of the 24-hour 

integrated spectrum. Panels (c) and (d) display the relative and absolute differences of VESPA-22 water vapor mixing ratio 

mean vertical profile with respect to the MLS mean convolved profile (red line) and with respect to the MLS smoothed mean 

vertical profile (blue line). The largest relative and absolute differences between the two datasets occurs at 72 km, the upper 

limit of the VESPA-22 sensitivity range, and are about -5% and -0.2 ppmv, respectively, with Aura/MLS convolved mean 

profile being larger than VESPA-22 mean retrieval. The mean difference between the two datasets at the extremes of the 

sensitivity range could be reduced using an apriori for VESPA-22 retrievals that is closer to the real atmospheric state, as it 

would be for example a monthly average of MLS mean profiles collected during the same month of the measurement. 
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However, as already discussed in Section 4.2, a climatological apriori allows the identification and study of potential 

interannual water vapor variations. 

  

 

 

Figure 6.4: (a) VESPA-22 averaged water vapor mixing ratio vertical profile with its standard deviation (blue line and blue dotted 

lines) and the mean MLS convolved profile with its standard deviation (red line and red dotted lines); (b) the mean retrieval 

sensitivity profile with its standard deviation (dashed lines); (c) relative and (d) absolute differences vertical profiles between 

VESPA-22 and MLS convolved mean profiles (VESPA-22 minus MLS, red line) with their standard deviation (red dashed lines), 

and between VESPA-22 and MLS smoothed  mean profiles (VESPA-22 minus MLS, blue line) with their standard deviation (blue 

dashed lines). 
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Figure 6.5: (a) vertical profiles of the correlation coefficient between VESPA-22 and MLS convolved profiles (red line), and 

between VESPA-22 and MLS smoothed profiles (blue line); (b) vertical profile of the mean full width at half maximum of VESPA-

22 averaging kernels. The data used for the intercomparison range from 15 July 2016 to 02 July 2017. 

In Figure 6.5, panel (a), the vertical profiles of the correlation coefficient between VESPA-22 and MLS convolved data 

(red), and between VESPA-22 and MLS not convolved data (blue) are shown. The former correlation is about 0.9 or higher 

over the entire sensitivity range whereas the latter is between 0.8 and 0.96. The correlation between VESPA-22 and MLS 

high resolution water vapor profiles is useful to illustrate how the two datasets correlate over the extended altitude range 

from 10 to 80 km. 

Figure 6.5, panel (f), shows the vertical profile of mean values of the full width at half maximum (FWHM) of VESPA-22 

averaging kernels calculated over the comparison period with its standard deviation (blue dashed lines). The FWHM of the 

averaging kernels is a measure of the retrieval vertical resolution (Rodgers, 2000). The single profile vertical resolution can 

vary depending on the level of noise affecting the measured spectrum. 

The correlation between the water vapor mixing ratio profiles of VESPA-22 and Aura/MLS can be evaluated also by looking 

at Figure 6.6, where MLS values at different altitude levels (high resolution in blue and convolved in red) are displayed as a 

function of the VESPA-22 values at the same altitudes. The green lines represent the linear regression of the MLS convolved 

vs. VESPA-22 measurements and the yellow lines the ideal case of perfect agreement. Table 6.1 displays the parameters of 

the linear regressions. The good agreement between VESPA-22 and MLS showed in the previous figures demonstrate the 

good quality of VESPA-22 measurements in the sensitivity range. 
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Figure 6.6: Smoothed (blue dots) and convolved (red dots) MLS water vapor mixing ratio values at five different altitudes plotted 

as a function of the corresponding VESPA-22 measurements obtained during the intercomparison period. The green line shows 

the linear regression between MLS convolved and VESPA-22 measurements whereas the orange line represents the ideal case of 

perfect agreement. The data used for the intercomparison range from 15 July 2016 to 02 July 2017. 
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Table 6.1: Values obtained from the linear regressions between MLS convolved and VESPA-22 measurements at the indicated 

altitudes. 

𝑦 = 𝑎𝑥 + 𝑏 𝑎 𝑏 [ppmv] 2R   

30 km 1.032 -0.214 0.804 

35 km 0.965 0.252 0.787 

40 km 0.815 1.31 0.789 

50 km 0.904 0.725 0.890 

60 km 1.000 0.065 0.972 

65 km 1.011 0.056 0.980 

70 km 1.012 0.109 0.985 

 

In order to show that the convolution operation on the MLS data does not introduce large bias or artificial structures in the 

MLS convolved profiles in Figure 6.7 is shown the mean difference between MLS convolved profiles and MLS high 

resolution profiles (panel (a) and (b)) and their correlation coefficient (c). 

The mean difference between MLS convolved high resolution datasets is within 0.3 ppmv (about 4%) with a maximum at 

about 58 km altitude. The correlation coefficient is about 0.9 in the sensitivity range with the exception of the kilometers 

from 37 to 47 and 25 to 28 where it decreases at about 0.8. 
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Figure 6.7: The MLS convolved profiles and MLS high-resolution profiles (a) absolute and (b) relative mean difference (MLS 

convolved minus MLS high resolution) and (c) correlation coefficient. 

In Figure 6.8 the mean residual obtained from the collected profiles is displayed. These graphs are useful to understand the 

intensity and nature of the baseline of VESPA-22 because the measurement noise is largely reduced by the mean operation 

on a period of about one year. The panel (a) reveals a sine wave baseline of intensity of about 1 mK and a positive maximum 

of about 6 mK correspondent to the line emission peak. It is important to remember that the central 6 MHz are not smoothed 

using the 50-channels moving average resulting in a higher noise level. The peak residual, although represents just the 1% of 

the measurement, can suggest the need for a further improvement to the forward model algorithm in order to better represent 

the emission collected from the higher mesosphere. 
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Figure 6.8: the absolute (a) and relative (b) mean residual (𝐲𝒇𝒊𝒕 − 𝐲) obtained from measurements collected between July 2016 and 

July 2017, with a particular of the emission peak (c) and (d). 

Figure 6.9 and Figure 6.10 show the time series of water vapor mixing ratio values measured at different altitudes by means 

of VESPA-22 (blue dots) and obtained by convolved (red dots) and smoothed (yellow dots) MLS datasets. Note that the y-

axis range changes from one panel to another in order to better display the water vapor variations. In each panel the apriori 

profile value as function of time is showed as a green dashed line.  
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Figure 6.9: Time series at different altitudes (20-45 km) of water vapor mixing ratio values obtained by VESPA-22 measurements 

(blue) and by MLS convolved (red) and smoothed (yellow) datasets, showed with the apriori profile value at the correspondent 

altitude (green dashed line). 
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Figure 6.10: Time series at different altitudes (50-75 km) of water vapor mixing ratio values obtained by VESPA-22 measurements 

(blue) and by MLS convolved (red) and smoothed (yellow) datasets, showed with the apriori profile value at the correspondent 

altitude (green dashed line). 
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The time series, again, show a good agreement between VESPA-22 and MLS measurement. The 60, 65 and 70 km time 

series of both the instruments between April and May show a relative maximum that VESPA-22 underestimate with respect 

to the MLS smoothed measurements; even the 25 km time series shows a difference between VESPA-22 an MLS smoothed 

datasets of about 0.5 ppmv during summer 2016. These differences are caused by the reduced sensitivity of VESPA-22 

retrieval at these altitudes due to the large sky opacity and poor weather conditions characterizing these periods of the year 

that constrains the retrieval more strictly to the apriori profile. The winter 25 km time series (when the sensitivity at this 

altitude is above 0.8) demonstrates the quality of VESPA-22 measurements at the bottom limit of the sensitivity range and 

the absence of unphysical results introduced by the use of the second order polynomial baseline in the retrieval algorithm.  

Figure 6.11 displays the difference time series between VESPA-22 and MLS smoothed datasets for three different altitude 

levels.  

 

Figure 6.11: Time series of absolute and relative difference VESPA-22 minus MLS convolved dataset for three different altitudes. 

In order to provide a more complete, albeit less quantitative, overview of the VESPA-22 and convolved MLS time series, 

Figure 6.12 shows contour maps of VESPA-22 (in color) and MLS convolved (black line) water vapor profiles. Two white 

lines represent the altitudes of the extreme of the sensitivity range; the extreme altitude depends both by the season and by 

the weather condition. In this picture, the large seasonal variability experienced by the water vapor vertical profile can be 

appreciated. The data collected by both instruments revealed a large scale summer upwelling with the water vapor profiles 

reaching an absolute maximum in August 2016 at 50 km of height of about 8.3 ppmv (see Section 1.2). 
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During fall and winter, the maximum of the water vapor mixing ratio profile lowers its altitude to about 30 km in January 

2017, due to the air subsidence inside the polar vortex (Section 1.2). The great difference between water vapor profiles in the 

regions inside and outside of the polar vortex can be noted on the map in the measurement of both instruments. A steep 

gradient in water vapor mixing ratio is observed between 25 and 40 km altitude in December and in the second half of 

January, due to the polar vortex that shifts away from Thule for periods of about two weeks. A large variability characterizes 

the spring, from the second part of March to May. Both instruments also observe the return of the water vapor mixing ratio 

to pre-winter values in mid-April, possibly indicating the occurrence of the vortex final warming, with the re-establishment 

of a maximum in the mixing ratio profile at about 50 km altitude.  

 

 

Figure 6.12: A map showing the VESPA-22 retrieved profiles (colored map) compared to MLS convolved profiles (black lines). 

The blank areas characterize the interruption period longer than three days. The white lines represent the extremes of the 

sensitivity range. 

In order to show a further argument to demonstrate that the convolution operation does not introduce artificial structures on 

MLS dataset but is just a “smoothing” process, the Figure 6.13 offers a qualitative comparison between VESPA-22 dataset 

and MLS high resolution dataset. In order to take into account the higher MLS vertical resolution, 3-days moving averages is 
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applied on both dataset. Observing the two maps of this section it can be seen as they present the same structures, as for 

example the step gradient in the second part of January and the higher variability in spring. 

 

 

Figure 6.13: A map composed using 3 days moving average of the VESPA-22 (color) and MLS high resolution (black contour 

lines) measurements. The blank areas characterize the interruption period longer than three days.  

6.3 The polar vortex and the VESPA-22 measurements 

The polar vortex formation started at the end of September; the vortex lays above Thule region until the second part of 

February, when it moved to the Siberian region. The evolution of the vortex is shown by the maps of water vapor mixing 

ratio on the Northern hemisphere at 850 K of potential temperature measured by MLS, reported in Figure 6.15.  
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Figure 6.14: The maps of water vapor mixing ratio at 850 K of potential temperature measured by MLS measurements 

(https://mls.jpl.nasa.gov/data/gallery.php). 
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Figure 6.15: The maps of water vapor mixing ratio at 850 K of potential temperature measured by MLS measurements 

(https://mls.jpl.nasa.gov/data/gallery.php). 

 

The potential temperature is the temperature that the parcel would acquire if adiabatically brought to a standard reference 

pressure. This quantity can be used to characterize the different altitude levels and is computed according to 
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where 𝑇  and 𝑃  are respectively the air pressure and temperature, 𝑃0  is the reference pressure, 𝑅  and 𝑐𝑝  are the air gas 

constant and specific heat at constant pressure.  

The air inside the polar vortex is characterized by a high amount of water vapor at the 850 K potential temperature level due 

to the subsidence; therefore, the steep gradient in the water vapor concentration shown in the maps can identify the vortex 

edge. The great difference between water vapor profiles in the regions inside and outside the polar vortex can be noted in 

Figure 6.12 in the measurement of both instruments. A steep gradient in water vapor mixing ratio is observed between 25 

and 40 km altitude in December and in the second half of January, due to the polar vortex that shifts away from Thule for 

periods of about two weeks (see 5/12, 10/12 and 30/01 maps in Figure 6.14 and Figure 6.15).  

The relation between the polar vortex edge position and the steep gradients in the VESPA-22 measurements can be verified 

also observing the evolution of the MLS temperature profiles measured during winter shown in Figure 6.16.  

 

Figure 6.16: The temperature profiles measured by MLS in correspondence with VESPA-22 winter measurements. 

A stable polar vortex lays above Thule from the second part of December to the last week of January, determining the 

minimum of 190 K in stratosphere at about 30 km. The polar vortex shifting away from Thule provokes the temperature rises 

measured by MLS in December and last part of January. The polar vortex returns above the observation point during the first 

part of February, then moved to Siberian region.  
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Figure 6.17: The potential vorticity over the observation point versus time at different potential temperature levels (from Goddard 

Space Center Automailer). 

 

Figure 6.18: The water vapor vmr measured by VESPA-22 versus time at different potential temperature levels. 
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Figure 6.17 and Figure 6.18 show respectively the potential vorticity over the observation point during winter (data from 

Goddard Space Center Automailer, Lait et al., 2005) and the water vapor vmr measured by VESPA-22 versus time at 

different altitude levels, expressed in terms of potential temperature. The levels of potential temperature shown are referred 

to about 24, 31, 35, 40, 45, 50 and 55 km altitude.  

The air inside of the polar vortex is characterized by a higher value of potential vorticity with respect to the mid-latitude so it 

is useful to describe the vortex development (Di Biagio et al 2010). The potential vorticity can be computed according to: 
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where 𝜌𝑎𝑖𝑟 is the air density 𝜁𝑎 is the absolute vorticity and 𝜃𝑇 is the potential temperature. 

According to what seen in Figure 6.15 and Figure 6.16 the period from 15 December 2016 to 22 January 2017 is 

characterized by high value of potential vorticity and water vapor vmr in the mid stratosphere because of the subsidence 

effect. The step gradient characterizing the vortex edge is present on the 600 K, 850 K and 1000 K time series (24, 31, 35 

km). The high stratosphere and the lower mesosphere time series (1800, 2200 and 2700 K) show a decrease during the same 

period caused by the air from upper region moving to the stratosphere due to the subsidence inside the vortex. Table 6.2 

shows the correlation coefficients computed between the potential vorticity and water vapor vmr time series shown in the 

previous figures. As described a strong positive correlation characterizes the mid-stratospheric time series and a negative 

correlation the high stratosphere and mesosphere. The 1350 K level (40 km) don’t seem to be influenced by the polar vortex 

passage, maybe due to the small gradient between the air inside and outside the vortex at this altitude with respect to the 

natural daily water vapor fluctuations (see Figure 6.12 and Figure 6.18). 

Table 6.2: The correlation coefficient between VESPA-22 water vapor vmr measurements and the potential vorticity over the 

observation point (from Goddard Space Center Automailer) at different potential temperature levels. 

Potential temperature [K] Approximate altitude [km] Correlation coefficient 

600 24 0.891 

850 31 0.937 

1000 35 0.877 

1350 40 0.287 

1800 45 -0.638 

2200 50 -0.667 

2700 55 -0.231 

 

Figure 6.19 and Figure 6.20 show the altitude of some levels of vmr in the VESPA-22 retrieved profiles. As suggested by Di 

Biagio et al. (2010), during the periods in which the polar vortex prevents intrusions from mid-latitude air, these figures 
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allow recognizing the subsidence of air masses. The dots and stars in Figure 6.19 represent the vmr levels respectively below 

and above the profile maximum. For certain measurements the dot and the star are coincident; this indicates that the 

indicated vmr is the profile maximum for that measurement. Figure 6.20 displays the time series of the altitudes of the 

different vmr levels with their uncertainties. The uncertainties have been calculated by half of the differences between the 

altitudes associated to the profiles �̂� + 𝜎 and �̂� − 𝜎, where �̂� is the VESPA-22 measured profile and 𝜎 the profile uncertainty 

(see Chapter 5). A downward movement characterizes the autumn and winter, interrupted by the vortex shifting away from 

Thule in December and January. The steep gradients identified in December and January can be recognized by the peaks in 

the altitude time series. Examining individually the stratosphere during the months of October and January does not reveal a 

recognizable tendency due to the uncertainty afflicting the altitudes time-series; these are constant within their uncertainty, 

although the altitudes of the vmr levels are lower in January, with respect to October. It is not possible to provide a good 

estimate of the downward velocity in stratosphere merging together the information of the period October-January due to the 

possible air mixing caused by the vortex shifting on December. A downward tendency characterizes the mesospheric air in 

October. The vertical velocity can be estimated by means of a linear fit.  

 

Figure 6.19: The altitude of different levels of vmr in the VESPA-22 water vapor retrieved profiles. The dots and the stars 

represent the altitude of vmr levels below and above the profile maximum, respectively. The black dashed lines show the fit results 

for the different vmr levels. 
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Figure 6.20: the altitude of some of the different levels of vmr in the VESPA-22 water vapor retrieved profiles and their 

uncertainties, represented by the error bars. 

The fit results for the different vmr levels are reported in Table 6.3. The vertical velocity uncertainty is calculated as the half 

of the difference between the maximum and minimum values of the angular coefficient of the linear fits within the altitude 

uncertainty. Defined ℎ(𝑡𝑖) the altitude time-series and 𝛿(𝑡𝑖) the altitude uncertainty time-series, the uncertainty is therefore 

computed by means of the difference between the angular coefficients of the ℎ(𝑡𝑖) ± 𝑝(𝑡𝑖)𝛿(𝑡𝑖) fits, where 𝑝(𝑡𝑖) is a linear 

function which is equal to -1 for the first measurement of the time-series and 1 for the last one. From December to the end of 

March the mesospheric air does not show evident tendencies. The late spring is characterized by the disappearing of the 

polar vortex with the intrusions of mid-latitude air.  
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Table 6.3: The calculated vertical velocity of the air characterized by different vmr levels during autumn and winter with the 

calculated uncertainty, the 𝑹𝟐 values of the different fits and the altitude calculated for the vmr levels on the 04/10/2016. 

vmr level Vertical velocity [km/day] 𝑅2 Altitude(04/10/2016) [km] 

5.5 ppmv (above maximum) -0.29±0.13 0.85 66±2 

6.0 ppmv (above maximum) -0.29±0.13 0.86 64±3 

6.5 ppmv (above maximum) -0.28±0.13 0.86 61±3 

7.0 ppmv (above maximum) -0.28±0.17 0.85 58±3 

7.5 ppmv (above maximum) -0.33±0.21 0.68 55±3 

8.0 ppmv (above maximum) -0.28±0.19 0.60 50±3 

6.4 Measurements monthly analysis 

Given the large variability that stratospheric water vapor mixing ratio profiles can experience in Polar Regions, in particular 

during winter and spring, Figure 6.22 and Figure 6.22 are meant to illustrate the variations of VESPA-22 averaged mixing 

ratio profiles over the twelve months of reported measurements, and how the difference between VESPA-22 and MLS 

profiles and the retrieval characteristics varies from month to month. Figure 6.21, panel a, shows the monthly average 

profiles collected by VESPA-22. The maximum of mixing ratio in summer can be noticed in panel a, decreasing over time 

and lowering its altitude in winter due to the polar vortex. The inverse process occurs in spring at the disappearing of the 

polar vortex with the large scale upwelling characterizing the summer. Panel (b) displays the monthly mean of the sensitivity 

during the different months. The noise increases in summer and spring due to the increased amount of water vapor and 

atmospheric opacity and unstable meteorological conditions. Therefore, the sensitivity range during these seasons is reduced 

with a minimum reached in spring 2017, months characterized by prolonged periods of bad weather. In these months, the 

sensitivity range is from about 30 to 65 km. In winter the dryer atmosphere and more stable weather conditions produce 

cleaner spectra. The maximum sensitivity is reached in January 2017, with a sensitivity range from 24 to 75 km. Panel (c) 

and (d) show the absolute and relative difference with the monthly average of convolved MLS profiles. In stratosphere and 

lower mesosphere the differences are within 0.25 ppmv (4%). In the upper mesosphere the absolute value of the difference 

increases, reaching about -0.4 ppmv at 68 km in September and -0.35 ppmv at 75 km in January. The extreme low values of 

water vapor mixing ratio in winter mesosphere lead an increment of the absolute value of the relative difference of the winter 

months that reaches a maximum of -14% at 75 km, in January. These larger differences are not present in the summer, due to 

the higher values of water vapor concentration reached in this period. The summer months (July-September 2016) and the 

month of January show relative maxima in the absolute value of the difference in stratosphere that reaches +0.25 ppmv 



129 

 

(+4%) in August at about 30 km of altitude and -0.25 (-4%) at 32 km of altitude in January. A bias of about -10% between 

MLS and measurements of other instruments is documented in the literature as in the relation produced by The SPARC Data 

Initiative of 2017 (SPARC, 2017) and in Read et al. (2007).  

 

 

Figure 6.21: (a) Monthly averages of the VESPA-22 water vapor mixing ratio profiles, (b) monthly means of the sensitivity range 

of the retrieved profiles. Panels (c) and (d): absolute and relative monthly means of the difference between VESPA-22 and MLS 

convolved datasets (VESPA-22 minus MLS). 

Figure 6.22 panels (a) and (b), displays the difference between VESPA-22 retrievals and the MLS smoothed dataset. The 

difference is within 0.6 ppmv, about 10% in the stratosphere and lower mesosphere, with the exceptions of peaks in March 

and April at 57 km where the relative difference reaches 12%. Even in the upper mesosphere the relative differences are 
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within 10% in the sensitivity range, with the exception of the months of April and January, where the absolute value of the 

differences reaches maxima of respectively -14% (-0.7 ppmv) at 65 km and -14% (-0.4 ppmv) at 75 km, the upper limits of 

the sensitivity range for those months. The January peak in the relative difference is due to the extreme low values of water 

vapor mixing ratio in winter mesosphere. Panel (c) displays the nominal altitude of the AKs versus the peak altitudes: 

according to what stated in Section 4.5, there is not a strong variation during the different months. Panel (d) displays the 

AKs’ FWHM. Both these parameters depend on the noise level, with worse values during summer and spring and better ones 

in winter.  

 

 

 

Figure 6.22: Panels (a) and (b) display absolute and relative monthly means of the difference between VESPA-22 and MLS 

smoothed datasets. Panels (h) and (g) display monthly means of the peak altitude versus their nominal altitude and the FWHM of 

the AKs. 
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The noise level can be argued observing Figure 6.23 in which the monthly means of the residual are displayed. In particular, 

stronger oscillations are present on spectra collected in August and September 2016 and June 2017. The higher residuals are 

caused by the unstable weather conditions characterizing these months and water molecules deposition on the observing 

windows, increasing their reflectivity. 

 

Figure 6.23: The absolute (a) and relative (b) monthly means of the VESPA-22 residual  𝐲𝒇𝒊𝒕 − 𝐲.  

Figure 6.24 shows the absolute and relative difference between MLS convolved and MLS high-resolution datasets. The 

differences are within 0.8 ppmv (10%) in the stratosphere and lower mesosphere in all the examined months with the 

exceptions peaks at 38 km in November 2016 and at 58 km in spring. The difference increases above 65 km where the 

retrieval sensitivity decreases. 

The monthly variability can be quantified through the standard deviation of the retrieved profiles, shown in Figure 6.25. The 

upper mesosphere is characterized by a higher variability; the standard deviation is higher than the VESPA-22 uncertainty 

characterizing retrieved profiles in this layer (Figure 5.4) so this cannot be ascribed uniquely to a loss of precision of the 

instrument, but it is related to the air mass dynamics. The panel (b) reveals that the summer months are characterized by a 

lower relative variability with respect to other periods of the year. The relative standard deviation maxima measured in 

December and January at about 30 km of altitude are caused by the gradients measured in the stratosphere in these months 

caused by the movements of polar vortex with respect to Thule (see Figure 6.12). 
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Figure 6.24: The absolute (a) and relative (b) monthly means of the difference between MLS convolved and MLS high resolution 

datasets (convolved minus high resolution profiles). 

 

Figure 6.25: The absolute (a) and relative (b) value of the monthly standard deviation of VESPA-22 retrieved profiles. 

6.5 Opacity and precipitable water vapor measurements 

Deuber et al. (2005) provide an estimation of the amount of precipitable water vapor (PWV) presented in the atmosphere 

from opacity measurements using a simple technique. The PWV is measured in mm and is defined according to  
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where the integral is from the ground to the top of the atmosphere 𝜌(𝑧) is the water vapor density and 𝐶𝐻2𝑂 is the water 

vapor mass for volume unit.  

The atmospheric opacity in the 22.23 GHz region depends on the amount of water vapor in the atmosphere. Deuber et al. 

2005 assume a direct proportionality between PWV and optical depth 𝜏.  

 1 2PWV k k   . (6.5) 

The coefficients 𝑘1 and 𝑘2 are site dependent and can be computed through a linear fit between VESPA-22 and HATPRO 

measurements (Rose and Czekala, 2009; Pace et al., 2015) installed at the THAAO. HATPRO can measure the PWV with an 

uncertainty of the order of 0.06 mm. The Eq. (6.5) does not take into account the contribution to the opacity due to the liquid 

water so it should be used only during fair weather. 

In order to take into account the contribution of the air oxygen and nitrogen to the measured opacity, I simulated the opacity 

of a dry atmosphere during different periods of the year using ARTS. The meteorological profiles used for the calculation 

were the same used to compute the weighting functions for the retrievals (see Section 4.3). The calculations were performed 

on the altitude grid from the ground to 110 km of altitude. Figure 6.26 displays the opacity as function of frequency obtained 

from these simulations whereas Table 6.4 reports the mean values obtained averaging on the frequency grid of the different 

simulations. The dry contribution to the opacity 𝜏𝑑𝑟𝑦 shows small variations during the year with respect to the total opacity, 

with a standard deviation less than 0.01. In the followings calculation the dry opacity is represented as constant with time 

and equal to the mean results of the simulation, equal to 0.016. This value is subtracted to all the VESPA-22 opacity 

measurements in order to take into account only the water vapor contribution 𝜏𝐻2𝑂 in the calculations: 

 
2H O dry      (6.6) 
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Figure 6.26: the opacity of a dry atmosphere simulated using ARTS during different periods of the year. 

 

Table 6.4: the value of the dry atmosphere opacity averaged on the frequency range of the different simulations. 

Date opacity averaged on frequency 

10/08/2016 0.0147 

10/10/2016 0.0161 

10/12/2016 0.0171 

10/02/2017 0.0166 

10/04/2017 0.0160 

10/06/2017 0.0156 

 

In Figure 6.27 the HATPRO PWV measurements from July 2016 to February 2017 are shown versus the VESPA-22 𝜏𝐻2𝑂 

measurements, both collected during fair weather. The green line is the result of a linear regression between the two datasets. 

The fit results are reported in Table 6.5. 
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Figure 6.27: the PWV versus the 𝝉𝑯𝟐𝑶  (blue dots) both measured during clear sky conditions by HATPRO and VESPA-22 

respectively and the linear fit (green line). 

Deuber et al. (2005) suggest a small correction to the linear relation shown in Eq. (6.5), taking into account the tropospheric 

temperature 𝑇𝑡𝑟𝑜𝑝 

 tropPWV a b T c     . (6.7) 

Eq. (6.7), as Eq. (6.5), does not take into account the contribution of clouds liquid water content to the measured opacity and 

therefore can be used only during cloud-free conditions.  

The coefficients 𝑎, 𝑏 and 𝑐 used in the Eq. (6.7) are site dependent and can be calculated fitting the values of 𝜏𝐻2𝑂 measured 

by VESPA-22 and the 𝑇𝑡𝑟𝑜𝑝 estimated from surface temperature by means of Eq. (3.15) (see Section 3.8.1) with the PWV 

measurements of HATPRO during clear sky condition as in the linear fit. The results are reported in Table 6.6. For the 

calculations of the coefficients were used HATPRO data collected during fair weather from July 2016 to February 2017. 

Figure 6.28 displays the PWV as function of 𝜏𝐻2𝑂
 for different values of 𝑇𝑡𝑟𝑜𝑝 as modeled by Eq. (6.7) using the parameters 

reported in Table 6.6. 

Figure 6.29 displays the opacity measured by VESPA-22 during the twelve months analyzed. The peaks in the time sequence 

characterize the bad weather periods. The opacity is higher in summer and reaches a minimum in winter when the 

atmosphere is drier. In order to select the measurements collected during fair weather a threshold values as function of time 

was set. The threshold is equal to a three months moving average of the collected values multiplied by a factor 1.1; this 

operation exclude the opacity peaks and all the values collected during cloudy conditions. In Figure 6.29 the threshold is 
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represented by the red line, whereas the orange and blue dots are the measurements collected during cloudy and fair weather 

respectively.  

 

Figure 6.28: the PWV as function of 𝝉𝑯𝟐𝑶
 for different 𝑻𝒕𝒓𝒐𝒑 values as modeled by Eq. (6.7) with the parameters reported in Table 

6.6.  

Table 6.5: The linear fit results 

𝑘1 131.8±0.4 [mm] 

𝑘2 -0.22±0.02 [mm] 

𝑅2 0.986 

 

 

Table 6.6: Eq. (6.7) fit results 

𝑎 -126±11 [mm] 

𝑏 0.96±0.04 [mm
1K 
]  

𝑐 0.06±0.02 [mm] 

𝑅2 0.995 
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Figure 6.29: The opacity measured by VESPA-22. The orange dots are above the threshold (red line) and are identified as cloudy 

weather, whereas the blue dots, below the threshold, are identified as fair weather.  

The values of 𝑇𝑡𝑟𝑜𝑝 versus time are displayed in Figure 6.30. Figure 6.31 shows the time series of the PWV measured by 

HATPRO during fair weather (red dots) used to calibrate the parameters of Eq. (6.7). The green dots display the 

measurement collected by HATPRO during cloudy weather and precipitation. These measurements were not used in the 

parameters calculation. The blue dots are the PWV values obtained from VESPA-22 measurements using Eq. (6.7) with the 

Table 6.6 coefficients during fair weather whereas the orange dots are the VESPA-22 measurements collected during cloudy 

weather. These last data are not reliable due to the not-negligible liquid water content in the atmosphere. The cyan stars are 

the measurement of PWV obtained by means of radiosondes. As expected, the PWV has a maximum in summer and 

decreases in winter. The peaks in the PWV sequence characterize the periods of precipitation or cloudy weather.  
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Figure 6.30: The tropospheric temperature estimated from surface temperature (see Section 3.8.1) 𝑻𝒕𝒓𝒐𝒑  used to analyze the 

VESPA-22 data.  

 

In order to evaluate the uncertainty of the PWV values obtained by means of Eq. (6.7) in Figure 6.32 are shown the absolute 

and relative difference between VESPA-22 and HATPRO PWV measured with fair weather during the calibration period 

and between VESPA-22 PWV, HATPRO PWV and the PWV measured by means of radiosondes. The mean of the 

difference between VESPA-22 and HATPRO PWV time series is 0.024 mm (1.2%) whereas its standard deviation is 0.27 

mm (8%). This last value can be used as the uncertainty of VESPA-22 PWV estimation. The mean difference between the 

estimate of PWV of VESPA-22 and the radiosondes measurements is about 0.1 mm (6%) while the difference standard 

deviation is about 0.3 mm (9%). The greater relative difference between VESPA-22 PWV and radiosondes measurements is 

due to the low amount of PWV (of the order of 1 mm) in the atmosphere although the absolute difference is comparable to 

the values measured in summer and autumn. Both VESPA-22 and HATPRO overestimate the PWV with respect to the 

radiosondes of about 0.2 mm during winter period. 
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Figure 6.31: The PWV measured by HATPRO during fair weather (red dots) and cloudy weather (green dots) and the VESPA-22 

measurements obtained by means of Eq. (6.7) during fair weather (blue dots) and cloudy weather. The periods of fair weather 

from July 2016 to February 2017 are used to calibrate the coefficients of the equation. The cyan stars are the PWV measurements 

obtained by means of radiosondes. 



140 

 

 

Figure 6.32: The absolute (a) and relative (b) difference between the PWV measured by HATPRO and the PWV calculated from 

VESPA-22 𝝉 and 𝑻𝒕𝒓𝒐𝒑 by means of Eq. (6.7) and between VESPA / HATPRO PWV and radiosondes measurements during fair 

weather. 
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Summary and future work 

This Ph.D. thesis is centered on the development and improvement of the acquisition software and the data analysis 

algorithms of the ground-based 22.23 GHz spectrometer VESPA-22 (water Vapor Emission Spectrometer for Polar 

Atmosphere at 22 GHz), on the instrument installation and on the analysis of the first year of data collected. 

The instrument is characterized by a full width at half maximum encompassing 3.5°, granting the observation of the signal 

beam at angles as low as about 12° above the horizon. VESPA-22 observes the stratospheric emission by means of the 

balancing beam technique; a delrin sheet is employed as grey body absorber adding its emission to the reference beam.  

There are no evident artifacts larger than 2 mK affecting the measured spectra. Instrument calibration is regularly performed 

using two noise diodes and occasionally liquid nitrogen. The brightness temperature of the diodes is measured during tipping 

curve calibrations and checked periodically against liquid nitrogen calibrations. The calibrating noise diode temperature is 

estimated with an uncertainty of 1.3%, evaluated confronting calibration results obtained by means of tipping curves and 

liquid nitrogen, and the standard deviation of the differences between the two noise diodes time series.  

The main goals of my work were to improve, automate and develop the instrument acquisition software, the measurement 

procedures, the data analysis and retrieval algorithms, to analyze the data collected by the instrument and validate them 

against concurrent well validated data sets.  

In order to achieve these tasks many features have been added to the VESPA-22 acquisition software, as the implementation 

of a second noise diode, the automatic mode that allows the instrument to execute the ordinary measurement operations 

automatically, the implementation of a meteorological station into the system, the development of the Sun Pointing 

procedure, the installation of two photodiodes, the development of the antenna repositioning procedure and the development 

of the alignment procedure. I also prepared the instrument for the installation at the THAAO and I participated in the 

preparatory and installation campaign at Thule, Greenland in February-March 2016 and July 2016.  

VESPA-22 operated automatically with minimum need of maintenance for about one year, proving the robustness of the 

hardware and the acquiring system. As part of the Ph.D. work, an evaluation technique of the mean tropospheric temperature 

𝑇𝑡𝑟𝑜𝑝 needed in the VESPA-22 calculations has been developed from the measured surface temperature, taking into account 

the seasonal variations through the measurements obtained by radiosondes launched during the year.  

The retrieval algorithm of VESPA-22 spectral data is based on the optimal estimation technique; the retrieval altitude range 

is from 10 to 110 km of altitude, but the retrieved profiles from 24-hour integration spectra have a mean sensitivity larger 

than 0.8 from about 25 to 72 km of altitude and a mean vertical resolution from about 12 to about 23 km. The instrument is 

able to retrieve profiles from spectra integrated for less time reducing its sensitivity range and its vertical resolution. A 
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second-degree polynomial is added to the spectrum fit in order to simulate the effect of the upper tropospheric emissions and 

a possible delrin baseline. 

I elaborated a procedure to estimate the measurement noise affecting the measured spectra through a two-step retrieval in 

which the noise is computed through the difference between a first step retrieval fit spectrum and the measured spectrum. In 

order to provide a forward model for the retrieval algorithm, as part of this thesis work, the ARTS software (Eriksson et al., 

2013) was programmed to simulate the VESPA-22 measurement technique; ARTS produces a virtual measurement resulting 

in the difference of two simulated spectra, one at the zenith and another to an angle close to the horizon, just as a real 

VESPA-22 measurement. In order to improve the forward model tropospheric simulation in the calculations, the PWV 

measured by the HATPRO (Rose and Czekala, 2009) radiometer operating side by side with VESPA-22 at the THAAO is 

also taken into account.  

As part of this thesis work, I analyzed the first year of data collected by the instrument at the THAAO. The uncertainties of 

the various parameters used in the data processing and calibration have been evaluated; the total uncertainty is the square 

sum of the contributions of calibration, pre-processing and spectroscopic parameters, measurement noise, and the uncertainty 

due to the use of the second order polynomial baseline. In the sensitivity range of VESPA-22 retrievals, the total uncertainty 

is about 5-6 % from 26 to 60 km increasing to about 12% at 72 km. The VESPA-22 and AURA/MLS (Waters et al., 2007) 

retrieved profiles during a period from July 2016 to July 2017 have been analyzed and compared. The VESPA-22 data used 

in the comparison are the results of retrievals from 24-hour integration spectra while MLS data are the daily mean profiles 

collected by MLS in a radius of 300 km around VESPA-22 observation point. VESPA-22 and MLS convolved datasets show 

a good correlation with a correlation coefficient of about 0.9 or higher. No significant bias between the two datasets was 

observed in the altitude range from 25 to 60 km, whereas in the altitude range from 60 to 72 km the value of the mean 

difference (VESPA – MLS) reaches -5% (-0.2 ppmv) at 72 km.  

The results described in this work proved that VESPA-22 is capable of carrying out reliable water vapor stratospheric 

measurements during different seasons and weather conditions, even during spring and summer, although the data collected 

in these periods are affected by larger noise with respect to other seasons, due to larger amounts of tropospheric water vapor.  

VESPA-22 is capable of observing the seasonal variations of the water vapor concentration vertical profile in the 

stratosphere, as for example the water vapor subsidence occurring inside and at the edge of the polar vortex. The monthly 

averages of VESPA-22 retrieved profiles and MLS convolved dataset in stratosphere and lower mesosphere are within 0.25 

ppmv (4%); in the upper mesosphere the absolute value of the difference increases, reaching about -0.4 ppmv at 68 km in 

September and -0.35 ppmv at 75 km in January. The extreme low values of water vapor mixing ratio in winter mesosphere 

lead an increment of the absolute value of the relative difference of the winter months that reaches a maximum of -14% at 75 

km, in January. Furthermore, VESPA-22 retrievals correctly represent the rapid variations that can occur in the stratosphere, 

as demonstrated by the large water vapor gradients measured in December and late January/early February and then during 

April and May (see Figure 6.12) by both VESPA-22 and Aura/MLS. The monthly analysis of the VESPA-22 dataset reveals 

a larger variability characterizing the mesosphere in particular during autumn, spring and summer. 
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The autumn-winter air mass descending rate has been evaluated by means of VESPA-22 measurements, resulting in a mean 

value of 0.28±0.15 km/day for mesospheric air. In stratosphere the measurements collected during October and January does 

not reveal a recognizable tendency due to the uncertainty afflicting the altitudes time-series; these are constant within their 

uncertainty. Although the altitudes of the vmr levels are lower in January, with respect to October, it is not possible to 

provide a good estimate of the downward velocity in stratosphere merging together the information of the period October-

January due to the possible air mixing caused by the vortex shifting on December. 

VESPA-22 measurements proved a useful tool to study the polar vortex development; in order to show this, the 

measurements of the period from the second half of November to the first half of February have been correlated with the 

potential vorticity over Thule (data from Goddard Space Center Automailer Service). In this period the vortex shifted away 

from Thule two times, in December and at the end of January. The correlation coefficient is about 0.8 for the 24, 31 and 35 

km time series, while the upper altitudes reveal a negative correlation, according to the subsidence effect following the polar 

vortex. 

I applied the technique described by Deuber et al. (2005) for the estimation of PWV from the measured opacity and 

tropospheric temperature to the VESPA-22 dataset. The coefficients needed to compute the PWV were obtained fitting 

VESPA-22 and HATPRO measurements collected during the calibration period from July to February with fair weather 

condition. This technique allows VESPA-22 to estimate the PWV during clear sky conditions, with an uncertainty of about 

8% obtained from the difference between HATPRO measured PWV and VESPA estimations during the calibration period. 

The peak in the mean residual in correspondence to the emission line peak, shown in Figure 6.8, could suggest the needing 

of a further improvement in the forward model simulation of the mesosphere. A comparison between VESPA-22 and other 

ground-based spectrometers data analysis and retrieval algorithms could be interesting to investigate the dependence of the 

measurement results from the algorithms employed for the analysis. The retrieval algorithm could be improved in order to 

obtain some information on the water vapor concentration profile on the lower part of the stratosphere, above 25 km.  

The Cimel photometer installed at the THAAO provides measurements of PWV (Holben et al., 1998, Bertagnolio, 2013). It 

should be interesting to compare CIMEL and VESPA-22 PWV measurements and the PWV obtained from the AIRS/Aqua 

dataset (Fetzer at al., 2003). The data collected could be used to investigate the evolution of both water vapor concentration 

in the atmosphere and dynamic processes such as the polar vortex development in order to monitor the climate changes 

affecting the Arctic region on pluriannual scale, due to the long lifetime characterizing the ground-based spectrometers. The 

data collected could be analyzed together with the results of the other instruments installed at the THAAO to improve the 

knowledge of the Arctic atmosphere. The instruments installed at the THAAO provide measurements of water vapor 

concentration in both troposphere and mid atmosphere, temperature profiles, clouds composition, trace gases concentration 

and upwelling and downwelling radiation at the surface in both visible and infrared range. All this information composes a 

quite complete picture of the atmosphere and could be used to study the interconnection between the various atmospheric 

properties and the goodness and reliability of radiative transfer and climatic models.  
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