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ABSTRACT
We present the first results of hydrodynamical simulations that follow the formation of galax-
ies to the present day in nearly spherical regions of radius ∼ 20 h−1 Mpc drawn from the
Millennium Simulation (Springel et al.). The regions have mean overdensities that deviate by
(−2, −1, 0, +1,+2)σ from the cosmic mean, where σ is the rms mass fluctuation on a scale
of ∼ 20 h−1 Mpc at z = 1.5. The simulations have mass resolution of up to ∼ 106h−1 M",
cover the entire range of large-scale cosmological environments, including rare objects such as
massive clusters and sparse voids, and allow extrapolation of statistics to the (500h−1Mpc)3
Millennium Simulation volume as a whole. They include gas cooling, photoheating from an
imposed ionising background, supernova feedback and galactic winds, but no AGN. In this
paper we focus on the star formation properties of the model. We find that the specific star
formation rate density at z∼<10 varies systematically from region to region by up to an order of
magnitude, but the global value, averaged over all volumes, closely reproduces observational
data. Massive, compact galaxies, similar to those observed in the GOODS fields (Wiklind et
al.), form in the overdense regions as early as z = 6, but do not appear in the underdense
regions until z ∼ 3. These environmental variations are not caused by a dependence of the
star formation properties on environment, but rather by a strong variation of the halo mass
function from one environment to another, with more massive halos forming preferentially
in the denser regions. At all epochs, stars form most efficiently in halos of circular velocity
vc ∼ 250 km s−1. However, the star-formation history exhibits a form of “downsizing” (even
in the absence of AGN feedback): massive galaxies essentially conclude their star formation
at z = 1 − 2 whereas smaller galaxies continue to make stars to the present day. Additional
feedback, however, is required to limit star formation in massive galaxies.

Key words: galaxies: abundances – galaxies: clusters: general – galaxies: formation – galax-
ies: intergalactic medium – methods: N -body simulations

! E-mail: rcrain@astro.swin.edu.au

1 INTRODUCTION

Numerical simulations have emerged, over the past two decades or
so, as a useful technique for modelling the formation and evolu-
tion of cosmic structures. In particular, they have yielded accurate
predictions for the clustering and evolution of dark matter, a rela-

c© 2009 RAS
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GIMIC/OWLS project

Leiden:
Claudio Dalla Vecchia
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•Star formation guarantees Schmidt law
•Stellar evolution
•Galactic winds
•Metal-dependent cooling

Aims:
•simulate IGM and galaxies together
•investigate numerical/physical uncertainties

Crain, Robert
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Motivation: holistic approach to formation of galaxies 
and clusters

•Simulate cluster/galaxy/dwarf/IGM with same code
•Use zoom technique to overcome dynamic range issues

Code in brief
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SFR follow Schmidt-law Galactic winds

Stellar evolution

Z+J(nu) dependent 
cooling

Code in brief
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OverWhelmingly Large Simulations:
periodic boxes (25,100Mpc) with 
range of physics (30+models)

Galaxy-Intergalactic Medium 
Interaction Calculation
re-simulations within Millennium 
box with a single choice of 
parameters
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Table 1. Simulation Set

Name Box Size (Mpc/h)a Number of Particlesb Comment

AGB0 SNIa0 L100N512 100 512 AGB & SNIa mass & energy transfer off

DBLIMFCONTSFV1618 L025N512 25 512 Top-heavy IMF above nH > 30cm−3 with

wind velocity vw = 1618kms−1 and default

Schmidt law normalization above the threshold

DBLIMFCONTSFV1618 L100N512 100 512 Top-heavy IMF above nH > 30cm−3 with

wind velocity vw = 1618kms−1 and default

Schmidt law normalization above the threshold

DBLIMFV1618 L025N512 25 512 Top-heavy IMF above nH > 30cm−3 with

wind velocity vw = 1618kms−1 and

Schmidt law normalization = 2.083e-5 above the threshold

DBLIMFV1618 L100N512 100 512 Top-heavy IMF above nH > 30cm−3 with

wind velocity vw = 1618kms−1 and

Schmidt law normalization = 2.083e-5 above the threshold

DBLIMFCONTSFML14 L025N512 25 512 Top-heavy IMF above nH > 30cm−3 with

wind mass-loading = 14.545 and default Schmidt

law normalization above the threshold

DBLIMFCONTSFML14 L100N512 100 512 Top-heavy IMF above nH > 30cm−3 with

wind mass-loading = 14.545 and default Schmidt

law normalization above the threshold

DBLIMFML14 L025N512 25 512 Top-heavy IMF above nH > 30cm−3 with

wind mass-loading = 14.545 and Schmidt law

normalization = 2.083e-5 above the threshold

DBLIMFML14 L100N512 100 512 Top-heavy IMF above nH > 30cm−3 with

wind mass-loading = 14.545 and Schmidt law

normalization = 2.083e-5 above the threshold

DEFAULT L025N512 25 512

DEFAULT L100N512 100 512

EOS1p0 L025N512 25 512 Isothermal equation of state, particles with nH > 30cm−3

are instantaneously converted into stars if

they are on the equation of state

EOS1p0 L100N512 100 512 Isothermal equation of state, particles with nH > 30cm−3

are instantaneously converted into stars if

they are on the equation of state

IMFSALP L025N512 25 512 Salpeter IMF, SF law rescaled, wind pars as in DEFAULT

IMFSALP L100N512 100 512 Salpeter IMF, SF law rescaled, wind pars as in DEFAULT

IMFSALPW L025N512 25 512 Salpeter IMF, SF law and wind mass-

loading rescaled (put here the values)

KENNAMPL3x L025N512 25 512 Schmidt law normalization = 4.545e-4 (rather than 1.515e-4)

KENNAMPL6x L025N512 25 512 Schmidt law normalization = 9.09e-4 (rather than 1.515e-4)

KENNSLOPE175 L025N512 25 512 Schmidt law slope = 1.75 (rather than 1.4)

MILL L025N512 25 512 Millenium cosmology:

(Ωm,ΩΛ,Ωbh2, h, σ8, n, Y ) = (0.25, 0.75, 0.024, 0.73, 0.9, 1.0, 0.249)
MILL L100N512 100 512 Millenium cosmology:

(Ωm,ΩΛ,Ωbh
2, h, sigma8, n, Y ) = (0.25, 0.75, 0.024, 0.73, 0.9, 1.0, 0.249)

NOFB L025N512 25 512 No SNII winds, no SNIa energy transfer

NOFB L100N512 100 512 No SNII winds, no SNIa energy transfer

NOFB ZCOOL0 L025N512 25 512 No SNII winds, no SNIa energy transfer,

cooling uses initial (i.e., primordial) abundances

NOFB ZCOOL0 L100N512 100 512 No SNII winds, no SNIa energy transfer,

cooling uses initial (i.e., primordial) abundances

NOHeHEAT L025N512 25 512 No He reheating

REION06 L025N512 25 512 Redshift reionization = 6 (rather than 9)

REION12 L025N512 25 512 Redshift reionization = 12 (rather than 9)

SFTHRESZ L025N512 25 512 Metallicity-dependent SF threshold:

SNIAGAUS L100N512 100 512 Gaussian SNIa delay distribution (pars: )

WML1V848 L025N512 25 512 Wind mass-loading = 1, v = 848 km/s (rather than 2 and 600)

WML1V848 L100N512 100 512 Wind mass-loading = 1, v = 848 km/s (rather than 2 and 600)

WML4 L025N512 25 512 Wind mass-loading = 4 (rather than 2)

WML4 L100N512 100 512 Wind mass-loading = 4 (rather than 2)

WML8V300 L025N512 25 512 Wind mass-loading = 8, v = 300 km/s (rather than 2 and 600)

WPOT L025N512 25 512 Momentum driven wind model

WPOT L100N512 100 512 Momentum driven wind model

WPOTKICK L025N512 25 512 Momentum driven wind model with extra velocity

kick = 2 x local velocity dispersion

WPOTKICK L100N512 100 512 Momentum driven wind model with extra velocity

kick = 2 x local velocity dispersion



Sub-grid model for SF and ISM
What goes in
Effective equation of state (gives the pressure of the gas)

Schmidt law (surface densities)

Surface density threshold

What comes out
Volume density star formation law
Volume density threshold

ΣSFR ∝ Σ
n

gas

P ∝ ργeff

gas (ρgas > ρthr)

J Schaye



Implementation guarantees a 
Schmidt law

Npart = 100

Npart = 12

J Schaye
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Evidence for galactic winds:

At high z: Pettini et al 02

At low z: M82

In absorption
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Implementation of winds:

Schaye & Dalla Vecchia 08
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Fig. 1.—Binned optical depth ratios vs. (left) and vs. (right) for observations (data points with 1 j and 2 j errors) and(med t )/t t (med t )/t tC i H i H i C iii C i C iv v v
various models. Top: Models NF-QG (the Q and QGS backgrounds yield similar results), S-QG S-Q, S-QGS, and T-QG, as per the legend. The effect of changing
the UVB in the T simulations is similar. Bottom: Same as in the top panels, but the particles with cooling time are set to K. The same models4t ! t T p 2# 10c H

are shown, except that the dotted line (“C1”) corresponds to S-QG if only particles with cool (the effect of this change is similar for the other models).t ! 0.1tc H

[See the electronic edition of the Journal for a color version of this figure.]

values, although the trend with is still not reproduced.t /t tC iv H i H i

The QGS models with cooling now predict too much C iv
absorption.
The employed cooling prescription is rather ad hoc. The particle

metallicities may be unreliable because the simulation assumes
perfect mixing at the particle level and zero mixing between par-
ticles once they leave the star-forming gas. Furthermore, heating
is ignored in the calculation of the cooling times, the gas may not
be in collisional ionization equilibrium, conduction is ignored, and
the density may not remain constant as the gas cools. To further
illustrate the sensitivity of the results to the cooling prescription,
the dotted curves in the lower panels of Figure 1 show the results
for the S-QG simulation if the gas cools only when .t ! 0.1tc H

The C iv absorption is lower by about 0.5 dex, nearly independent
of . Varying the final temperature in the range K4t (1–3)# 10H i

has a relatively small effect.
Although metal line cooling may help resolve the discrep-

ancy for C iv/H i, it actually makes the problem worse for
C iii/C iv as can be seen from the bottom right panel of
Figure 1. This indicates that in the simulations, the C iv
absorption arises in gas with too low a density. The level of

predicted by the simulations indicateslog (t /t ) ∼ !0.5C iii C iv

that the C iv absorption with arises in gas,t ! 0.1 d ∼ 1–5C iv

whereas the corresponding observed absorption appears to
occur in gas of (see Fig. 7 of S03). The increased ∼ 10–30
in density that would very likely accompany the gas cooling
may alleviate this problem, but this will have to be determined
using future simulations that include metal line cooling.

Information on the homogeneity of the observed metal dis-
tribution can be inferred by using additional percentiles of the

distribution (S03). In columns (3)–(5) of Table 1, wet (t )C iv H i

give the best-fit offset to the simulations in the 31st, 50th, and
84th percentiles of the C iv distribution. We find that models
that can roughly reproduce the medians cannot simultaneously
reproduce the other percentiles. In all cases, the metals are too
inhomogeneously distributed as compared to the observations
(e.g., in S-QG with cooling, the 31st percentile is too low by
∼0.8 dex while the 84th is too high by ∼0.6 dex, indicating a
wider distribution). This appears to be true independent of the
UVB and the cooling prescription and is hence a rather robust
inconsistency. It is also interesting because while small-scale,
unresolved physical effects such as a multiphase structure of the
IGM and outflows (or emission from interfaces between phases)
are potentially quite important, they seem likely to make the
metals appear less rather than more uniformly distributed.

4. CONCLUSIONS

A major goal for cosmological simulations is to develop a
prescription for feedback with which observations of the IGM
and galaxies can be simultaneously reproduced. We have com-
pared in detail the statistics of C iv and C iii absorption in a
set of six high-quality quasar spectra to that in sim-z ∼ 3–4
ulated spectra drawn from two state-of-the-art cosmological
SPH simulations with a wide range of UVB models and two
different prescriptions for feedback: the simulation of SH03,
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CONFRONTING COSMOLOGICAL SIMULATIONS WITH OBSERVATIONS OF INTERGALACTIC METALS

Anthony Aguirre,1 Joop Schaye,2 Lars Hernquist,3 Scott Kay,4,5 Volker Springel,6 and Tom Theuns7,8
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ABSTRACT

Using the statistics of pixel optical depths, we compare H i, C iv, and C iii absorption in a set of six high-quality
quasar absorption spectra to that in spectra drawn from two different state-of-the-art cosmological simulationsz ∼ 3–4

that include galactic outflows. We find that the simulations predict far too little C iv absorption, unless the UV
background is extremely soft, and always predict far too small C iii/C iv ratios. We note, however, that much of
the enriched gas is in a phase ( K, , ) that should cool by metal line emission—5 7T ∼ 10 –10 r/ArS ∼ 0.1–10 Z ! 0.1 Z,

which was not included in our simulations. When the effect of cooling is modeled, the predicted C iv absorption
increases substantially, but the C iii/C iv ratios are still far too small because the density of the enriched gas is too
low. Finally, we find that the predicted metal distribution is much too inhomogeneous to reproduce the observed
probability distribution of C iv absorption. These findings suggest that strong winds cannot fully explain thez " 6
observed enrichment and that an additional (perhaps higher z) contribution is required.

Subject headings: galaxies: formation— intergalactic medium— quasars: absorption lines

Online material: color figure

1. INTRODUCTION

Analysis of quasar absorption spectra has revealed that the in-
tergalactic medium (IGM) has been polluted with heavy elements
such as carbon, silicon, and oxygen (see, e.g., Cowie et al. 1995;
Songaila & Cowie 1996; Ellison et al. 2000; Schaye et al. 2003,
hereafter S03; Aguirre et al. 2004, hereafter A04; Simcoe et al
2004; Aracil et al. 2004; Boksenberg et al. 2003). At the same
time, observations of starburst galaxies (e.g., Shapley et al. 2003)
have revealed powerful galactic outflows resulting from feedback
processes in galaxies with rapid star formation.
This has led to a picture in which the observed enrichment

results from a phase of strong galactic outflows at duringz ! 2
the epoch of galaxy formation, and various numerical (e.g., Gne-
din 1998; Aguirre et al. 2001; Scannapieco et al. 2002; Cen et
al. 2004) and semianalytic (e.g., Furlanetto &Loeb 2003)models
have been able to very roughly account for the observed level
of metal enrichment. But these comparisons have left many un-
answered questions: Can, for example, simulations reproduce the
detailed density- and redshift-dependent metal distribution? Can
they reproduce the abundance ratios of different elements and
ions? How is enrichment tied to feedback in galaxies, which is
required to suppress runaway star formation?
Recently, both numerical simulations and observational anal-

yses have improved to the degree that some of these questions
can be meaningfully addressed. On the observational side, sta-
tistical analyses of pixel optical depths (S03; A04) have inferred
the distribution of carbon and silicon using absorption by H i,

1 Department of Physics, University of California at Santa Cruz, 1156 High
Street, Santa Cruz, CA 95064; aguirre@scipp.ucsc.edu.

2 School of Natural Sciences, Institute for Advanced Study, Einstein Drive,
Princeton, NJ 08540.

3 Harvard-Smithsonian Center for Astrophysics, 60 Garden Street, Cam-
bridge, MA 02138.

4 Astronomy Centre, University of Sussex, Falmer, Brighton BN1 9QH, UK.
5 Astrophysics, Denys Wilkinson Building, Keble Road, Oxford OX1 3RH,

UK.
6 Max Planck Institute for Astrophysics, Karl-Schwartzschild Strasse 1,

Garching, Munich D-85740, Germany.
7 Institute for Computational Cosmology, Department of Physics, University

of Durham, South Road, Durham DH1 3LE, UK.
8 University of Antwerp, Campus Drie Eiken, Universiteitsplein 1, B-2610

Antwerp, Belgium.

C iv, C iii, Si iv, and Si iii (see also Simcoe et al. 2004, who
find consistent results from the line fitting of C iv and O vi).
These studies have shown quantitatively that the observed in-
tergalactic carbon enrichment is highly inhomogeneous, den-
sity-dependent, nearly redshift-independent, underabundant
(relative to silicon), relatively cool ( K), and persistent5T ! 10
at some level even in gas near the cosmic mean density. Mean-
while, hydrodynamic simulations (e.g., Theuns et al. 2002,
hereafter T02; Springel & Hernquist 2003b, hereafter SH03)
have been produced that probably include all of the galaxies
relevant for enrichment, use prescriptions for feedbackz " 6
that generate galactic winds, and track metals. SH03 and Hern-
quist & Springel (2003) have shown in detail that the star
formation rate of their simulations has converged, i.e., that the
included feedback is sufficient to solve the overcooling prob-
lem; T02 have shown that their simulation does not significantly
disrupt the Lya forest but can roughly account for earlier ob-
servations of C iv absorption if the UV background (UVB) is
extremely soft and if the yield is 3 times solar.
Clearly, it is of interest to carry out detailed comparisons

between state-of-the art observations and simulations that include
galactic winds. One way to do this is to simply compare the
observationally inferred distribution of metals as a function of
density and redshift to that predicted by the simulations. This
could, however, be misleading. For example, hot, collisionally
ionized carbon would be undetectable by observational studies
focusing on C iv. A far more direct and robust method is to
directly compare simulated and observed absorption spectra.This
Letter describes such a comparison. We will draw several qual-
itatively new conclusions from a comparison of absorption by
H i, C iv, and C iii in a set of six QSO spectra to that inz ∼ 3
simulated spectra drawn from the SH03 and T02 simulations.

2. OBSERVATIONS, SIMULATIONS, AND METHOD

We compare our simulations to the observed pixel statistics
published in S03 for the redshift range (the2.479 ≤ z ≤ 4.033
full sample covers ; we employ a smaller range1.654 ≤ z ≤ 4.451
so that all of the data can be combined without binning in red-
shift). The data come from six quasar spectra, Q0420!388,
Q1425"604, Q2126!158, Q1422"230, Q0055!269, and
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Cooling rate

Without ionizing background

With ionizing background
from gals & AGN

Wiersma et al ‘08

Metal cooling and the UV-background
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SFR follow Schmidt-law Galactic winds

Stellar evolution

Z+J(nu) dependent 
cooling

Code in brief
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Zoomed simulations of 5 spheres picked from the 
Millennium Simulation Combine LSS with high numerical resolution

Suite of simulations: 
GIMIC/OWLS

Galaxy-Intergalactic Medium Interaction Calculation
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Motivation for GIMIC:

• include (very) large-scale structure
• good numerical resolution yet able to reach redshift z=0
• formation of unusual objects (massive cluster, deep void)
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Objectives:

•Galaxy properties and environment
•IGM properties and environment
•Interaction galaxies/IGM
•Complementary to OWLS simulations

all using “same” set of numerical parameters

•GIMIC: 5 zoomed simulations in Millennium: 
“astrophysics”
•OWLS: 30+ simulations of periodic boxes, where 
“physics” and “resolution” are varied: “physics”



Tom Theuns22

Overview
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Figure 2. The halo mass function at z = 0 of the 2 extreme GIMIC regions,
−2σ (blue) and +2σ (red) at intermediate resolution. The high resolution
−2σ region is also shown (grey). The global mass function of Reed et al.
(2007, black) is bracketed by the extreme GIMIC regions. Inset is the mass
function of the 0σ region at z = 1.5. The region enclosed by the 16th and
84th percentiles of the mass functions of 100 candidate 0σ spheres drawn
from the Millennium Simulation is shown shaded in green.

3 EVOLUTION OF THE HALO AND STELLAR MASS
FUNCTIONS

3.1 The halo mass function is different environments

As pointed out by Frenk et al. (1988), and discussed more recently
by Cole (1997) and Sheth & Tormen (2002), a fundamental differ-
ence between regions of varying overdensity is the rate at which
their dark matter halo populations evolve. This is reflected in the
clustering bias of halos as a function of mass (Mo & White 1996).
As we shall see below, many environmental effects revealed by our
simulations, for example, variations in the star formation rate den-
sity, can be traced to differences in the halo mass function in dif-
ferent environments. We therefore preface the discussion of star
formation with a brief overview of the evolution of the halo mass
function in each region, including resolution tests.

In Fig. 2, we show the present day halo mass function of the
two extreme regions (−2σ, blue, and +2σ, red) at intermediate
resolution. As noted in Section 2.3, the halo mass in this plot is
taken to be MFOF = MDM

FOFΩm/(Ωm − Ωb), in order to carry
out the most direct comparison possible with the results of dark
matter only simulations. Also plotted is the mass function of the
high-resolution version of the −2σ region (grey). In the region of
overlap, the agreement with the intermediate resolution simulation
is excellent, indicating that the mass function in the latter has con-
verged down to 1 × 1010 h−1 M" (corresponding to ∼ 200 parti-
cles). Extrapolating to the high-resolution simulation, we estimate
that the halo mass function is reliable down to∼ 109 h−1 M". For
subsequent analyses of the baryonic properties of haloes, we there-
fore consider only FoF haloes with at least 200 particles.

The mass functions of the two extreme regions are compared
in Fig. 2 with the global mass function fit of Reed et al. (2007)
which extends to both higher and lower mass scales since it was de-
rived from an ensemble of dark matter simulations covering a wide
dynamic range in mass (including the Millennium Simulation; see

also Jenkins et al. 2001). As expected, the mass functions of the
under- and overdense GIMIC regions bracket the global function.
Whilst the different halo mass functions appear as scaled versions
of one another at high redshift, a critical difference emerges over
time, because the shape of the function evolves markedly. Not only
do the overdense regions contain more mass than the underdense
ones, they are also more dynamically advanced so their clustering
is greater. The most massive haloes form only in the +2σ region;
consequently, by z = 0 this region exhibits many massive haloes,
whilst very few exist in the −2σ region. This finding agrees with
previous numerical and analytical studies of dark matter halo evo-
lution (e.g. Frenk et al. 1988; Mo & White 1996; Sheth & Tormen
2002).

We have explicitly checked that the halo mass functions of the
selected regions at z = 1.5 when they were selected, are consis-
tent with those of all possible candidate spheres in the Millennium
Simulation. As an example, the inset shows the mass function of
the intermediate resolution 0σ region, overplotted on the locus that
encompasses the 16th and 84th percentiles of the mass functions
of 100 spheres that qualified as candidates for the 0σ region (for
details see the Appendix).

3.2 The galaxy stellar mass function

The predicted galaxy stellar mass function as a function of red-
shift provides a useful check of the realism of our simulations. This
function is shown in Fig. 3 and compared with observational data
at z = 2 and z = 0. As in Fig. 2, we show results for the two
extreme regions (−2σ, blue, and +2σ, red), and perform a conver-
gence test using the high resolution −2σ region (grey). This test
shows that at z = 2, the intermediate resolution stellar mass func-
tion has approximately converged for M! ! 109 h−1 M". Below
this value, there are roughly twice as many galaxies in the interme-
diate resolution simulation. This excess almost certainly reflects a
reduction in the importance of supernovae feedback in poorly re-
solved galaxies. At z = 0, the convergence properties are similar:
below M! ∼ 109 h−1 M", the intermediate resolution simulation
overpredicts the number of galaxies by about a factor of 2, and
above this mass, it underpredicts it by a similar factor.

The galaxy stellar mass functions are compared with observa-
tions of the FORS and GOODS deep fields at z = 2 (Drory et al.
2005) and with SDSS data at z = 0 (Li & White 2009). At z = 2,
the data span a factor of 100 in stellar mass. Over this limited range,
the stellar mass functions in the two simulated regions have a sim-
ilar shape to the data and the two regions bracket the data points.
At z = 0, the data span nearly 4 orders of magnitude in stellar
mass. The simulations produce the correct overall number density
of galaxies more massive than 109 M", but they overpredict the
number of small and large galaxies and underpredict the number
of “typical” galaxies. The stellar mass functions in the two simula-
tions show a “dip” at these intermediate masses which is probably
due to the effects of the simplified wind model we have assumed.
The excess at larger masses reflects the well-known “cooling flow”
problem, namely an excessive cooling of gas at the centre of very
massive halos. In semi-analytic models of galaxy formation this
problem is solved by invoking feedback from AGN (Bower et al.
2006; Croton et al. 2006; Somerville et al. 2008) which is absent in
our simulations.

The sensitivity of the stellar mass function to variations in the
physical assumptions and parameters in the simulations will be ex-
plored in the OWLS project (Schaye et al., in prep). For our pur-
poses, it is sufficient to note that there is reasonably good agree-

c© 2009 RAS, MNRAS 000, 1–20
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Density evolution of 5 GIMIC spheres

Spheres selected at 
this time (Jenkins)
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Visual difference between regions (z=0)
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Massloss of galaxies due to a UV-background

Takashi Okamoto1!, Liang Gao1,2 and Tom Theuns1,3
1Institute for Computational Cosmology, Department of Physics, Durham University, South Road, Durham, DH1 3LE
2National Astronomical Observatories, Chinese Academy of Science, Beijing, 100012, China
3Department of Physics, University of Antwerp, Campus Groenenborger, Groenenborgerlaan 171, B-2020 Antwerp, Belgium

ABSTRACT

We perform cosmological hydrodynamic simulations to determine to what extent galaxies
lose their gas due to photoheating from an ionizing background. We find that the characteristic
mass at which haloes on average have lost half of their baryons isMc ∼ 6.5×109 h−1 M" at
z = 0, which corresponds to a circular velocity of 25 km s−1. This is significantly lower than
the filtering mass obtained by the linear theory, which is often used in semianalytical mod-
els of galaxy formation. We demonstrate it is the gas temperature at the virial radius which
determines whether a halo can accrete gas. A simple model that follows the merger history
of the dark matter progenitors, and where gas accretion is not allowed when this temperature
is higher than the virial temperature of the halo, reproduces the results from the simulation
remarkably well. This model can be applied to any reionization history, and is easy to incor-
porate in semianalytical models.

Key words: methods: numerical – galaxies: evolution – galaxies: formation – cosmology:
theory.

1 INTRODUCTION

A UV-background produced by quasars and stars acts to quench

star formation in small galaxies by photoheating their gas, which

gets too hot to be confined in their shallow potential wells. This

was originally pointed out by Doroshkevich et al. (1967), and in-

vestigated in the context of the cold dark matter (CDM) model by

Couchman & Rees (1986). Depending on the spectral shape of the

ionizing background, the typical virial temperature below which

haloes lose their gas is around 104 K. Photoheating associated with

reionization therefore inhibits star formation in dwarf galaxies and

affects the faint end of the galaxy luminosity function (e.g. Efs-

tathiou 1992).

Since Rees (1986) argued that in dark matter haloes with cir-

cular velocities around 30 km s−1 gas can be confined in a stable

fashion, with radiative cooling balancing photoheating, many at-

tempts to quantify the effects of an ionizing background on galaxy

formation have been made using semianalytical calculations (e.g.

Babul & Rees 1992; Efstathiou 1992; Shapiro et al. 1994; Na-

gashima et al. 1999; Bullock et al. 2000; Benson et al. 2002a,b;

Somerville 2002), spherically symmetric simulations (Thoul &

Weinberg 1996; Kitayama et al. 2000), and three-dimensional cos-

mological hydrodynamic simulations (Quinn et al. 1996; Navarro

& Steinmetz 1997; Weinberg et al. 1997; Gnedin 2000). The effects

of self-shielding have been investigated using three-dimensional ra-

diative hydrodynamic simulations by Susa & Umemura (2004a,b).

! E-mail: takashi.okamoto@durham.ac.uk

However there is still debate about the value of the character-

istic mass,Mc, below which galaxies are strongly affected by pho-

toionization. Gnedin (2000) argued that Mc = MF, the filtering

mass that corresponds to the scale over which baryonic perturba-

tions are smoothed in linear perturbation theory (see Appendix B).

Hoeft et al. (2006) used simulations to argue that Mc ! MF, in

particular at low redshift. They argued that Mc follows from con-

sidering the equilibrium temperature, Teq, between photoheating

and radiative cooling at a characteristic overdensity of ∆ " 1000;
Mc haloes have a virial temperature Tvir " Teq(∆ = 1000).

The relation Mc = MF proposed by Gnedin is often used in

semianalytic modelling for dwarf galaxy formation in order to de-

scribe the quenching of star formation (Bullock et al. 2000; Benson

et al. 2002a,b; Somerville 2002). An important application of this

relation is to estimate whether reionization can explain the apparent

dearth of satellite galaxies in the Milky Way, as compared with the

high abundance of dark matter subhaloes (Moore et al. 1999). In-

terestingly, Somerville (2002) and Nagashima & Okamoto (2006)

argued that models underestimate the number of dwarf satellite

galaxies in the Local Group if the effect is as strong as inferred

from the filtering mass.

Given the uncertainty in Mc, we were motivated to perform

high-resolution hydrodynamic simulations of galaxy formation in a

ΛCDM universe with a time-evolving UV-background, and to mea-

sure the evolution of the baryon fraction as function of halo mass.

We compare our results to those of Gnedin and Hoeft et al., and

formulate an intuitive and simple model that reproduces our sim-

ulations very well. The model can be incorporated easily into any

c© 2008 RAS
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Figure 2. Fraction of baryonic mass as function of total mass,M , for simulated haloes at three redshifts z for all haloes (top row) and ‘isolated haloes’ (bottom
row). The cosmological baryon fractionΩb/Ω0 ≈ 0.18 is indicated as the dotted horizontal line. Plus signs and diamonds indicate haloes from the ‘reference’
and ‘high-resolution’ simulations, respectively. Their comparison shows that the drop in Mb/M below M ∼ 108M! before reionization (z = 9 in
these simulations) is an artifact of numerical resolution; at higher masses or after reionization both simulations give similar values, demonstrating numerical

convergence. The baryon fraction Mb/M falls from the cosmic mean to just a few per cent over about a decade in mass below a critical value Mc which

depends on z. Halo to halo scatter is much reduced when considering only isolated haloes (compare top with bottom panels), which removes tidally stripped
haloes. Full lines indicate fits using equation (1) to the ‘reference’ model; these fit the simulated haloes very well. The dashed lines in the bottom panel repeat

the fits to the top row; the critical mass in isolated haloes is slightly higher than for all haloes.

many apparently isolated low-mass haloes are subhaloes ejected

by multiple-body interactions. This phenomenon of tidal stripping

may have occurred for haloes with fb 6 〈fb〉 as well; therefore the
baryon fraction of such low-mass haloes may be artificially high.

To reduce the contamination from tidally stripped haloes we

define isolated haloes as those that lie outside 6 Rvir of more mas-

sive haloes. The baryon fraction of isolated haloes shows much less

scatter as function of halo mass (Fig. 2, bottom panels), and we re-

strict our analysis to isolated haloes5.

We use the following function proposed by Gnedin (2000) to

describe how the baryon fraction depends on mass and redshift:

fb(M, z) = 〈fb〉
(

1 + (2α/3 − 1)

„
M

Mc(z)

«−α
)− 3

α

(1)

in terms of the cosmic mean baryon fraction, 〈fb〉. This function
has two fitting parameters: α and Mc(z). The baryon fraction of
haloes withM $ Mc equals the cosmic mean while that of haloes

5 This decreases the number of haloes from 3618 to 1185 for the ‘refer-

ence’ simulation at z = 2.09.

with M % Mc goes to zero ∝ (M/Mc)
3. The parameter α con-

trols how rapidly fb drops for low mass haloes; a value of α = 2
fits the simulations well (Fig. 2), and is also consistent with the

results of Hoeft et al. (2006). Haloes with mass equal to the charac-

teristic mass, M = Mc have lost half their baryons. As expected,

the value of Mc for isolated haloes is slightly higher than for the

full sample of haloes (by 27 per cent at z = 5 and 50 per cent at
z = 2.09 for the ‘reference’ simulation; see Fig. 2).

The characteristic mass increases fromMc(z) ≈ 107 h−1M!
just after reionization to Mc ≈ 6.49 × 109 h−1M! at z = 0
(Fig. 3). The ‘high-resolution’ simulation has a smaller value of

Mc by 20 per cent as compared to the ‘reference’ simulation, at

z = 5. This may simply reflect the small number of massive haloes
in the ‘high-resolution’ simulation (see the lower middle panel of

Fig. 2). Haloes with fewer than 103 dark matter particles may suf-

fer from two-body heating due to massive dark particles (Steinmetz

& White 1997); they are shown as open symbols. Values of Mc

for these less well-resolved haloes are only slightly higher than of

haloes resolved with more particles. Overall though, simulations

that differ in numerical resolution and/or box size give similar re-

sults, demonstrating numerical convergence. This gives confidence

in the value of Mc(z = 0) ≈ 6.48 × 109 h−1M! from the ‘low-
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Figure 3. Top panel: Evolution of the characteristic mass Mc with red-

shift z. Different symbols refer to simulations with the same assumed
ionizing background but different resolution and/or size of the simulation

box ( ‘reference’: circles; ‘high-resolution’: stars; ‘low-resolution’: squares;

‘reference-lbox’: triangles). When haloes of M = Mc contain fewer than

103 dark matter particles the simulation is shown with open symbols. Over-

lap of the different filled symbols demonstrates numerical convergence.Mc

rises from∼ 107 h−1M" just after reionization to∼ 6.49×109 h−1M"
at z = 0. Lines indicate the virial masses corresponding to virial temper-
atures of Tvir = Teq(∆ = 1/3∆vir) (dotted) and Teq(∆ = 1000)
(dashed); the redshift dependence of these lines is quite different from that

of Mc, demonstrating a single temperature cut is not sufficient to com-

pute the characteristic mass. It is necessary to follow the merger history of

the haloes. Lower panel: corresponding evolution of the virial temperature

(left hand scale) and circular velocity (right hand scale).Mc has been con-

verted to Tvir using Eq. (4). The characteristic circular velocity Vc(Mc)
rises rapidly to ≈ 10 km s−1 following reionization, then continues to

increase more gradually reaching ≈ 20 km s−1 at z = 2, and remains
roughly constant thereafter. The equilibrium temperatures at two overden-

sities (∆ = 1/3∆vir: dotted; ∆ = 1000: dashed) are also shown; they
are nearly constant, whereas the virial temperature of haloes with massMc

increases rapidly especially at early times.

resolution’ simulation. The amazing agreement with the value of

6.5 × 109 h−1M" obtained by Hoeft et al. (2006) for simulations

of voids may be slightly fortuitous.

We convert halo massM to virial temperature Tvir using

Tvir =
1
2

µmp

kB
V 2

c , (2)

where

Vc =

„
GM
Rvir

« 1
2

(3)

is the circular velocity of the halo at the virial radius. While we

compute the mean molecular weight µ self-consistently in our sim-
ulations, here we use µ = 0.59 to compute Tvir for simplicity. In

terms of the overdensity ∆vir within the virial radius Rvir, Tvir

depends on halo mass and redshift as

Tvir(M, z) =
1
2

µmp

kB

„
∆virΩ0

2

« 1
3

(1 + z)(G M H0)
2
3 . (4)

The value of Tvir at the critical mass Mc(z) rises rapidly to ≈
5000 K following reionization, keeps increasing to ∼ 104 K at

z = 2, then increases much more slowly to $ 2.2 × 104 K (Vc $
25 km s−1) at z = 0 (Fig. 3, bottom panel). Our z = 0 value
is much lower than the temperature below which galaxy formation

is assumed to be strongly suppressed in semianalytical models of

galaxy formation (e.g. ∼ 105 K in Benson et al. 2002b).

4 MODELLING THE SUPPRESSION OF THE BARYON

FRACTION BY THE PHOTOIONIZING

BACKGROUND

A simple model of gas accretion compares the halo’s virial tem-

perature Tvir with the gas temperature T : if T > Tvir, there is no

accretion. However the temperature T of the IGM depends on its

density ρ (Fig. 1): at which density should we evaluate T ? Gnedin’s
filtering mass suggests to use a density close to the mean (see Ap-

pendix B) whereas Hoeft et al. (2006) used ρ = 103〈ρ〉 appropri-
ate for significantly overdense gas inside haloes. XXX However,

if one considers the density profile of a halo, gas at the edge

of the halo (at Rvir) has a local density of order one-third of

the virial gas density, ρvir/3. This suggests that gas will be pre-
vented from accreting when Teq(ρvir/3) > Tvir. This tempera-

ture, Teq(ρvir/3), is uniquely defined as a function of redshift6

from cooling and heating functions used in the simulations.

Simply identifyingMc from the condition Teq(ρvir/3) = Tvir

does not work well, overestimating Mc(z = 0) by a factor ∼ 2 as
compared to the simulations (dotted line in Fig. 3). In addition, the

redshift dependence ofMc(z) is quite different as well. Clearly this
model is too simple, as it ignores the baryon fraction of the progen-

itors of a given halo, as well as the photoevaporation of gas from

haloes during reionization. For the same reasons, the agreement at

z = 0 between a model by Hoeft et al. (2006) which compared
the equilibrium temperature at high density (∆ = 1000) with Tvir

(dashed line in Fig. 3) and the simulations is probably a coinci-

dence. Next we describe an improved model that takes the merger

history of haloes into account, as well as modelling photoevapora-

tion and the decrease in accretion rate if gas it too hot.

Before reionization we assume each halo has the cosmic

baryon fraction, 〈fb〉. We begin to construct merger trees of FoF
haloes with more than 32 dark matter particles once the Universe is

reionized. We model photoevaporation during reionization by com-

puting the equilibrium temperature at large overdensity and com-

paring it to the halo’s virial temperature: when Teq(∆evp) > Tvir

6 Note that the equilibrium temperature also depends on gas metallicity.
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Figure 4. Baryon fraction of isolated haloes calculated by our models compared to values from the SPH simulation for isolated haloes with more than 100

dark matter particles and with fb > fmin
b picked from the ‘reference’ simulation at z = 2.09. The simple model A (left hand panel) typically reproduces the

baryon fraction obtained from the simulation within 50 per cent, whereas model B (right hand panel) improves the agreement especially for haloes having low

baryon fraction, fb < 〈fb〉/2. The dashed lines indicate |fb, model − fb, sim|/fb, sim = 0.5.

the baryon fraction decreases∝ exp(−t/tevp), where the evapora-
tion time-scale tevp = Rvir/cs(∆evp). The time t is counted either
starting from reionization, or from the previous merger (whichever

is later), Rvir is the virial radius and the sound speed cs is eval-

uated at Teq(∆evp). Since Teq(ρ) is nearly independent of ρ for
high densities, the exact value of the overdensity is not important

as long as∆evp # ∆vir; for reference we use∆evp = 106.

When two haloes merge, we add the baryon masses of the pro-

genitors, and we also allow the halo to ‘accrete’ baryons, but only

when the temperature of the accreting gas is lower than the virial

temperature: Teq(ρvir/3) 6 Tvir. Haloes that form after reion-

ization at the resolution limit of the FoF are assumed to have the

minimum baryon fraction7, fmin
b . This completes our model ‘A’;

it reproduces fb(M) as measured from the simulations reasonable
well (Fig.4, left hand panel), with a small tendency to under-predict

fb for haloes with fb ∼ 0.4 in the simulations. The Appendix de-
scribes a more involved model ‘B’ that does better for such haloes

(Fig.4, right hand panel).

In detail, model A works as follows. Before reionization each

halo has the maximum baryon mass given by the cosmic mean

〈fb〉:

Mb = Mmax
b ≡ 〈fb〉

1 − 〈fb〉
MDM . (5)

The total mass of the halo is simply the sum of its baryonic and dark

matter masses: M = Mb + MDM. After reionization the baryon

7 We assume the baryon density in a halo is at least the mean baryon den-

sity in the universe. Thus fmin
b ≡ 〈ρ〉/(ρDM

vir + 〈ρ〉) < 10−2. This gives

a good estimate of the baryon fraction of low-mass haloes withM % Mc

mass of a halo that forms from the merger of several progenitors is

Mb = M ′
b + Macc

M ′
b =

progX
exp

„
− δt

tevp

«
Mb , (6)

the sum of baryon masses of its progenitors, M ′
b, and the accreted

baryons, Macc. The decrease in baryon fraction exp(−δt/tevp) is
due to photoevaporation, with δt the elapsed time since the previous
merger. XXX For a progenitor with Teq(∆evp) < Tvir, we set

δt/tevp = 0 since evaporation does not take place in such a
halo. The mass available for accretion is given by

Macc = max(Mmax
b − M ′

b, 0) . (7)

When the temperature of the accreting gas, Tacc ≡ Teq(ρvir/3) is
greater than the virial temperature of the halo, Tvir, the halo does

not accrete any gas:Macc = 0 .

We can now predict the baryon fraction for all haloes selected

from a simulation at a given redshift, and fit Eq. (1) to the distri-

bution of fb(M, z); this yields the characteristic massMc(z). This
function is compared to that obtained from the simulations directly

in Fig. 5; model A gets the simulated value to better than 20 per

cent whereas model B is almost indistinguishable from the simula-

tion. We also show model B without taking photoevaporation into

account; this leads to an underestimate ofMc by more than a factor

of two around z ≈ 6, illustrating the importance of including this
effect.
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Figure B1. Upper panel: Evolution of the IGM temperature at mean den-

sity (solid line) and the volume-averaged temperatures in the ‘reference’

(dotted line) and ‘low-resolution’ (dashed line) simulations. These temper-

atures are used to compute the filtering mass shown in the lower panel.

Lower panel : Comparison of filtering mass, MF, obtained from Eq. (B4),

and characteristic mass, Mc, obtained from the simulations. The filtering

mass MF ≈ 10Mc by z = 0, illustrating the fact that the filtering mass
strongly overestimates the effect of photoheating on the formation of small

galaxies.
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ABSTRACT

The diffuse plasma that fills galaxy groups and clusters (the intracluster medium,
hereafter ICM) is a by-product of galaxy formation. The present thermal state of this
gas results from a competition between gas cooling and heating. The heating comes
from two distinct sources: gravitational heating associated with the collapse of the
dark matter halo and additional thermal input from the formation of galaxies and their
black holes. A long term goal of this research is to decode the observed temperature,
density and entropy profiles of clusters and to understand the relative roles of these
processes. However, a long standing problem has been that cosmological simulations
based on smoothed particle hydrodynamics (SPH) and Eulerian mesh-based codes
predict different results even when cooling and galaxy/black hole heating are switched
off. Clusters formed in SPH simulations show near powerlaw entropy profiles, while
those formed in Eulerian simulations develop a core and do not allow gas to reach such
low entropies. Since the cooling rate is closely connected to the minimum entropy of
the gas distribution, the differences are of potentially key importance.

In this paper, we investigate the origin of this discrepancy. By comparing simu-
lations run using the GADGET-2 SPH code and the FLASH adaptive Eulerian mesh
code, we show that the discrepancy arises during the idealised merger of two clusters,
and that the differences are not the result of the lower effective resolution of Eulerian
cosmological simulations. The difference is not sensitive to the minimum mesh size
(in Eulerian codes) or the number of particles used (in SPH codes). We investigate
whether the difference is the result of the different gravity solvers, the Galilean non-
invariance of the mesh code or an effect of unsuitable artificial viscosity in the SPH
code. Instead, we find that the difference is inherent to the treatment of vortices in the
two codes. Particles in the SPH simulations retain a close connection to their initial
entropy, while this connection is much weaker in the mesh simulations. The origin of
this difference lies in the treatment of eddies and fluid instabilities. These are sup-
pressed in the SPH simulations, while the cluster mergers generate strong vortices in
the Eulerian simulations that very efficiently mix the fluid and erase the low entropy
gas. We discuss the potentially profound implications of these results.

Key words: hydrodynamics — methods: N-body simulations — galaxies: clusters:
general — cosmology: theory

1 INTRODUCTION

There has been a great deal of attention devoted in recent
years to the properties of the hot X-ray-emitting plasma (the
intracluster medium, hereafter ICM) in the central regions
of massive galaxy groups and clusters. To a large extent, the
focus has been on the competition between radiative cool-
ing losses and various mechanisms that could be heating the

! E-mail: n.l.mitchell@durham.ac.uk

gas and therefore (at least partially) offsetting the effects
of cooling. Prior to the launch of the Chandra and XMM-
Newton X-ray observatories, it was generally accepted that
large quantities of the ICM should be cooling down to very
low energies, where it would cease to emit X-rays and even-
tually condense out into molecular clouds and form stars
(Fabian 1994). However, the amount of cold gas and star
formation actually observed in most systems is well below
what was expected based on analyses of ROSAT, ASCA, and
Einstein X-ray data (e.g., Voit & Donahue 1995; Edge 2001).
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Figure 13. Image subtractions of the density projections at the start and end of the translating cluster test. From left to right shows
Enzo (PPM), Enzo (Zeus), Flash, Gadget2 and Hydra. The density range is [104, 1018.6]M! Mpc−2. The higher choice of background
density is visible in the Enzo (PPM) run, while the SPH runs do not require a background gas at all.
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Figure 14. Profiles from the translating King-model cluster after 1Gyr. Left to right shows density, temperature and entropy.

gies. This was corrected for by setting a minimum density of
10−19 M!pc−3, which negative densities were automatically
set to. The background temperature was also raised to 105 K.
Having to approximate densities multiple times during the
run is a likely reason for the momentum loss that is clearly
observed in Figure 14. Additionally, the Enzo gravity solver
failed to run this test in parallel (although in other situation
e.g. Tasker & Bryan (2008) it has been tested successfully),
restricting the simulations to run in serial.

When we tried this test with the public version of Flash
it failed miserably. A particle-mesh based gravity solver sim-
ply cannot cope with this level of density enhancement. In
order to achieve the excellent results displayed above we
had to completely rewrite the gravity routines to incorpo-
rate gravitational forces with sufficient resolution. Details
of this procedure are given in Nigel: ref. We would not
recommend the publically released version of Flash be used
to tackle any problem where self-gravity has an important
contribution.

For Gadget2 we encountered a problem in that although
the radial profiles were very stable the cluster as a whole
tended to drift around over time. This is due to the diffi-
culty of very accurately determining the lowest order term
in the gravitational force expansion for a treecode, where
one very large number has to be subtracted from another
one. Despite recovering the correct value to one part in 108

this still leads to a net drift for this entirely static distribu-

tion as the direction of the residual force is highly correlated
from one step to the next. It is possible to circumvent this,
as shown above, by dramatically reducing the opening angle
for the tree but this rapidly negates the advantage of using a
tree in the first place. For more normal simulations this tiny
zeroth order force error is of course negligible as the random
motion of the particles disorders the direction of the drift er-
ror as time progresses. P 3M based gravity solvers like that
employed by Hydra do not suffer from this problem as the
zeroth order term in the Fourier transform is automatically
zero.

5 DISCUSSION AND CONCLUSION

We have presented four well posed tests with known solu-
tions which we have used to compare four well used astro-
physical codes; Enzo, Flash, Gadget2 and Hydra. We have
examined each code’s ability to resolve strong shocks and
incorporate an accurate gravity solver capable of resolving
forces over many orders of magnitude in density.

Eventually most of the codes passed our tests, but on
occasion we required several attempts in order to achieve
this. Significantly, Enzo (Zeus) failed to produce a spherical
shock, a problem that leads to a lack of energy conservation
and so to poor recovery of the position of a Sedov blast.
Within extreme shocks the artificial viscosity implementa-

Do you claim public flash gravity gives 
*wrong* answer, or is just slow? Even if not 
correct, I think this sentence is worded too 
strongly.

Do not understand this: Gadget uses PM 
mesh partly for this reason. If using tree 
alone, how can gas net motion a!ect 
result since Lagrangian code?

What is plotted here?

ENZO Flash SPH
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ABSTRACT

We test four commonly used astrophysical simulation codes; Enzo, Flash, Gadget
and Hydra, using a suite of numerical problems with analytic initial and final states.
Situations similar to the conditions of these tests, a Sod shock, a Sedov blast and
both a static and translating King sphere occur commonly in astrophysics, where the
accurate treatment of shocks, sound waves, supernovae explosions and collapsed haloes
is a key condition for obtaining reliable validated simulations. We demonstrate that
equivalent accuracy can be obtained for Lagrangian and Eulerian codes by requiring
that approximately two particles exists per grid cell in the region of interest. We
conclude that Eulerian codes, with their ability to place refinements in regions of
rapidly changing density, are well suited to problems where physical processes are
related to such changes. Lagrangian methods, on the other hand, are well suited to
problems where large density contrasts occur and the physics is related to the local
density itself rather than the local density gradient.

Key words: hydrodynamics — methods: numerical — cosmology: theory

1 INTRODUCTION

Over the last decade, numerical simulations have devel-
oped into a cornerstone of astrophysical research. From in-
teractions of vast clusters of galaxies to the formation of
proto-planetary discs, simulations allow us to evolve sys-
tems through time and view them at every angle. They are
an irreplaceable test-bed of our physical understanding of
the Universe.

A number of hydrodynamics codes have been developed
that are widely used in this field and still more are being de-
veloped. Fundamentally, they all do the same job; they solve
the equations of motion to calculate the evolution of matter
through time. Whether the matter represents a nebula for
the birth of a star or a network of galaxy clusters, the basic
technique remains the same.

However, the algorithms used to solve these equations
vary from code to code and this results in differences in the
resulting data. Understanding the origin of these variations
is vital to the understanding of the results themselves; is an
observed anomaly an interesting piece of new physics or a
numerical effect? As observational data takes us deeper into

! E-mail: tasker@astro.ufl.edu (EJT))

the Universe, it becomes more important to pin down the
origin of these numerical artifacts.

Additionally, it is difficult to compare results from sim-
ulations run with different codes. With observations, papers
clearly state the properties of the instrument such as the
diameter of the mirror and the wavelengths it is most sen-
sitive to. While a brief description of the code is always in-
cluded in theoretical papers, there exists no obvious conver-
sion to other numerical techniques and therefore the results
are more difficult for the reader to interpret.

The problem of code comparison is not new and it is a
topic that has recently created a great deal of interest. The
reason for its current importance is a positive one; improved
numerical techniques and increased computer power have re-
sulted in simulations reaching greater resolutions than could
have been imagined even a few years ago. However, this high
refinement comes at a price; as we start to pick out the de-
tail of these complex fluid flows, the physics we need to con-
sider gets dramatically more complicated. This brings us to
the main question code comparison projects are trying to
answer; can we use the same tools for this new regime of
problems?

A number of papers have come out that tackle this.
One of the most famous is the Santa Barbara Comparison

Please add Belgian a!liation too: Department of 
Physics, University of Antwerp, Groenenborgerlaan 
171, B-2020 Antwerpen, Beligum

e"ect -> artifact

Comparison Gadget (SPH) vs FLASH 
(AMR) for collisions of isolated clusters (dm
+gas, non-radiative)

Translating King 
profiles



Tom Theuns

The Santa Barbara Cluster Comparison Project: A 
Comparison of Cosmological Hydrodynamics Solutions

Frenk et al ‘99



Tom Theuns

The baseline intracluster entropy profile 913

Figure 4. Dimensionless entropy K/K 200 as a function of halo mass M200
at the scale radii r/r 200 = 0.1, 0.5 and 1.0 in non-radiative clusters simulated
with the AMR code ENZO. Squares show entropy at r200, triangles show
entropy at 0.5 r 200, and diamonds show entropy at 0.1 r 200. Solid lines
give the median values of K/K 200 at each radius, and dashed lines give the
corresponding values from the power-law relation shown in Fig. 1. As in
Fig. 2, there are no discernible systematic trends with mass.

the cluster core. Fig. 5 illustrates the discrepancy. This type of dis-
crepancy between SPH and AMR is nothing new. It was previously
hinted at in the Santa Barbara cluster comparison (Frenk et al. 1999),
but that result was not definitive because the sample size was a sin-
gle cluster. Here we confirm it for a large sample of clusters with a
range of masses and simulated with substantially higher spatial and
mass resolution. Thus, we do not attempt to fit an analytical form to
our median profiles within 0.1 r 200; the numerical techniques used
to model this region do not yet give a reliable answer.

Because the primary purpose of this paper is to provide a baseline
profile for observers to use outside the cluster core, we leave a de-
tailed analysis of the reasons for this entropy discrepancy for future
work. It is an important problem to pursue because of its implica-
tions for cooling and condensation of gas within cluster cores. Larger
amounts of entropy production within the core, as in the AMR code,
will more effectively inhibit cooling there, perhaps mitigating the
‘cooling-flow problem’ in clusters of galaxies [see Donahue & Voit
(2004) for a recent review].

3.2 Power-law approximations

Previous theoretical work has shown that the entropy profiles of
non-radiative clusters approximately follow a power law with K (r )
∝ r 1.1 (e.g. Tozzi & Norman 2001; Borgani et al. 2002; Voit et al.
2003), but these efforts have not provided a normalization for that
power-law profile in a form that is useful to observers. Here we
rectify that situation. If we fix the power-law slope of the entropy
profile at 1.1 and fit the SPH clusters in the radial range 0.2 !
r/r 200 ! 1.0, we find

K (r ) = 1.32 ± 0.03 K200 (r/r200)1.1. (5)

Figure 5. Median entropy profiles from cluster simulations without cooling
or non-gravitational heating. A solid line connecting crosses shows the me-
dian profile for the SPH clusters. A dashed line connecting squares shows
the median profile for the AMR clusters. Error bars give the 10 per cent
percentile to 90 per cent percentile range. The long-dashed line illustrates
the power-law approximation K (r ) = 1.32 K 200 (r/r 200)1.1. The dotted line
gives an analytical entropy profile derived from simulations by Rasia et al.
(2004). The dot–dashed line shows the profile K NFW(r ) corresponding to
an NFW gas-density profile of concentration c = 5 that is in hydrostatic
equilibrium within a dark matter density profile of identical shape (Voit
et al. 2002). Note that both of the median profiles agree very well in the
range 0.2 < r/r 200 < 1.0 and that the analytical approximations accurately
represent the median profiles in this range. However, the AMR and SPH
median profiles differ by as much as a factor of 2 within the cluster core.

Doing the same for the AMR clusters yields

K (r ) = 1.41 ± 0.03 K200 (r/r200)1.1, (6)

a normalization just slightly higher than that for the SPH clusters.
Fig. 5 compares the power-law fit from equation (5) with the

median profiles from both simulations and with two other analyt-
ical entropy profiles. One of the analytical profiles is constructed
from the analytical temperature and density profiles developed by
Rasia, Tormen & Moscardini (2004) to fit their SPH models of non-
radiative clusters. The other is the entropy profile of intracluster
gas with an NFW density distribution with concentration c = 5 as-
suming that it is in hydrostatic equilibrium within a dark matter
halo whose density distribution has the same shape (Voit & Bryan
2001; Voit et al. 2002). All of these profiles agree very well with
the power-law profile of equation (5) in the range 0.2 ! r/r 200 !
1.0. Also, the power-law profile remains a good representation of
our SPH simulations down to ≈0.1 r 200. We note, however, that the
Rasia et al. (2004) profile shows much less flattening in the core than
the simulations analysed in this paper, perhaps because it is based
on an earlier version of GADGET that does not explicitly conserve
entropy (see also Ascasibar et al. 2003).

Up to this point, we have been fitting the median profiles with a
K (r ) ∝ r 1.1 power law because that is the standard power-law index
in the literature, and it appears to be consistent with the highest-
quality cluster observations (e.g. Pratt & Arnaud 2003). However,
Fig. 6 suggests that a power-law index of 1.1 might be slightly too
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Figure 1. Plots demonstrating the entropy cores formed in idealised head on mergers of equal mass (1015M!) clusters in the FLASH

and GADGET-2 simulations. The left hand panel shows the entropy distribution as a function of radius, where the data points are the
median entropy value in radial bins and the error bars correspond to the 25th and 75th percentiles. The dashed black line represents
the initial powerlaw configuration. The blue squares and blue triangles represent the default (105 gas particles) and high resolution (106

gas particles) GADGET-2 runs. The cyan squares, green squares, red squares, and magenta squares represent FLASH AMR runs with 5,
6 (default), 7, and 8 levels of refinement, respectively, which correspond to peak grid cell sizes of ≈ 78, 39, 19.5, and 9.8 kpc (note that
r200 ≈ 2062 kpc, initially). The green triangles represent a FLASH run with a uniform grid size of ≈ 39 kpc. The right hand panel presents
the results in a slightly different way: it shows the cumulative entropy distribution [ K(< Mgas) ] as a function gas mass (Mgas), where
the results have been normalised to the default GADGET-2 run (dashed black line) — see text. The solid blue curve represents the high
resolution GADGET-2 run, whereas the solid cyan, green, red, and magenta curves represent the FLASH AMR runs with 5, 6, 7, and 8
levels of refinement. The dotted green curve represents the uniform FLASH run. Here we see that the default GADGET-2 and FLASH

runs are effectively converged.

AMR simulations had systematically higher entropy core
amplitudes than their SPH counterparts. Since this effect
was observed in cosmological simulations, it was generally
believed that the discrepancy may have been about through
insufficient resolution in the mesh codes at high redshift.
This would result in under-resolved small scale structure
formation in the early universe. Our first aim is therefore
to determine whether the effect is indeed due to resolution
limitations or if it is due to a more fundamental difference
between the two types codes. We test this using identical
idealised binary mergers of spherically-symmetric clusters
in GADGET-2 and FLASH where we can straightforwardly
vary the adopted numerical resolution.

3.1 A Significant Discrepancy

As a starting point, we investigate the generation of en-
tropy cores in head on mergers between two identical
1015Msun clusters, each colliding with an initial speed of
0.5Vcirc(r200) = 722 km/s (i.e., the initial relative velocity is
Vcirc(r200), which is typical of merging systems in cosmolog-
ical simulations; see McCarthy et al. 2007). The system is
initialised such that the two clusters are just barely touching
(i.e., their centres are separated by 2r200). The simulations
are run for a duration of 10 Gyr, by the end of which the

merged system has relaxed and there is very little entropy
generation ongoing.

Our idealised test confirms the results of non-radiative
cosmological simulations — that there is a distinct difference
in the amplitude of the entropy cores in the AMR and SPH
simulations. An immediate question is whether this is the
result of the different effective resolutions of the codes. Res-
olution tests can be seen in the left hand panel of Figure 1,
where we plot the resulting radial entropy distributions. To
make a direct comparison with the cosmological results of
VKB05 (see their Fig. 5), we normalise the entropy by (ini-

tial) “virial” entropy (with K200 ∝ M2/3
200 ) and the radius by

the initial virial radius, r200.

The plot clearly shows that the simulations converge on
two distinctly different solutions within the inner ten percent
of r200, whereas the entropy at large radii shows relatively
good agreement between the two codes. The simulations per-
formed for the resolution test span an increase of almost an
order of magnitude in FLASH and an order of magnitude
in Gadget. FLASH achieves good convergence after reaching
an effective resolution of 5123 cells (peak spatial resolution
of ≈ 39 kpc), which is why this run was selected to be the
‘default’ FLASH run. Although with increased resolution the
GADGET-2 simulations show a minor increase in the entropy
within 10% of r200, it is only of order ∼ 5%. We have also
tried a FLASH run with a uniform (as opposed to adaptive)

c© 2008 RAS, MNRAS 000, 1–13
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Figure 4. Dimensionless entropy K/K 200 as a function of halo mass M200
at the scale radii r/r 200 = 0.1, 0.5 and 1.0 in non-radiative clusters simulated
with the AMR code ENZO. Squares show entropy at r200, triangles show
entropy at 0.5 r 200, and diamonds show entropy at 0.1 r 200. Solid lines
give the median values of K/K 200 at each radius, and dashed lines give the
corresponding values from the power-law relation shown in Fig. 1. As in
Fig. 2, there are no discernible systematic trends with mass.

the cluster core. Fig. 5 illustrates the discrepancy. This type of dis-
crepancy between SPH and AMR is nothing new. It was previously
hinted at in the Santa Barbara cluster comparison (Frenk et al. 1999),
but that result was not definitive because the sample size was a sin-
gle cluster. Here we confirm it for a large sample of clusters with a
range of masses and simulated with substantially higher spatial and
mass resolution. Thus, we do not attempt to fit an analytical form to
our median profiles within 0.1 r 200; the numerical techniques used
to model this region do not yet give a reliable answer.

Because the primary purpose of this paper is to provide a baseline
profile for observers to use outside the cluster core, we leave a de-
tailed analysis of the reasons for this entropy discrepancy for future
work. It is an important problem to pursue because of its implica-
tions for cooling and condensation of gas within cluster cores. Larger
amounts of entropy production within the core, as in the AMR code,
will more effectively inhibit cooling there, perhaps mitigating the
‘cooling-flow problem’ in clusters of galaxies [see Donahue & Voit
(2004) for a recent review].

3.2 Power-law approximations

Previous theoretical work has shown that the entropy profiles of
non-radiative clusters approximately follow a power law with K (r )
∝ r 1.1 (e.g. Tozzi & Norman 2001; Borgani et al. 2002; Voit et al.
2003), but these efforts have not provided a normalization for that
power-law profile in a form that is useful to observers. Here we
rectify that situation. If we fix the power-law slope of the entropy
profile at 1.1 and fit the SPH clusters in the radial range 0.2 !
r/r 200 ! 1.0, we find

K (r ) = 1.32 ± 0.03 K200 (r/r200)1.1. (5)

Figure 5. Median entropy profiles from cluster simulations without cooling
or non-gravitational heating. A solid line connecting crosses shows the me-
dian profile for the SPH clusters. A dashed line connecting squares shows
the median profile for the AMR clusters. Error bars give the 10 per cent
percentile to 90 per cent percentile range. The long-dashed line illustrates
the power-law approximation K (r ) = 1.32 K 200 (r/r 200)1.1. The dotted line
gives an analytical entropy profile derived from simulations by Rasia et al.
(2004). The dot–dashed line shows the profile K NFW(r ) corresponding to
an NFW gas-density profile of concentration c = 5 that is in hydrostatic
equilibrium within a dark matter density profile of identical shape (Voit
et al. 2002). Note that both of the median profiles agree very well in the
range 0.2 < r/r 200 < 1.0 and that the analytical approximations accurately
represent the median profiles in this range. However, the AMR and SPH
median profiles differ by as much as a factor of 2 within the cluster core.

Doing the same for the AMR clusters yields

K (r ) = 1.41 ± 0.03 K200 (r/r200)1.1, (6)

a normalization just slightly higher than that for the SPH clusters.
Fig. 5 compares the power-law fit from equation (5) with the

median profiles from both simulations and with two other analyt-
ical entropy profiles. One of the analytical profiles is constructed
from the analytical temperature and density profiles developed by
Rasia, Tormen & Moscardini (2004) to fit their SPH models of non-
radiative clusters. The other is the entropy profile of intracluster
gas with an NFW density distribution with concentration c = 5 as-
suming that it is in hydrostatic equilibrium within a dark matter
halo whose density distribution has the same shape (Voit & Bryan
2001; Voit et al. 2002). All of these profiles agree very well with
the power-law profile of equation (5) in the range 0.2 ! r/r 200 !
1.0. Also, the power-law profile remains a good representation of
our SPH simulations down to ≈0.1 r 200. We note, however, that the
Rasia et al. (2004) profile shows much less flattening in the core than
the simulations analysed in this paper, perhaps because it is based
on an earlier version of GADGET that does not explicitly conserve
entropy (see also Ascasibar et al. 2003).

Up to this point, we have been fitting the median profiles with a
K (r ) ∝ r 1.1 power law because that is the standard power-law index
in the literature, and it appears to be consistent with the highest-
quality cluster observations (e.g. Pratt & Arnaud 2003). However,
Fig. 6 suggests that a power-law index of 1.1 might be slightly too
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Figure 2. Logarithmic entropy slices through the centre of the default FLASH merger simulation at times 0, 1, 2, 3, 4, 5, 7 and 10 Gyr.
The lowest entropy material is shown in blue, increasing in entropy through green, yellow to red. Each panel is 6 Mpc on a side.

is ∼ 2 in both the idealised and cosmological simulations
(this is also in line with what was seen in the Santa Barbara
comparison of Frenk et al. 1999). This presumably indicates
that whatever mechanism is responsible for the differing core
amplitudes in the cosmological simulations is also responsi-
ble for the differing core amplitudes in our idealised sim-
ulations. This is encouraging, as it implies the generation
of the entropy cores can be studied with idealised simula-
tions. As outlined in §1, the advantage of idealised simula-
tions over cosmological simulations is their relative simplic-
ity. This gives us hope that we can use idealised simulations
to track down the underlying cause of the discrepancy be-
tween particle-based and mesh-based hydrodynamic codes.

The right hand panel of Figure 1 shows the resulting
entropy distributions plotted in a slightly different fashion.
Here we plot the entropy as a function of ‘enclosed’ gas
mass K(< Mgas). This is constructed by simply ranking the
particles/cells by entropy in ascending order and then sum-
ming the masses of the particles/cells [the inverse, Mgas(K),
would therefore be the total mass of gas with entropy lower
than K]. Convective stability ensures that, eventually when
the system is fully relaxed, the lowest-entropy gas will be

located at the very centre of the potential well, while the
highest entropy gas will be located at the system periphery.
K(< Mgas) is therefore arguably a more fundamental quan-
tity than K(r) and we adopt this test throughout the rest
of the paper. It is also noteworthy that in order to compute
K(< Mgas) one does not first need to select a reference point
(e.g., the centre of mass or the position of the particle with
the lowest potential energy) or to bin the particles/cells in
any way, both of which could introduce ambiguities in the
comparison between the SPH and AMR simulations (albeit
likely minor ones).

In the right hand panel of Figure 1, we plot the result-
ing K(< Mgas) distributions normalised to the final entropy
distribution of the default GADGET-2 run. Here we see that
the lowest-entropy gas in the FLASH runs have a higher en-
tropy, by a factor of ≈ 1.7−1.8, than the lowest-entropy gas
in the GADGET-2 runs. Naively, looking at the right hand
panel of Figure 1 one might conclude that the discrepancy
is fairly minor, given that ∼ 95% of the gas has been heated
to a similar degree in the SPH and AMR simulations. But
it is important to keep in mind that it is the properties of
lowest-entropy gas in particular that are most relevant to

c© 2008 RAS, MNRAS 000, 1–18
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Star formation at high z
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Reionization as function of 
environment
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Figure 6. Ratio r = NLyc/NH of the number of ionising photons, NLyc,

produced in each GIMIC region (+1σ to −2σ from top to bottom) divided
by the number of hydrogen atoms, NH, in that region as a function of red-

shift, assuming NLyc/M! = 3.2 × 1060/M!. For a region to produce

enough ionising photons to reionize itself is thought to require r ! a few.

Whereas the more vigorous star formation in the higher density regions re-

sults in larger values of r at given redshift, the recombination rate will be
higher as well, so higher density regions may require higher values of r.
For constant r, the delay in reionisation is almost independent of r, and is
of order ∆z ∼ 1 between the −2 and +1σ regions (inset).

Figure 7. Cumulative number density of galaxies as function of stellar mass

at z = 6 for the five GIMIC regions (solid coloured lines), illustrating the
strong bias of massive stellar systems to over-dense regions. The number

density of −2σ is also shown at z = 3 (dot-dashed). The most massive
galaxies have solar abundances (black stars) and are highly overabundant in

α-process elements (red squares).

gion is∼ 14′×14′ on the sky at z = 6, which is large in compared
to these surveys: the simulation predicts that the SFRD varies by up

to an order of magnitude even on those large scales. The low SFR

per galaxy compounded with the high degree of cosmic variance il-

lustrates how demanding it will be to obtain accurate observational

measurements of the SFRD at these early times.

Interestingly the high-resolution simulation has a nearly con-

stant SFRD from z = 6 to z = 9, with star formation dominated
by small galaxies with very low star formation rates. If the escape

fraction of ionizing radiation from such small haloes is as high as

suggested by the simulations of (Wise & Cen 2008) (time aver-

aged values of ∼ 25 − 80 per cent), then these galaxies will be the
dominant contributors to the UV-background at high z, and may
have been the main sources of radiation that lead to reionisation

((Srbinovsky & Wyithe 2008)). The faintness of each individual

source may then also reconcile the apparent dearth of sources of

UV-photons with the inferred ionization state of the intergalactic

medium at z ∼ 6 ((Bolton & Haehnelt 2007)).
The ratio r = NLyc(z)/NH between the number of ionizing

photons produced per unit volume by stars,NLyc(z), over the num-
ber of hydrogen atoms in that same volume, NH, is plotted for the

different GIMIC regions in Fig.6 as function of redshift. We used

the conversion factor NLyc/M! = 3.2 × 1060/M! that (Benson

et al. 2006) quote for their ‘standard’ initial mass function of pop-

ulation II stars, but different assumptions such as for example an

additional contribution from a population III stars yield conversion

factors up to an order of magnitude higher. Here we stress the very

significant difference in values for NLyc/NH between different re-

gions, a consequence of the large variation in their SFRD as seen in

Fig.4: the higher density regions produces significantly more ion-

izing photons per baryon, in agreement with the findings of (Ciardi

et al. 2003).

Reionisation requires r = NLyc/NH(z) ! rc, where rc is of

order of a few and dependents on how many ionizing photons are

lost to recombinations in the IGM and in the galaxy itself. Because

proto-clusters (such as the+2σ region) produce more ionizing pho-
tons than proto-voids (the −2σ region), gas at the same density in
the proto-cluster region will be ionized earlier than gas in the proto-

void (Trac et al. (2008)). The expected delay can be read from the

inset of Fig.6:∆z ∼ 1 between the −1σ and −2σ regions, largely
independent of z and the poorly known required value of rc (since

the offset in NLyc/NH between regions is largely independent of

z; recall that we did not run the +2σ region at high resolution).

Assuming further that the gas temperature drops adiabatically af-

ter reionisation implies that the gas temperature differs between the

+1 and −2 regions by a factor ∼ (1 + 12)2/(1 + 11)2 ≈ 1.2
for rc = 1. This is probably too small to measure directly from
the line-widths in the Lyman-α forest as was attempted by (Theuns
et al. 2002b). Trac et al. (2008) claim a similar delay in reioni-

sation may cause the inversion in the temperature-density of the

intergalactic medium as inferred by Bolton et al. (2008).

The simulation predicts the existence of massive stellar sys-

tems (M! ∼ 1011 h−1 M!) even at z = 6 (Fig.7). The dark mat-
ter haloes that host these massive galaxies are so strongly biased

to over dense regions such as the +2σ GIMICregion that the void
region−2σ only catches-up at z ∼ 3 (dot-dashed line). These mas-
sive galaxies are embedded in large haloes of hot (T ∼ 107 K) gas

in nearly spherical regions of co-moving radius ∼ 0.3 h−1 Mpc,

but the galaxies themselves are extremely compact (co-moving

radii of ∼ 3h−1 kpc). The stars have near-solar metallicity, are

highly overabundant in α elements produced in type II SNe (such
as oxygen) relative to type I elements (such as iron) and are old,

Stellar mass 
function z=6 α − element enriched

Solar 
abundance

M! = 1011
M! solar-abundance galaxy



Tom Theuns45

Cluster
Void

∫
Ṅ
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Galaxy clusters



Tom Theuns53

Metallicity in galaxy clusters
for different numerical parameters
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Stellar mass fraction in galaxy clusters
for different numerical parameters
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Milky Way-like haloes,
and their satellite galaxies
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Summary:

Interested in using 
these simulations? 
Let me know!

•Holistic approach to galaxies/clusters and IGM
•Set of zoomed simulations (GIMIC: 
astrophysics)
•Set of isolated boxes (OWLS: physics)


