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Introduction 
By WALTER T. OLSON 

The status of some of the key technology of 
the chemical rocket system is reviewed in this 
Session. In this review it is hoped that (1) the 
current problems in this technology will be 
revealed, (2) the fundamental physical prin- 
ciples involved in these problems will be made 
apparent, and (3) the directions in which solu- 
tions probably will lie will be indicated. 

A sonde, satellite, space probe, or manned 
spacecraft requires for its mission a specified 
amount of kinetic energy, more often expressed 
as a velocity. With regard to rocket-pro- 
pulsion, the speed imparted to the payload de- 
pends on just two items: the energy per pound 
of propellant and the amount of propellant 
that is carried. The former is specific impulse, 
is expressed as seconds, and is dependent on 
propellant chemistry; the latter is mass ratio 
and is dependent on vehicle design. Figure 1 
shows the relations. For example, an RP-1 
(kerosene)—liquid-oxygen engine in a vehicle 
in which 92 percent of the initial weight is con- 
sumable could provide a velocity to the payload 
of 27,000 feet per second (92 percent is a num- 
ber that is commensurate with several large ve- 
hicles using this propellant). If the thrusting 
is done near the earth, 32.2 feet per second must 
be deducted for each second of burning. About 
10,000 feet per second must be deducted for a 
5-minute launch because of work against 
gravity; therefore, 17,000 feet per second is the 
net velocity for this example. Other correc- 
tions can be ignored for the present purposes. 

Of course, one rocket vehicle can be made 
the payload on another, larger vehicle—by 
staging—to build up the ultimate flight velocity 
needed. 

The inherent simplicity and instant readiness 
of solid propellants makes them useful for 
many applications: launching of smaller satel- 

lite payloads, as in Scout; orbital changes or 
injection, as in Echo, Tiros, or Surveyor; stage 
separation and emergency escape, as in Mer- 
cury, Gemini, and Apollo. Their great value 
in the military mission need not be detailed. 

Over the years since the first asphalt—po- 
tassium perchlorate and double-base powders, 
the specific-impulse performance of solids has 
risen from about 180 pounds per pound per 
second to values for today's composite propel- 
lants of about 245 seconds (on a 1000-lb/sq in. 
chamber pressure basis). Further gains, how- 
ever, are difficult. Expenditures of many mil- 
lions of dollars in the last half dozen years in 
an attempt to find new ingredients for higher 
specific impulse have made specific-impulse 
values of the order of 300 seconds appear pos- 
sible, but probably at the expense of the physi- 
cal properties of the grain. Best gains in the 
performance of solid rockets have come from 
improving the mass ratio. Innovations such as 
high-tensile steels, cases wound from high- 
tensile glass filaments, and composite structures 
for nozzles have boosted propellant loadings 
to as much as 0.87 to 0.91 of the vehicle gross 
weight. 

50XI03 

PROPELLANT 

200        300       400       500        600        700       800 
SPECIFIC IMPULSE, LB/ILB/SEC)   «-»«« 

FIGURE 1.—Rocket vehicle performance. 
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Not shown on figure 1, but performing in the 
range between solids and RP-1—liquid oxygen, 
are propellants like nitric acid and alkyl-hydra- 
zine mixtures. Having the advantage of being 
liquids at room temperatures, they are useful in 
space rockets like Agena, the Mariner course- 
correction engine, and the lunar excursion 
module of Apollo. 

The higher end of performance including 
even reasonably stable chemicals, is represented 
by hydrogen-oxygen and hydrogen-flourine. 
Addition of metals like beryllium or lithium to 
these systems improves the specific impulse, but 
this approach requires a very high weight frac- 
tion of hydrogen, which makes a poor density 
for the system, and also adds the complexity of 
feeding and burning metal. 

For reference, the coming first generation of 
nuclear heat-transfer rockets is shown, with per- 
formance at 700 seconds for hydrogen at 2672° 
F to 800 seconds at 3500° F. With a propellant 
density about one-fifth to one-twentieth that of 
chemical rockets, with an inherently heavier 
powerplant, and with the necessity of shielding, 
nuclear heat-'transfer rockets as presently con- 
ceived have a long, rough, and expensive road 
before they will be able to compete in perform- 
ance with chemical rockets. Propellant frac- 
tions will certainly have to exceed 0.75 of gross 
weight. Therefore, chemical rocket systems will 
be used for a long time, and it is vital to the 
space program that they be made as efficient 
and reliable as possible. 

The particular propellants to which the dis- 
cussion of this Session are directed are RP-1— 

RP  I  -  OXYGEN 

n- i 

r 
HYDROGEN-OXYGEN 

J-2 

FLUID PHYSICS 

DYNAMICS AND 
CONTROLS 

PUMPS AND TURBINES 

COMBUSTION 

THRUST CHAMBER 

CS-J5404 

FIGURE 2.—NASA chemical rocket engines and pounds 
of thrust produced. 

FIGURE 3.—Chemical rocket. 

liquid oxygen and hydrogen-oxygen, although 
much of what is presented is broadly applicable 
to more than these propellants alone. Time does 
not permit detailed discussion of other liquids 
or of solids. Furthermore, these propellants 
are prominent in the several principal engine 
programs of NASA as seen in figure 2. These 
engines are vital to many of our foreseeable 
space flights, particularly manned flights. 

The H-l engine is an outgrowth of the Thor 
and Atlas engines; a cluster of eight of these 
engines drives the Saturn C-l booster. The 
F-l engine is currently in development and will 
power launch vehicles for manned lunar flight. 
The three hydrogen-oxygen engines are for 
various upper stages of lunar vehicles. They 
signify a heavy reliance of the NASA space 
program on hydrogen-oxygen. Consequently, a 
large technology effort is progressing on this 
combination, which should have its first suc- 
cessful flight in the Centaur vehicle, powered 
by two of the A-3 chambers. The J-2 engine, 
in development, is for upper stages of Saturn 
for manned lunar flight. The M-l engine is for 
still larger launch vehicles. 

Figure 3 shows the five topics of the chemical 
rocket discussed in this Session: fluid systems, 
pumps and turbines, combustion, thrust cham- 
bers, and dynamics and controls. The physical 
principles, the understanding and mastery of 
which are vital to successful engineering of 
rocket-propulsion systems, are discussed. 
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INTRODUCTION 

The use of liquid propellants in chemical 
rocket engine propulsion systems, while quite 
common, has necessitated the solution of a num- 
ber of problems peculiar to rocket vehicles. 
Two relatively new areas of application, how- 
ever, have presented new fluid physics problems. 
These areas are (1) the use of cryogenic propel- 
lants in general and (2) the use of liquid pro- 
pellants in a space vehicle. This discussion 
treats these two new areas of application by re- 
viewing the various attendant problems and 
indicating the extent of present knowledge. 

Figure 37-1, showing a typical liquid bipro- 
pellant rocket vehicle, indicates those areas di- 
rectly concerned with the physics of the fluid 
systems. These fluid systems are composed of 
the tankage for the liquid propellants, asso- 
ciated internal baffles and diffusers, insulation 
surrounding the tanks, and the pressurization 
system. Also included are the necessary lines, 
control components, and heat exchangers. The 
problems existing in such systems may be di- 

vided into two categories: those pertaining to 
the powered phases of a mission and those per- 
taining to the coast phases. Pressurization and 
sloshing of propellants are the two problem 

ZERO GRAVITY 
^-THERMAL CONTROL 

„--PRESSURIZATION 

FIGURE 37-1.—Problem areas in typical liquid propel- 
lant rocket fluid systems. 
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areas of interest during the powered phases, 
while thermal control and effects of zero gravity 
are of interest during coast. 

PRESSURIZATION 

The first major problem area, pressurization, 
exists whether the vehicle is pressure-fed or 
pump-fed since a pressurization system of some 
kind will always be. required. Such a pressuri- 
zation system can become a large part of vehicle 
dry weight for those space vehicles utilizing 
cryogenic propellants for the following reasons: 

(1) Liquid hydrogen has a low density, hence 
(he tanks will be large, and a resultant large 
amount of pressurant will be required. 

(2) There will be a drastic drop in the tem- 
perature of the incoming pressurizing gas; 
thus, the final gas density will be high, and even 
more gas will be required. 

The largest problem encountered in the field 
of pressurization is the accurate prediction of 
pressurant requirements. Such prediction is 
difficult because of the complex transient phys- 
ical and thermodynamic processes occurring 
within the propellant tank. These processes 
are shown in figure 37-2. 

The heat-transfer processes of primary im- 
portance are the heat transferred to the walls, 
heat transferred to the liquid, and heat trans- 
ferred to the ullage space vapor and gas by the 
incoming pressurizing gas. The mode of inter- 
nal heat transfer to the walls and liquid is some 
form of free convection; thus, the geometry of 
the tank becomes important.    The heat trans- 

GAS 

EXTERNAL / 
HEAT   / 

TRANSFER-t 
\ 

r(GAS + VAPOR) 

MASS TRANSFER 
BY CONDENSATION 
OR EVAPORATION 

CONDUCTION 

LIQUID CS-!544Z 

FIGURE 37-2.—Heat- and mass-transfer processes affect- 
ing pressurization during expulsion. 

ferred to the ullage gas and vapor is dependent 
on the mixing occurring and hence is a func- 
tion of diffuser design (i.e., inlet gas distribu- 
tion), propellant vapor density changes, and 
pressurant density changes. Heat transfer 
from the external environment, from the wall 
to the liquid, and by axial conduction is gen- 
erally quite small during the expulsion period 
but of extreme importance during coasting 
periods. 

The mass transfer within the tank occurs by 
condensation and evaporation at the liquid 
interface and wall interface. Generally, it is 
assumed that mass transfer, while significant in 
small tanks, becomes quite small as tank size 
increases. Recent data taken on Saturn tanks, 
however, indicate that such mass transfer may 
be larger than is generally assumed. In any 
event, the analytical prediction of mass transfer 
is perhaps the most difficult task in determining 
pressurant requirements. The transient nature 
of the processes occurring, as well as the un- 
known pressurant and vapor distribution 
throughout the ullage space, are only two of the 
reasons for the task being difficult. Future 
mathematical models based on analytical 
studies must of necessity include considerations 
of mass transfer, with experimental tests being 
required to establish the actual magnitude and 
mode of such mass transfer, especially for large 
tanks. 

Because of the transient nature of the various 
processes, with system parameters varying in 
both time and space, temperature stratification 
occurs during expulsion. The stratification 
within the liquid causes a warm layer of liquid 
to form at the interface, although the tempera- 
ture of the bulk of the liquid remains relatively 
constant. Temperature stratification that oc- 
curs within the ullage space varies from the 
warm liquid temperature at the interface to the 
gas inlet temperature at the top of the tank. 
There are also concentration gradients through- 
out the ullage space of the inlet pressurant, pres- 
surant used in previous expulsions, and propel- 
lant vapor. These gradients are dependent 
upon diffusion effects and degree of mixing, 
variables not subject to ready analysis, as well 
as history effects (i.e., time of pressurization 
prior to expulsion, heat transfer during coast, 
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venting during coast, pressnrant added in pre- 
vious firings of the engine system, etc.). 

As can be appreciated, an analytical approach 
to the problem of predicting pressurant require- 
ments is extremely difficult. In general, the 
variables affecting the heat- and mass-transfer 
processes, and thus influencing pressurant re- 
quirements, are (1) pressurant type and state, 
(2) propellant type and state, (3) propellant 
tank characteristics, (4) expulsion character- 
istics, (5) history of the tank and contents, (6) 
slosh, vortexing, and diffuser design, and (7) 
gravity field. Several methods have been ad- 
vanced for predicting pressurant requirements; 
however, they are limited in application, partic- 
ularly for space vehicles, either because of sim- 
plifying assumptions or because many of the 
variables are neglected. Better methods, of a 
more generalized nature and verified by repre- 
sentative experimental data, will be required in 
the future in order that realistic space vehicles 
may be designed. 

Another problem concerning pressurization 
systems is the selection of a particular system. 
The general requirements for a pressurization 
system for a space vehicle always include: (1) 
lightweight and (2) high reliability, and de- 
pending upon the mission, may include (3) re- 
start capability, (4) instant readiness, (5) long- 
term compatibility with the propellants, and (6) 
variable flow capability. Since a multitude of 
systems exist that potentially meet these re- 
quirements, some type of classification is re- 
quired for the process of selection. If systems 
are classified according to source of pressurizing 
fluid, there are only four major classes. 
Roughly in order of decreasing system weight 
and increasing system complexity, the classes of 
systems are those that use 

(1) Stored gases 
(2) Evaporated propellants 
(3) Evaporated nonpropellants 
(4) Products of a chemical reaction 

The first class is one of the most common, 
being used in some form in most of the present- 
day liquid-propellant rocket vehicles. Stored 
helium systems typical of this class have high 
reliability; compatibility is not a problem; and 
there is a backlog of experience on components. 

Some of the parameters influencing the weight 
of the system are: (1) storage temperature, (2) 
storage pressure, (3) type of gas expansion, and 
(4) material used for the storage tank. 

The second class, using evaporated propel- 
lants, is the next most common type of system. 
This type of system has been used on several 
pump-fed vehicles where the liquid, usually 
liquid oxygen, is tapped off downstream of the 
pump, vaporized in some convenient heat ex- 
changer, and then used to pressurize the propel- 
lant tank from which it was obtained. Systems 
for pressure-fed vehicles have not been devel- 
oped to any extent, but they offer great poten- 
tial in weight savings (especially for liquid 
hydrogen)  and should be studied further. 

Evaporated-nonpropellant systems, the third 
class, have not been tested extensively. Indeed, 
only two types of systems could be contemplated 
as being useful for cryogenics, those using 
liquid helium and liquid nitrogen. Each of 
these has certain disadvantages, however, that 
would generally preclude their use. 

The last class, systems using products of a 
chemical reaction, perhaps offers the greatest 
potential in future weight savings. Gas gen- 
erators to generate gaseous products for use in 
pressurizing storable propellant tanks have 
been developed and flown. Another method, 
having undergone a small amount of testing 
recently, involves the injection of a hypergolic 
(spontaneously ignitible) fluid into one of the 
propellant tanks. This permits the reaction to 
occur within the tank. The method is attrac- 
tive for the liquid-hydrogen tank in particu- 
lar, since vaporized liquid hydrogen, if obtain- 
able, has a lower gas density than the reaction 
products. Although the method is basically 
simple, it does present problems of control, es- 
pecially of temperature. 

The selection of a system from the four 
classes for a particular space vehicle depends 
not only on the requirements just discussed, but 
also on the tradeoffs involved with other sys- 
tems. The development of the more advanced 
systems, particularly in the areas of controls, 
heat exchangers, components, and materials, 
will be desirable in order to give a more valid 
basis for the tradeoffs involved. 
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SLOSHING OF  PROPELLANTS 

The second major problem area influencing 
the use of liquid propellants in rocket vehicles 
is propellant sloshing. Oscillations may result, 
for example, from the attitude control system 
and can exert forces and moments on the vehicle 
that cause a shift in the center of gravity. 
Figure 37-3 shows a schematic of a vehicle 
undergoing sloshing. The propellant sloshing 
exerts side forces which, at a maximum, may 
reach a force approximately equal to one-quar- 
ter of the apparent weight of the propellant. 
These side forces not only increase structural 
loads on the tankage and supports, but also re- 
quire thrust-vector control from the rocket 
engine. In extreme cases, critical disturbances 
to the stability of the vehicle may occur. Fur- 
thermore, when sloshing occurs, the pressuriza- 
tion gas entering the tank may be cooled more 
rapidly, and thus more gas would be required. 
Still another effect might be the exposure of 
the outlet to vapor. This would result in vapor 
entering the flow systems, where it could have 
disastrous effects. The alleviation or elimina- 
tion of sloshing is, therefore, extremely de- 
sirable. 

Figure 37-4 shows the slosh-force parameter 
as a function of the frequency parameter for a 
half-full spherical tank. These parameters are 
nondimensionalized and are independent of 
tank size or density of the liquid. The solid 
curve represents the theoretical results for un- 
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FIGURE 37-4.—Effects of control devices on slosh forces 
in half-full spherical tank. 

restricted nonviscous sloshing. The effects of 
various methods of slosh control are shown, and 
they are best compared at the first natural fre- 
quency at which the largest slosh forces arise. 
The first natural frequency is the point at which 
the excitation and fundamental frequencies of 
the contained liquid are equal. 

The most common method to date of con- 
trolling sloshing is by placing baffles within the 
tank. While effective, these are seen to be the 
worst of three available methods. The second 
method utilizes a continuous surface film, such 
as obtained by expulsion bags or diaphragms. 
This method is more effective than baffles, but 
involves problems of compatibility, leakage, 
venting, fabrication, and other mechanical 
difficulties, particularly for large tanks. Since 
expulsion bags also permit displacement of 
liquids under zero gravity, however, such an 
approach has been used for relatively small- 
scale propellant tanks—slosh control being 
gained as a secondary feature. The third 
method is the most effective and involves in- 
creasing the viscosity of the liquid; for the case 
shown in figure 37-4, the viscosity was increased 
from 1 to 920 centipoise. Successful attempts 
have been made at increasing the viscosity of so- 
called Earth storable propellants by gelling the 
propellants and making a thixotropic material 
out of the liquid; however, very little progress 
has been made in such gelling for cryogenic 
propellants. Indeed, the gelling of cryogenics 
remains as one of the few fields in which large 
advances may still be made. 
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THERMAL CONTROL OF PROPELLANTS 

The third major problem area is thermal con- 
trol of the propellants. For cryogenic liquids 
the incoming thermal energy must be mini- 
mized since such heat input will cause propel- 
lant heating, vaporization, and a resulting loss 
of propellant by venting. Unless these losses 
are small, the potential advantages of using 
cryogenic propellants will vanish. 

The sources of propellant heating may be 
either internal or external with respect to the 
space vehicle, as indicated by figure 37-5. The 
space vehicle is assumed to comprise four sec- 
tions. The payload section contains the instru- 
mentation and guidance equipment and must 
be maintained at a temperature on the order of 
520° R. The liquid-oxygen section requires a 
temperature of approximately 163° R, while 
the liquid-hydrogen tank must be maintained 
at approximately 37° R; the engine tempera- 
ture will depend on the type of engine system. 
These temperatures may vary somewhat, de- 
pending upon the pressure of the propellant, 
the type of instrumentation, and the specific 
design of the vehicle, but the relative order of 
magnitude will remain the same. 

Heating due to internal sources is caused by 
thermal radiation between the various compo- 
nents of the vehicle and by conduction through 
propellant lines and structural supports. The 
possible external sources of heat are the sun, 
the planets and their moons, and the galaxies. 
Heat is transferred between the vehicle and 
these sources solely by thermal radiation. The 
largest external heat flux encountered by a space 
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FIGURE 37-5.—Sources of heat input to cryogenic vehicle 
in space. 

vehicle within our solar system is usually that 
which originates from the sun. The heat flux 
received from a planet results partly from 
planetary radiation and partly from reflected 
solar radiation. This planetary heat flux be- 
comes greater as the planet is approached, and, 
in some cases, could become of the same order of 
magnitude as the solar heat flux. Galactic 
heating is negligibly small and is usually 
ignored. 

In general, interstage conduction is controlled 
by using minimum areas and low-conductivity 
materials for all components attached to the 
tank. Thus, the major problem of heat input 
is one of proper control of thermal radiation 
due both to internal and external sources. Vari- 
ous methods of control of thermal radiation are 
available, and they may be classified as orienta- 
tion, coatings, and insulations. 

By proper orientation of the vehicle certain 
sections can shade other sections. For example, 
the payload could be pointed toward the sun, 
thus acting as an effective external sun shadow 
shield for the rest of the vehicle. Also, ar- 
rangement is important since the oxygen tank 
could act as a shadow shield for the hydrogen 
tank, protecting it against internal thermal 
radiation from the payload. In any case, how- 
ever, some other method of thermal radia- 
tion control must still be employed since such 
arrangement or orientation will leave at least 
one section at too high a temperature for effec- 
tive use. 

Various inorganic or organic coatings are 
available which, by the proper balance of emis- 
sivity and absorptivity, permit some equilib- 
rium temperature to be attained by the surface 
on which the coating is applied. The lowest 
temperature obtainable, however, by presently 
available coatings, is still much higher than 
the temperatures of the cryogenic liquids. 
Hence, while useful, coatings will not alone 
provide the proper temperature environment 
and must be supplemented by other methods of 
thermal radiation control. 

The best means of control is the use of insula- 
tions. Figure 37-6 shows a comparison of 
various insulations that are useful for space 
vehicles. The product of apparent thermal con- 
ductivity and density is used as the means of 
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FIGURE  37-6.—Comparison   of   insulations   for   space 
applications. 

comparison since this product arises when the 
basic heat-transfer equation for conduction is 
modified to reflect insulation weight. Optimum 
insulation occurs when this product is a mini- 
mum. The apparent thermal conductivity is 
determined from measurements of the net heat 
flux across a thickness of insulation, and thus 
includes conduction, radiation, and convection 
if applicable. Foams are typical of those in- 
sulations that restrict the flow of heat primarily 
by means of low thermal conduction alone. 
Evacuated powder-type insulations not only 
have low conduction and very little convection, 
but also reduce the radiant energy transfer and 
thus result in a much lower apparent thermal 
conductivity than foams. At present, however, 
the best of the insulations consists of parallel, 
thermally isolated, reflected shields. Such 
shields are more effective than powders in re- 
ducing radiant heat transfer, and thus are better 
insulations for thermal control of propellants 
under space conditions. If close together, these 
shields are commonly called foils. The so-called 
superinsulations consist of reflective foils sepa- 
rated by very low-conduction materials. 

In use, foams are relatively easy to apply to 
the vehicle tanks but give high weights of insu- 
lation required. The powders require a rigid 
jacket around the tank for correct placement, 
which increases the weight and causes problems 
of settling and the occurrence of voids. Foils 
also have an installation problem, as compres- 
sive loads reduce their efficiency. Trade-offs, 
therefore, between the various insulations must 
be made for each particular mission, as well as 
for the proper use of each of the methods of 
thermal control. At present, however, the ef- 
fects of compressive loads, and techniques of 
design, such as fastening, supporting, and evac- 

uation, require more work before valid trade- 
offs may be performed. 

EFFECTS OF ZERO  GRAVITY 

The final problem area to be discussed con- 
cerns the effects of weightlessness (i.e., zero 
gravity) on the liquid propellants. Weightless- 
ness will be encountered by space vehicles dur- 
ing orbital or space missions, and a knowledge 
of the final equilibrium liquid-vapor interface 
configuration will be needed to solve the prob- 
lems of effective tank venting and proper pump 
inlet design. Furthermore, a knowledge of the 
modes of heat transfer to stored propellants 
during periods of weightlessness will also bo 
needed. 

Control  of Interface 

For effective control of the liquid-vapor in- 
terface the various forces predominating in a. 
zero-gravity environment must be understood. 
Such forces are generally intermolecular in 
nature; that is, they are relatively small, are 
exerted over a short range, and are independent 
of the gravitational field. One such force that 
should persist in zero gravity is the surface 
tension of the liquid, or, a property associated 
with surface tension, the contact angle at which 
the liquid meets the solid surface (measured in 
the liquid). Another consideration for a zero- 
gravity environment actually is based on the 
observed characteristic of systems to assume a 
state of minimum energy when external forces 
are removed. This would suggest that the in- 
terfaces, if free to move, would assume some 
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FIGURE 37-7.—Interface configurations in cylindrical 
container as function of gravity field and contact 
angle. 
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spherical shape, this being the shape representa- 
tive of minimum energy. 

Figure 37-7 indicates the effect of combining 
these two conditions for liquid in a cylindrical 
container. Both the 1-g and zero-g configura- 
tions are shown, for a range of contact angles. 
For the 1-g case the contact angle of the liquid 
is observed in the meniscus at the liquid-solid 
interface. Upon entering the zero-gravity 
state, the contact angle will be preserved, and 
the liquid-vapor interface, being free to move, 
will adjust itself until a constant curvature sur- 
face is reached. In an enclosed container, of 
course, the actual shape of the liquid surface 
would not only be determined by contact angle 
preservation and considerations of minimiza- 
tion of energy, but also by the shape of the con- 
tainer and the amount of liquid in the container. 

To verify the reasoning used in this analysis 
many experimental tests have been conducted at 
the Lewis Eesearch Center, primarily in a 2.25- 
second-free-fall drop tower. These tests have 
verified the predictions in every detail. 
Selected photographs taken from motion-pic- 
ture data (using high-speed photography) for 
a typical test drop are shown in figure 37-8. 
This figure shows a 100-milliliter glass sphere 
with a liquid- to tank-volume ratio of 40 per- 
cent. The liquid in this case is ethyl alcohol, 
which has a contact angle of zero and is thus 
representative of the cryogenic fluids. The 
photographs represent the conditions at 1 g 
and the equilibrium conditions for zero g. It 
can be seen that, at 1 g, the alcohol rests in a 
pool at the bottom of the sphere. The liquid 
surface is essentially flat. The meniscus is con- 
cave, and the liquid contacts the wall at an angle 
of 0°. During the zero-g period, the liquid be- 
gins to rise along the wall, and the liquid sur- 
face becomes curved. At the equilibrium condi- 
tion the result is a completely wetted tank wall 
with a spherical vapor bubble in the interior of 
the liquid. 

The results of the experimental studies, as 
previously indicated, have tended to verify the 
prediction that the total surface energy is 
minimized in zero gravity. In order to provide 
further verification, a definitive analytical 
model was studied. This model used a geom- 
etry  consisting  of  a  hollow   tube  suspended 
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FIGURE 37-8.—Interface configurations of wetting 
liquid in spherical container at normal gravity and 
during weightlessness.    Tank 40 percent full. 

within a cylindrical tank, aligned with the 
vertical axis, and being open to the liquid at 
both top and bottom. An analysis of this con- 
figuration, solving for the minimization of sur- 
face energy, indicated that for liquids with con- 
tact angles less than 90° the liquid will rise in 
the tube if the tube radius is less than one-half 
the tank radius, will remain level if the tube 
radius is equal to one-half the tank radius, and 
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FIGURE 37-!).—Effect of tube radius on interface con- 
figuration for wetting liquid in cylindrical container. 

will fall if the tube radius is greater than one- 
half the tank radius. 

Experimental tests have been conducted with 
wetting liquids in a similar geometry, in which 
the tube radius was varied and the direction of 
liquid motion was observed as the experiment 
was subjected to zero gravity. Results of these 
experiments are summarized schematically in 
figure 37-9 for a liquid with a contact angle of 
0°. Sketches of the interface configurations are 
shown after equilibrium conditions in zero 
gravity have been reached. Three tube radii 
(R„) were used, being respectively less than, 
equal to, and greater than one-half the tank 
radius (R-r). These experiments verified the 
previous analysis in every detail and provided 
proof that the solid-liquid-vapor system will 
tend to assume a configuration of minimum 
free surface energy when placed in a weightless 
environment. 

APPLICATIONS 

As a result of these fundamental studies, it 
appears that the tank systems can be designed 
by using suitable internal baffling to position 
the liquid-vapor interface properly. The prin- 
cipal requirements of an interface control sys- 
tem in a propellant tank are that it maintain a 
quantity of liquid over the pump inlet, and, if 
venting is necessary, that it maintain the main 
ullage volume over the vent. The capillary 
tube geometry employed in the minimum-sur- 
face-energy studies appears to provide a satis- 
factory interface configuration in that it locates 
liquid over the pump inlet if such a pump inlet 
is placed at the bottom of the capillary tube and 

vapor over the vent if the vent is located above 
the tube. 

The configuration of the liquid-vapor inter- 
face in zero gravity, obtained with a standpipe 
geometry for two orientations of the container, 
is shown in figure 37-10. This figure shows a 
100-milliliter glass sphere with a liquid- to 
tank-volume ratio of 30 percent. Again ethyl 
alcohol (containing a dye for ease of photog- 
raphy) is used in order to duplicate cryogenic 
liquids having a contact angle of zero. The 
capillary tube (or standpipe) has a tube diam- 
eter of 33 percent of sphere diameter and a 
relative height of 60 percent. The photo- 
graphs in figure 37-10(a) indicate the ability 
of the liquid to fill the standpipe and the 
vapor to form over the vent (if located above 
the standpipe) for the case in which the sphere 
enters zero gravity at an angle of 0° between 
the gravity vector and the axis of the stand- 
pipe. Figure 37-10 (b) is similar, except that 
the sphere enters zero gravity at an angle of 
90°, and again the ability to position the liquid 
and vapor bubble is shown. Such ability, how- 
ever, is very time dependent, and for low fill- 
ings a relatively long period of time is re- 
quired to properly position the vapor bubble 
after zero gravity has been entered at a high 
angle to the initial gravity vector. 

The standpipe geometry encounters difficul- 
ties in positioning the vapor bubble over the 
vent at high fillings, however, when the vapor 
bubble is small. If the standpipe is made rela- 
tively high, there is danger that the bubble 
could become trapped in the annular space fol- 
lowing an adverse acceleration. A geometry 
that avoids entrapment of the vapor bubble and 
urges it to the vicinity of the vent or, conversely, 
pumps the liquid to the bottom of the tank 
would be desirable. Liquid can be pumped by 
capillary forces from one end of a tank to the 
other if tapered geometry is used and suitable 
return paths are provided. This principle may 
be employed to overcome some of the difficulties 
encountered with standpipes at high fillings. 
The application of this principle to a spherical 
tank is shown in figure 37-11. The tapered 
section is formed in this case by offsetting a 
second sphere within the first. The geometry 
is now such that the vapor bubble obtains its 

14 



FLUID   PHYSICS   OF   LIQUID   PROPEILANTS 

'^ammmi 
%•,'     «•'i-'..     •«, 

0  G;   0.5  SECM^i^akiämiäiäii 

C-62255 

(a)  Initial position, 0° between gravity vector and standpipe. 
(b)  Initial position, 90° between gravity vector and standpipe. 

FIGURE 37-10.—Movement of wetting liquid in capillary tube ullage control geometry. 
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(a)  1-g configuration, 
(b)  Zero-g configuration. 

FIGURE 37-11.—Application of tapered section principle 
to spherical tank. 

most nearly spherical shape under the vent but 
cannot become completely spherical even for 
fillings of 95 percent. The result is the move- 
ment of the bubble to the vent from any start- 
ing position. The ability of this geometry to 
move the vapor bubble is shown in figure 37-12; 
the vapor bubble is initially 90° away from the 
vent but is pumped toward the vent by capillary 
action when zero gravity is entered. In this 
experiment, the outer sphere has a volume of 
100 milliliters. The inner sphere is 60 percent 
of the diameter of the outer sphere, which 
forms a tapered annular section around the 
inner sphere. The liquid is again ethyl alco- 
hol, and the liquid- to tank-volume ratio is 95 
percent. 

While the experiments to date have indicated 
that the liquid-vapor interface can be ade- 
quately controlled, two questions remain to be 
answered. The scaling parameter of time must 
be further studied, and the amount of accelera- 
tion to disrupt a surface under zero gravity 
must be known. Acceleration disturbances 
(crew movement, orientation maneuver, etc.) 
may cause the liquid and vapor to be improp- 
erly oriented, and thus an unknown length of 
time may be required for proper positioning. 

Heat Transfer 

Another problem on which further research 
is needed is that of heat transfer under weight- 
less conditions. The mechanism of heat input 
to a tank under space conditions corresponds 
to that of a classical pool-boiling situation, the 
various regions of which are shown in figure 
37-13 for a 1-g field.    The coordinates are heat 
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FIGURE 37-12.—Movement of vapor bubble in tapered- 
section ullage control geometry. Initial position, 90° 
from  vent;   wetting liquid. 
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flux plotted as a function of temperature dif- 
ference. 

The heat-transfer regions start with conduc- 
tion at very low flux, and, as flux is increased, 
progress through convection and nucleation, 
and finally, at very high flux, to the mechanism 
of film boiling. The regions of convection and 
nucleation may be substantially affected by the 
loss of gravity. Convection currents should 
certainly be absent in a zero-gravity environ- 
ment, although residual currents might persist 
for some time; however, the nucleation picture 
is less clear. The velocity of bubbles through 
the liquid depends on the gravity field. If the 
velocity becomes zero because of loss of buoy- 
ancy, the nucleation region may be replaced by 
a film mechanism of boiling. This situation 
would be predicted by a proposed nucleation 
concept that is gravity dependent. A nuclea- 
tion model has been proposed, however, which 
is independent of gravity in that bubbles are 
removed from the surface by a flow field set up 
around the bubble because of its rate of expan- 
sion. If this model is correct, the nucleation 
region should be relatively unaffected by a zero- 
gravity environment, and this region would 
probably extend down to cover the convection 
region. 

A series of experiments using liquid hydro- 
gen has been performed by General Dynamics/ 
Astronautics in which the heat transfer in the 
nucleate range as a function of temperature 
difference was measured at 1-g and zero-g con- 
ditions. Results of this study are shown in 
figure 37-14.    These results indicate that zero 
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FIGURE 37-13.—Typical pool boiling charcteristics for 
1-g field. 

FIGURE 37-14.—Comparison of 1-g and zero-g liquid- 
hydrogen heat-transfer characteristics for nucleate 
boiling range. Small, directly heated metal speci- 
mens in pool of liquid hydrogen. 

gravity has little effect on heat transfer in the 
nucleate region, which supports the nucleation 
model that is independent of gravity. The 
scaling parameter of time, however, among 
others, is probably quite important in these 
experiments, and much more work in this area 
is needed in order to extend our knowledge of 
heat transfer processes to the zero-gravity 
situation. 

The primary effect of the heat-transfer mech- 
anism for cryogenic liquids is the pressure rise 
within the container. This problem could be 
serious in a long term coasting situation. In a 
normal gravity field, convection currents and 
high bubble velocities cause most of the heat to 
be delivered to the gas space, which causes an 
abnormal pressure rise and thus excessive vent- 
ing. The heat sink capacity of the liquid, 
which is considerable in the case of cryogenic 
propellants, is lost. In a zero-gravity field, if 
the conduction and nucleation regions are re- 
placed by a film process, again most of the heat 
will be delivered to the gas, and the heat sink 
capacity of the liquid will be lost. If the grav- 
ity-independent nucleation concept is correct, 
however, the nucleation continues, but at re- 
duced bubble velocity. Thus more time is 
available for bubbles to condense as they move 
through the liquid, more heat is delivered to 
the liquid, and a lower pressure rise results. 
Since the available data tend to support the 
gravity-independent nucleation concept, it 
would appear that less pressure rise will be 
experienced in zero gravity than under normal 
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gravity. The magnitude of this effect is still 
relatively unknown, however, and warrants 
further study. 

CONCLUDING  REMARKS 

In summary, four problem areas primarily 
involving the use of cryogenic liquids in space 
vehicles have been briefly discussed. Some an- 
swers exist for these areas, but further work, 
of both a fundamental and an applied nature, is 
required.    In   particular,   more   detailed   in- 

formation is needed on the physical and thermo- 
dynamic properties for the liquids of interest. 
Furthermore, the areas of heat and mass trans- 
fer need better definition under conditions pe- 
culiar to a space vehicle. 

The problem areas of fluid physics as outlined 
are not the only areas of interest today, and, 
as space flights become more ambitious, even 
more areas requiring study will appear. In- 
deed, the successful operation of space vehicles 
must depend upon future solutions to these and 
other problems. 
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INTRODUCTION 

As the missions in the space program become 
more difficult, a wide range of new requirements 
are placed on all components of both chemical 
and nuclear rocket engine systems. The advent 
of manned space flight has resulted in stringent 
requirements on the reliability of all rocket com- 
ponents in an effort to eliminate catastrophic 
engine failure. The trend toward larger booster 
engines and higher engine operating pressures 
has required increased size and pressure produc- 
ing capability of the turbopump units. The 
smaller thrust engines used to provide thrust in 
space as well as in landing and rendezvous 
maneuvers require that the turbopumps per- 
form satisfactorily over a wide range of thrust 
levels (engine throttlability) and, in addition, 
provide multiple restart capability. The pump- 
ing systems for these engines must respond 
nearly instantaneously to demands of the con- 
trol system even though the propellants may 
have been stored for long periods in the space 
environment. For some of the new engines 
there is the requirement that the pump accept 
the propellants from the tank at or near their 
boiling points. 

Further complexities exist in the development 
of pumping machinery for future rocket en- 
gines. Statistics have indicated that about one- 
third of the effort in a rocket engine develop- 
ment program is devoted to the turbopump. 
Because the development of the turbopump is 
a long process, it is often necessary to establish 
many of the engine parameters long before 
turbopump test data are available. If the tur- 
bopump does not achieve the performance 
assumed in establishing engine performance 
parameters, a complete redesign involving ex- 
pensive and critical time delays may be neces- 
sary. In the past this problem has been handled 
by overdesigning the turbopump to meet pos- 
sible deficiencies. Because of the new require- 
ments placed on the turbopump, design 
parameters are being pushed closer and closer to 
limitations set by the present state of technol- 
ogy. Therefore, there no longer exists sufficient 
margin for overdesigning to satisfy possible 
deficiencies showing up in the development 
phase. As a result, it is necessary to improve 
pump design techniques to meet the increased 
requirements with assurance that a suitable tur- 
bopump will result. 
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FIGURE 38-1.—Chemical-rocket pumps and turbine. 

From figure 38-1, some of the general func- 
tions and requirements of the turbopump in a 
chemical rocket system may be inferred. In 
general, the propel 1 ant must be moved from the 
low-pressure tank to the high-pressure engine 
system. The propellants are usually stored at 
low pressures for minimum tank weight, and 
boiling or cavitation may occur in the fluid sys- 
tem wherever the pressure is further reduced by 
velocity increase. The pump must be capable 
of ingesting such vapor and still increasing the 
pressure of the propellants. Furthermore, the 
propellants must be delivered to the engine 
without pressure or flow fluctuations that could 
result in a thrust fluctuation or possible destruc- 
tive engine instabilities. The power for pump- 
ing the propellant must be developed by a tur- 
bine. The exhaust from the turbine develops a 
relatively small thrust, and thus the flow 
through the turbine must be minimized to avoid 
a sizable reduction in engine specific impulse, 
the energy release in pound-seconds per pound 
of propellant. 

This paper covers three topics pertinent to 
the turbopump: 

(1) Pumping under cavitating conditions 
(2) Flow stability in high-pressure pumps 
(3) Turbine drives with high-energy propel- 

lants 

The discussion mainly concerns hydrogen or 
hydrogen-oxygen turbines and pumps. It is ap- 
plicable, in general, to modern turbomachinery 

for all rocket propellants and to both chemical 
and nuclear rocket systems. 

PUMPING  UNDER  CAVITATING  CONDITIONS 

In general, when the pump must operate 
with the inlet fluid very near the boiling con- 
dition, vapor forms in the pump inlet. The 
formation of vapor bubbles and their subse- 
quent collapse as the fluid is exposed to boiling 
or vapor pressure in low-pressure regions of the 
flow is referred to as cavitation. The inlet por- 
tion of the pump must be capable of increasing 
the pressure to suppress the boiling even when 
the flow contains some vapor. Several methods 
of approaching the cavitation problem are 
illustrated in figure 38-2. In the upper left 
sketch of figure 38-2 an inducer stage is added 
to the pump. This stage is designed to operate 
under cavitating conditions and increases the 
pressure sufficiently above the vapor pressure so 
that the main-stage pump is not affected by 
cavitation. This can also be thought of as a 
prepumping stage raising the pressure in the 
line ahead of the main pump rather than in- 
creasing the pressure in the entire tank to sup- 
press boiling. The lower left sketch illustrates 
an inducer stage ahead of an axial-flow pump. 
The upper right sketch illustrates a pump in 
which the inducer is integral with the main 
stage of the pump. In this type of pump the 
design   must  avoid  interactions  between  the 
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FIGURE 38-2.—Pump and inducer configurations. 
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cavitation and the blade loading necessary to 
obtain high pump pressure rises. In each of 
these three configurations either a separate in- 
ducer or an inducer portion of the pump is 
utilized to obtain energy addition or pressure 
rise even under cavitating conditions. In each 
case the inducer is operated at pump speed. If 
the inlet conditions are too close to fluid vapor 
pressure to obtain the necessary suction perfor- 
mance in this manner, it is necessary to add a 
low-speed booster pump ahead of the high- 
speed pump. Such a configuration is shown in 
the lower right sketch of figure 38-2. The 
booster pump may be driven by a variety of de- 
vices, including gears, an electric motor, and 
gas or hydraulic turbines. Whether a high- 
speed or low-speed cavitating pump inducer is 
utilized, it is necessary to understand the vapor 
formation within the pump rotor and to find 
ways to minimize the formation of vapor and 
the effect of these vapor formations on the 
pressure production capability of the pump. 

Vapor forms when the low-pressure regions 
of a pump rotor are at or below fluid vapor 
pressure. The low-pressure regions exist in 
vortices formed with tip or corner flows and on 
the low-pressure portion of the pump blades. 
Figure 38-3 shows two pump blades rotating 
in the downward direction with the relative flow 
entering from the left. The high- and low- 
pressure portions of the blade are indicated by 
plus and minus signs. The integrated differ- 
ence in these pressures reflects the level of en- 
ergy addition to the pumped fluid. As a result 
of this pressure difference there is a flow in the 

-BUBBLE 
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■l///MMMääääi 

ROTATION FLOW 
ROTATION 
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FIGURE 38-3.—Vortex formed because of flow through 
tip clearance space. 

CS-25455 

FIGURE 38-4.—Vapor formation at blade surface. 

clearance space, as indicated in the lower left 
sketch of figure 38-3. At the intersection of 
the crossflow and the through flow, a vortex is 
formed. The center of this tip vortex forms 
a line at an angle to the inducer blade depending 
on the relative velocity of the through flow and 
the crossflow. The center of this vortex is a low- 
pressure region in which vapor first forms. As 
the inlet pressure is lowered further, vapor 
forms in the region of the crossflow and closes 
in the region between the blade and the tip vor- 
tex and thus completely obscures the view of 
the vaporous regions on the low-pressure sur- 
face of the inducer blade. 

The vapor formation on the blade surface 
can only be observed by viewing the inducer 
from the upstream direction. In this manner 
a view under the tip vortex can be obtained. 
The blade surface cavitation forms in one of 
two configurations shown in figure 38-4. The 
right sketch illustrates a cavity region forming 
on the blade leading edge and closing on the 
low-pressure surface of the blade. This type 
of vapor formation occurs when vapor pressure 
occurs at the blade leading edge. When the 
leading-edge shape is optimized so that fluid 
vapor pressure first occurs some small distance 
back from the blade leading edge, streamers of 
bubbles occur along the low-pressure surface of 
the blade. This latter type of vapor configura- 
tion is illustrated in the left sketch of figure 
38-4. Under normal operating conditions very 
little difference in performance exists as a result 
of the type of blade surface cavitation, but 
rather is determined by the degree of cavitation. 
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In either case, the vapor region is very close to 
the blade surface, and the blade surface pressure 
is very nearly fluid vapor pressure. 

Basic research on cavitation can be done most 
easily and inexpensively in water with verifi- 
cation tests using the actual propellants. A 
series of photographs illustrating a pump in- 
ducer and the various types of vapor formation 
that are observed in water is shown in figure 
38-5. The helical inducer that was operated 
in the Lewis water tunnel with a transparent 
housing is shown in figure 38-5(a). The di- 
rections of rotation and flow are indicated in 
the photograph. The orientation of the in- 
ducer blades to the flow is similar in the follow- 
ing five photographs, selected to illustrate the 
cavitation configuration discussed in connection 
with the sketches in figures 38-3 and 38-4. 

The photograph shown in figure 38i-5(b) 
illustrates the formation of cavitation vapor 
in the center of the tip vortex. The side of the 
inducer blade being viewed is the low-pressure 
surface. Thus, the cross-flow is normal to the 
blade toward the lower right direction, and it 
causes the tip vortex to form as shown. Over 
the forward portion of the blade some vapor 
forms in the crossflow, and the tip vortex 
appears nearly attached to the blade. Vapor 
is then confined to a narrow region of the vor- 
tex. When this process is viewed as a movie, 
there is a slight oscillatory motion of the tip 
vortex. Figure 38-5 (c) illustrates the tip vor- 
tex and crossflow vapor formation as the inlet 
pressure is lowered toward fluid vapor pressure. 
The blade tip and the tip vortex form the edges 
of the vaporous region. Under these condi- 
tions the vapor extends to only about % inch 
from the outer housing. Any surface cavita- 
tion that may exist on the low-pressure surface 
of the blade is not visible unless the camera is 
placed in a more forward position so that a view 
under this tip cavitation can be obtained. 

(a)  Orientation of helical inducer. 
(b)  Formation of tip vortex cavitation. 

(c)  Cavitation in tip vortex and crossflow region. 
(d) Cavitation appearing as streamers on blade low- 

pressure surface. 
(e) Blade surface cavity at moderate inlet pressure, 

(f) Blade surface cavity at lower inlet pressure. 

FIGURE 38-5.—Visual studies of cavitation on  pump 
inducer in Lewis water tunnel. 

Figure 38-5 (d) was selected to show the for- 
mation of streamers of vapor bubbles on the 
low-pressure surface of the pump inducer blade. 
(White tufts of yarn used to indicate tip eddy 
f!ows are shown on the inside of the transparent 
housing. These yarn tufts are not significant to 
this discussion and should not be of concern.) 
The streamers of bubbles appear to start at 
various points on the blade surface some 
distance behind the blade leading edge and exist 
at all radii. The number of streamers and the 
length of the streamers increase as the inlet 
pressure is lowered toward fluid vapor pressure. 
When streamer cavitation is viewed as a movie, 
streamers seem to appear and disappear at ran- 
dom, even though overall cavitation conditions 
appear to be constant. 

Figures 38-5(e) and (f) were selected to 
illustrate a cavity region on the low-pressure 
surface of the pump inducer blade. The cavity 
begins at the blade leading edge and extends 
some distance along the blade. Lowering the 
inlet pressure toward fluid vapor pressure in- 
creases the length of the surface cavity. The 
surface of the cavity is "dimpled" in such a 
manner as to reflect light as bright points. The 
closure of the cavity also appears very bright 
because of the light reflection. When surface 
cavitation is viewed as a movie, the cavity 
closure point is noted to oscillate slightly for- 
ward and backward along the blade. With 
either type of surface cavitation the vapor for- 
mation is confined to a relatively narrow region 
from the blade suction surface with an esti- 
mated thickness comparable to blade thickness. 

It is necessary to relate the vapor formation 
as inlet pressure is lowered toward fluid vapor 
pressure to the blade pressure distributions that 
control the energy addition to the pumped fluid. 
The sketch in figure 38-6 shows two blades 
moving downward with the relative flow from 
the lower left. The torque force being exerted 
on the fluid is related to the summation of the 
pressure difference on the high- and low-pres- 
sure blade surfaces. In this sketch a vaporous 
region is shown to exist on the low-pressure sur- 
face of the blade. Tip vortex cavitation is not 
shown since this constitutes a blockage effect on 
the through flow rather than a major effect on 
the blade pressure distribution (especially if the 
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FIGURE 38-6.—Effect of cavitation on blade pressure 
distribution. 

flow some small distance away from the blade 
tip is considered). The pressure distribution 
along the length of an inducer blade is sketched 
in figure 38-6(a). The mean pressure line at 
the inlet represents the inlet static pressure. 
The large pressure difference (high- to low- 
pressure blade surface) near the inlet is due to 
some angle of incidence between the inlet, flow 
and blade mean angle. The pressure difference 
gradually decreases as the mean pressure ap- 
proaches the discharge pressure. The cross- 
hatched region is the region below fluid vapor 
pressure. Pressure distributions of this gen- 
eral nature were utilized for pump inducer 
blades, and performance was not affected when 
the lowest blade surface pressure was at vapor 
pressure. In fact, in operation the inlet pres- 
sure can be lowered so that the indicated low- 
pressure point will be well below vapor pres- 
sure (assuming that the pressure distribution 
remains the same) before changes in perform- 
ance are experienced. As the inlet pressure is 
lowered, the portion of the pressure distribution 
curve that would fall below the fluid vapor pres- 
sure line (as indicated by dashed lines in fig. 
38-6 (b)) probably does not exist, If the pump 
inducer is to continue to deliver the fluid to the 
discharge pressure, it is necessary for the pres- 
sure difference over the blade to increase in the 
rearward portion of the blade (solid lines), and 
for the total pressure loading to be sufficient to 
achieve the required head rise. Thus the in- 
ducer can continue to maintain the discharge 
pressure or head rise as long as the overall pres- 

sure loading can be maintained by redistribu- 
tion rearward as the inlet pressure is lowered 
toward vapor pressure. This process can con- 
tinue as long as the pressure gradient at the rear 
of the low-pressure blade surface can be 
achieved. When the fluid can no longer be de- 
livered at the desired discharge pressure, the 
energy addition (area within the pressure load- 
ing diagram) decreases. This condition is illus- 
trated in figure 38-6 (c), and under these con- 
ditions the inducer will produce only a small 
head rise. The original or noncavitating blade 
pressure distribution is shown as a dotted line 
in figures 38-6 (b) and (c). The area of the 
pressure loading distributions represented by 
the solid line of figure 38-6 (b) is meant to be 
essentially the same as that shown by the dotted 
curve. It should be noted that vapor formation 
just begins at the inlet pressure shown in figure 
38-6 (a) and that the length of vapor formation 
will increase from figure 38-6(b) to 38-6(c), as 
noted in figure 38-5. 

The pressure loading diagrams can be re- 
lated to pump inducer performance by com- 
parison with figure 38-7. In this figure the 
head developed is plotted against the head above 
vapor pressure at the suction side of the pump. 
Condition A, where vapor first occurs on the 
inducer blade, on the solid curve exists at a 
sizable pressure above vapor pressure. It can 
be noted that tip vortex cavitation exists at 
inlet pressures well above point A. The vapor 
cavity continues to grow without affecting the 
inducer head produced as the inlet pressure is 
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FIGURE 38-7.—Cavitation performance of pump inducer 
in water and in liquid hydrogen. 
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lowered to B. At lower inlet pressures corre- 
sponding to point C the pump inducer head rise 
falls off very rapidly. From the comparison it 
is concluded that the flow model description is 
suitable for inducers operating in water (solid 
line in fig. 38-7). 

The cavitation performance of a given in- 
ducer in hydrogen may be vastly different from 
that obtained in water, as indicated by figure 
38-7. As the inlet pressure was lowered at some 
point, the inducer head developed in water 
dropped off rather rapidly. In hydrogen, how- 
ever, the head produced did not decrease dras- 
tically, even though the inlet pressure was re- 
duced to vapor pressure (NPSH=0). An ad- 
ditional concept must be introduced into the 
blade loading diagram considerations to ac- 
count for this large fluid property effect en- 
countered with liquid hydrogen. These con- 
cepts are illustrated in figure 38-8. The sketch 
on the left shows the pressure distribution pre- 
viously discussed at an inlet pressure just above 
that at which a performance loss would be expe- 
rienced. It is believed that this is the type of 
performance encountered with water. The in- 
let static pressure is shown slightly higher than 
the inlet fluid vapor pressure. The inlet head, 
or total head, must be higher to account for the 
fluid velocity head at the pump inlet, (The 
term NPSH, inlet head above inlet fluid vapor 
pressure, is usually used to describe the inlet 
performance and is indicated in fig. 38-8.) On 
the other hand, other fluids, such as hydrogen, 
indicate a marked tendency to maintain some 
of the pressure loading below the inlet vapor 
pressure level. Several possible effects can oc- 
cur to allow this low-pressure region to exist,: 

WATER HYDROGEN 

INLET  TOTAL INLET  TOTAL 
HEAD INLET HEAD 
(PRESSURE!-.        VAPOR (PRESSURE)- 

HEAD 
(PRESSUREH 

BLADE  LENGTH BLADE   LENGTH 

CS-251.56 

(1) lower local fluid vapor pressure as a re- 
sult of temperature drop due to fluid evapo- 
ration, (2) vapor and liquid with relatively 
similar densities and thus a relatively large 
pressure gradient that can be supported by a 
vaporous region, (3) fluid tension effects that 
retard the tendency to cavitate, and (4) rates of 
phase change relatively different between fluids. 

One or more of these effects or others not 
indicated may occur to allow the blade pressure 
to drop below the fluid inlet vapor pressure. 
The net result is that the inlet pressure can be 
lowered further without experiencing a loss in 
head producing capability. The right sketch in 
figure 38-8 illustrates a case where the tank head 
and vapor pressure are coincidental. The 
amount that the inlet pressure can be lowered 
without reaching the limiting pressure gradient 
or the effectiveness of the pressure diagram that 
must exist below the inlet vapor pressure is a 
result of the thermodynamic properties of the 
fluid and thus is termed thermodynamic sup- 
pression head (TSH), as illustrated in figure 
38-8. It is likely that the TSH effects are 
present in all fluids, but they are relatively small 
in water and relatively large in a fluid such as 
hydrogen. It may be feasible to incorporate 
the TSH effect into the equations for suction 
specific speed Ss and blade operating cavitation 
number k in the following manner: 

Suction specific speed: 

S. NjQ NjQ 

FIGURE 38-8.—Fluid property effects on blade-loading 
distribution. 

(NPSH)3'4~ (NPSH+TSH)3'4 

where N is rotational speed in rpm, and Q is 
the flow rate in gallons per minute. 

Effective cavitation number: 

,  hs—hvp     hs—App-f-TSH 
fc"l/2p(F;)2"     l/2p(F|)2 

where hs and h„v are the fluid static head and 
fluid vapor head at the inlet, respectively, and 
lj2p{Vy is the inlet relative velocity head. 

It can be noted that for the performance pro- 
duced in hydrogen as shown in figure 38-7 the 
suction specific speed term is infinity and the 
cavitation number becomes zero or negative, 
none of which are meaningful unless appro- 
priate fluid property effects (TSH) are 
included. 
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FIGURE 38-9.—Reduction of fluid vapor head due to 
hydrogen thermodynaraic properties. 

A thermodynamic chart that illustrates the 
basis for the difference in cavitation perform- 
ance between liquid hydrogen and water is 
shown in figure 38-9. This theoretical plot 
shows the thermodynamic changes that occur 
when evaporation of part of the fluid reduces 
the vapor pressure and temperature of the liq- 
uid-vapor mixture. The ratio of vapor volume 
to liquid volume is plotted against the reduction 
in fluid vapor heat that occurs for evaporation 
from several initial liquid-hydrogen tempera- 
tures. Contours of the corresponding constant 
vapor weight fractions are also indicated. The 
interesting conclusion from this chart concerns 
the large reduction in fluid vapor pressure that 
can be achieved with a relatively small amount 
of evaporation. For example, if only 0.016 of 
the weight fraction of a quantity of hydrogen 
adjacent to the low-pressure surface of the 
blade were evaporated from an initial tempera- 
ture of 36° R, equal volumes of liquid and vapor 
would result in the local region, and the local 
vapor pressure would be reduced about 100 feet 
below that of the fluid generally. This local re- 
duction in vapor head corresponds approxi- 
mately to the low-pressure curve shown in fig- 
ure 38-8, the average of which corresponds ap- 
proximately to the value of TSH. This analyti- 
cal approach appears to be at least qualitatively 
useful in explaining the phenomenon. The re- 
quired vaporization can occur locally in the 
region where vapor head reduction is specifi- 
cally needed without subjecting the entire flow 
passage to a large volume of vapor. The 
amount of TSH achieved from this process de- 
pends on how effectively the various factors are 

utilized on the pressure loading diagram of a 
given pump blade design. 

Better understanding of the hydrodynamic 
principles and the internal flow conditions dur- 
ing cavitation is necessary. Further research 
to determine definitive values of the hydro- 
dynamic and thermodynamic interactions dur- 
ing cavitation will allow the designer to take 
full advantage of these principles. 

HIGH-PRESSURE  PUMP STABILITY 

The problem of pump flow stability will be 
approached by noting the effects illustrated in 
figure 38-10. The variation in head rise with 
flow is shown in the upper left sketch of figure 
38-10. At some low flow value the pump and 
system operated with violent pressure fluctua- 
tions and are said to have been stalled. Even in 
what appears to be a good region of flow, how- 
ever, the pump head rise varied with time, as 
shown in the upper right sketch. The ratio of 
peak-to-peak variation in pressure head to the 
head rise in general HP.P/AH varies with both 
the flow rate and the suction head above vapor 
pressure in the manner indicated by the lower 
sketches in figure 38-10. These pressure 
fluctuations are a result of unsteady flow con- 
figurations such as flow eddies. If the flow 
eddy exists near the pump discharge, and thus 
affects energy addition, the variation with Q 
can be expected to be a major factor. On the 
other hand, if the eddy condition exists near the 
inlet and can interact with cavitation, the 
variation shown with inlet head above vapor 
pressure can be expected to be large. 

HEAD 
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/PRESSURE^ 
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AH 

FLOW, NPSH 

FIGURE 38-10.—Pump discharge pressure fluctuations 
due to unsteady flow conditions. 
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Before discussing the internal flow condi- 
tions which may affect pump stability, it would 
be well to describe the overall characteristics 
of hydrogen pumps. The pump shown in 
figure 38-11 is a research hydrogen pump rotor 
under investigation at the Lewis Research 
Center. When operated at 40,000 rpm (tip 
speed of about 1100 ft./sec) the power required 
to drive this rotor is of the order of 6000 horse- 
power.   The pressure rise from inlet to outlet 
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FIGURE 38-11.—Large flow hydrogen pump rotor. 

under the conditions described is about 1000 
pounds per square inch. High pressure and 
velocity gradients within the pump rotor are 
necessary to achieve this large transfer of 
energy from the rotor to the pumped fluid. 
The following discussion will consider the 
effects of excessive flow gradients within the 
pump rotor, and some of the methods of avoid- 
ing excessive flow gradients will also be 
indicated. 

The velocity distribution between blades on 
a pump rotor is illustrated by the sketches in 
figure 38-12. The blades are presumed to be 
rotating to the right so that the high- and low- 

FIGUEE 38-12.—Effect of passage pressure and velocity 
distribution on pump performance. 

pressure surfaces of the blade are as indicated 
in the figure. A mean flow velocity exists near 
the passage center, a high velocity is associated 
with the low-pressure surface, and a low ve- 
locity is associated with the high-pressure blade 
surface. Such a velocity variation is necessary 
to achieve the energy transfer to the pumped 
fluid. At a slightly reduced flow, however, or 
in another design in which the mean velocity is 
reduced but a similar velocity distribution from 
blade to blade is required, the low-velocity flow 
may be reduced to zero or reversed flow may 
occur. The sketch on the right in figure 38-10 
indicates a case in which reverse flow occurs 
over a portion of the passage. Such regions of 
reverse flow result in the formation of a flow 
eddy as illustrated by the flow streamlines 
shown in figure 38-13 (left sketch). If the 
flow eddies are of sufficient size, they may be- 
come unsteady. This unsteadiness may result 
from pressure fluctuations originating in the 
system external to the pump or those associated 
with the rotor blades passing the volute tongue. 
In this manner the small pressure fluctuations 
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FIGURE 38-13.—Aspects  of  unsteady  flow  in  pump 
rotors. 
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in the system may become amplified as a result 
of unsteady eddy flow conditions within the 
pump. 

The right sketch in figure 38-13 shows a flow 
eddy that can occur in an inducer or axial-flow 
pump stage. The flow distribution at the rotor 
discharge must be such that, with the radial 
distribution of energy addition and flow losses, 
simple radial equilibrium exists. This usually 
requires that there be a radial outward shift of 
mass flow as the inducer is operated at reduced 
flow rates. The result is the formation of a flow 
eddy as shown at the discharge of the rotor hub. 
The accompanying streamline curvature can 
result in a simultaneous flow eddy near the rotor 
tip at the inlet. This type of flow eddy can 
also be involved in causing pressure fluctuations 
in a pump rotor similar to those described 
previously. Flow eddies can be avoided in de- 
sign if additional blades are added to reduce 
the blade-to-blade velocity variation indicated 
in the left sketch of figure 38-13 or if the 
through flow velocity is increased to avoid zero 
flow velocities. In the case of the axial-flow 
configuration it may be necessary to reduce the 
overall loading to avoid premature flow eddies. 
The design restrictions resulting from these 
considerations may reduce the potential overall 
pump performance or efficiency but may be the 
compromises necessary to obtain stable opera- 
tion over the desired flow range. 
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(a)  Flow streamlines in plane of axis. 

FIGURE 38-14.—Impeller velocity gradients calculated 
by stream-filament solution. 
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(b) Blade-to-blade solution. 
FIGURE 38-14 (Concluded) .—Impeller velocity gradients 

calculated by stream-filament solution. 

One of the approximate theoretical methods 
of determining velocity distributions within an 
impeller is the stream-filament method. This 
method was utilized in the design of the pump 
rotor shown in figure 38-11. The calculated 
streamline flow and the velocity distribution 
on the blades are shown in figure 38-14(a). 
The streamlines are calculated in the axial plane 
by the previously mentioned stream filament 
solution. This assumes that the flow is at the 
blade angle and is symmetrical in the axial 
plane. It is assumed that the pressure varies 
linearly from blade to blade about the mean 
of the passage. By this approximation, which 
has been shown to be reasonably good for many 
cases, the blade surface velocities are calculated 
as shown in figure 38-14 (b). The mean ve- 
locity at the rotor tip is shown to decrease 
slightly. The high- and low-velocity surfaces 
of the blade are displayed above and below the 
mean passage velocity. The rotor hub velocity 
is somewhat lower than the tip velocity. The 
low blade surface velocity along the hub can 
be kept from becoming zero by the addition 
of splitter vanes at several stations through the 
impeller. A mathematical relation between 
eddy size and flow stability is not as yet avail- 
able except that it is known that pumps which 
experimentally exhibit large pressure fluctua- 
tions also indicate extensive eddy regions when 
this type of solution is used to calculate internal 
velocity distributions. 

32 



NEW   PROBLEMS   ENCOUNTERED   WITH   PUMPS AND   TURBINES 

FIGURE  38-15.—Specific-heat comparison for   turbine 
drive gases. 

TURBINES  FOR  HIGH  ENERGY 

Hydrogen pumps require high power levels 
to move the liquid to the high-pressure engine. 
This results because a low-density fluid such 
as liquid hydrogen requires pumps of very high 
head rise (for a given pressure rise) and power 
is proportional to head rise. Compensating for 
this is the fact that hydrogen-rich gases have 
a very high heat content. This is illustrated 
in figure 38-15, where the specific heat of EPI 
(kerosene) oxygen, hydrogen-oxygen, and pure 
hydrogen gas are compared. The H2-02 con- 
tains Sy2 times the thermal energy of RPI-02 

and the H2 contains about six times the thermal 
energy of EPI-02. The problem becomes one 
of obtaining turbine geometry that extracts 
these high specific energies at reasonable tur- 
bine efficiency. 

Turbine efficiency is shown in figure 38-16 
plotted against the turbine speed-work param- 
eter. A decrease in this speed-work param- 
eter occurs as more energy is extracted from a 
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FIGURE   38-16.—Turbine-efficiency   considerations   for 
high-energy propellants. 

given mass of working fluid passing through 
the turbine. Thus, as shown by figure 38-15, a 
single-stage turbine experiences a decrease in ef- 
ficiency as more specific energy of the working 
fluid is extracted. An approximate region of 
performance of a turbine for hydrogen-oxygen 
gas is indicated as well as the anticipated per- 
formance of a hydrogen gas turbine. The tur- 
bine performance curves for different numbers 
of stages are anticipated as a result of reducing 
the work extracted in each stage. The con- 
tours for the various propellants are only meant 
to indicate that, if reasonable turbine efficien- 
cies are to be obtained, it is necessary to use a 
considerable number of turbine stages for the 
high-energy propellants. 

In practice the achievement of the perform- 
ance levels indicated in figure 38-14 requires 
the use of a sophisticated aerodynamic as well 
as mechanical design. Both the stators and the 
rotors must utilize a three-dimensional design 
technique similar to that described in the previ- 
ous sections. The blade-surface diffusion must 
be controlled to suitable limits. The previous 
discussion shows that the turbine requirements 
cannot be met with a simple unsophisticated 
design. 

The need for multistage turbines also results 
in increased mechanical problems. For ex- 
ample, large thrust unbalances can be encoun- 
tered that must be handled by thrust bearings 
or balance pistons. Critical speeds of the run- 
ning gear may occur in the region of design 
speed as a result of the larger rotating masses. 
The pressure drop over these multistage tur- 
bines may be very large and thus be accom- 
panied by a very large expansion in flow area or 
blade height through the turbine. The value 
of obtaining high turbine efficiency is empha- 
sized by the fact that the propellant bleed rate 
for turbine drive is inversely proportional to 
turbine efficiency. Since the drive fluid must 
be hydrogen-rich to hold the temperature to 
levels that the rotating parts can tolerate and 
the turbine exhaust is low in propulsive energy, 
a low turbine efficiency will result in a large in- 
crease in hydrogen tank size and a decided de- 
crease in overall specific impulse. Because of 
the low density of hydrogen, the tankage and 

33 



CHEMICAL  ROCKET   PROPULSION 

system are large and heavy. Each pound of hy- 
drogen carried into space must be utilized to 
its fullest extent. 

SUMMARY OF DISCUSSION 

The following summarizes the material pre- 
sented on problem areas of turbomachinery: 

1. Three areas were discussed as typical of 
the high level of design sophistication required 
in modern turbomachinery.    These areas were 

a. The effect of cavitation on blade loading 
distributions 

b. The relation of pump pressure fluctua- 
tions to flow stability within the pump 

c. The desirability and complexity of mul- 
tistage turbines 
2. The discussion pointed out the necessity 

for extensive design efforts with particular ef- 
forts to understand the internal flow processes 
involved.    This has become necessary because: 

a. In a rocket engine system the turbo- 
machinery must be closely integrated with 

the other components. Turbopump efficiency 
affects propellant tank size and specific im- 
pulse, suction performance affects tank pres- 
surization requirements and weight, and un- 
stable operation could cause instabilities in 
many other components of the system. 

b. The development of a rocket engine is a 
stepwise process. Thus, if the turbopump 
does not perform as anticipated, extensive 
system changes may be necessary. 

c. In general, changes in the turbopump 
can result in extensive space program delays. 
In order to avoid such delays, it is often neces- 
sary to limit the changes, and this results in 
performance and/or reliability sacrifices. 
3. Pumping machinery for our modern 

rocket engines cannot be considered an "off the 
shelf item." Because of the interrelation be- 
tween turbopump characteristics and those of 
the engine system, it is necessary to design a 
turbopump for a given engine system rather 
than adapt an existing unit. 
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In the broadest sense, all forms of combustion 
are similar because they involve the reaction of 
a reducing agent (fuel) and an oxidizing agent 
to produce reaction products with the liberation 
of heat. Such a broad concept can be useful in 
bringing together the results of diverse re- 
searches, but is of little value in guiding a par- 
ticular program of research, because the 
boundary conditions determine the rate-limit- 
ing steps. It is these boundary conditions that 
guide the research worker in the selection of 
theoretical and experimental approaches to the 
goal of understanding or, at least, characteriza- 
tion. The specialization of combustion research 
or research, in general, arises when attention is 
confined to a particular set of boundary 
conditions. 

If the case of a combustion wave propagating 
through initially premixed gases, or the equiv- 
alent, a stabilized wave in a flowing system is 
considered, the problem is in the realm of clas- 
sical flame studies that have occupied the atten- 
tion of researchers for many decades. The re- 
sults of these studies are basic to all other areas 
of combustion research, since in this case it is 

the chemistry that is rate limiting. Consider 
next a different boundary condition of initially 
unmixed gases. This produces a diffusion flame 
in which the overall conversion rate is governed 
by mixing rather than by chemical kinetics. A 
still more complicated set of boundary condi- 
tions is provided by initially unmixed liquid 
or solid reactants. Eocket-combustion research 
is concerned with problems arising out of this 
set of conditions. In addition to flame chemis- 
try and gas phase mixing, other processes should 
be considered such as phase transitions, heat and 
mass transfer between phases, hydrodynamics 
of atomization, liquid mixing, viscoelastic be- 
havior, and condensed phase reactions. There 
are, of course, many ways of approaching a 
complicated set of competing and sequential 
processes. At the NASA Lewis Research Cen- 
ter, two complementary approaches are being 
followed. (1) An attempt is made to devise 
simplified conceptual models of the combustion 
system that can give quantitative predictions of 
system behavior from the conservation equa- 
tions ; the predictions then must be checked ex- 
perimentally.   (2) Individual rate processes are 
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studied with the hope that increased knowledge 
will enable generation of more realistic models. 
Of course, this kind of research also stands by 
itself, since the results, ideally, represent a net 
gain in the understanding of a variety of phy- 
sical and chemical processes. 

For this presentation, one example of each 
approach to learning is discussed in detail. The 
first example is concerned with the interesting 
phenomenon of combustion resonance and, in 
particular, with the question of the magnitude 
of disturbance that leads to instability or reso- 
nance burning. 

Under certain conditions that are not yet well 
understood, one or more acoustic modes of the 
combustor may be excited to large amplitudes. 
For combustors with large length-to-diameter 
ratios, the axial mode is usually observed, while 
for small length-to-diameter ratios the trans- 
verse or spinning transverse modes are more 
apt to occur. These waves interact with the 
combustion processes to produce large variations 
in the local heat-release rates. From a practical 
standpoint, the results are often deleterious: 
increased heat flux rates can cause wall failures 
and the vibration may induce structural fail- 
ures. The transverse modes are especially 
severe with respect to the first type of failure. 

Another common mode of instability is that 
produced by the coupling of combustor pressure 
variations with those in the feed system. The 
characteristic time for these oscillations is de- 
termined by the filling time of the combustor. 
This form of instability will be discussed in 
the paper by J. C Sanders. 

The geometric model chosen for analysis of 
the transverse mode is shown in figure 39-1. 

An annular section of a cylindrical combuster is 
imagined, a pressure or velocity disturbance of 
finite magnitude is introduced at one location, 
and the growth (or decay) of the wave is com- 
puted as it travels along the annulus. Simul- 
taneous solutions of the conservation equations 
and an expression for the burning rate are re- 
quired. The equation for conservation of mo- 
mentum is 

to 
(pv) = — V- (pv-v)- -gVP- -V: T- -Wv, 

According to this equation the accumulation 
of momentum is the sum of the convective flow 
term, the viscous dissipation term, and the mass 
addition term. In nondimensional form the 
equation becomes 

_d 
dt 

_n^-nv*-r*+ri—°n w*v* 

where p is gas density, v is gas velocity, Vi is 
liquid velocity, w is the local instantaneous 
burning rate, P is pressure, V0 is velocity of 
sound, R is radius, p is velocity, and the sub- 
script 0 refers to steady-state conditions. The 
second parameter on the right side is a Eeynolds 
number based on the velocity of sound, and the 
third parameter is analogous to Damkohlers 
first similarity group. 

The equation for average burning rate is 

\WfJsT. m- 

jf(P0/300)0-' 

FIGURE 39-1.—Model used for instability analysis. 

/ \ i.6 / y   \0.8 

^0'3(1_Tr)0Aö5o37    V1200/ 

where w0 and wf are oxidant and fuel flow rates, 
respectively, TT is reduced liquid temperature, 
s/ is the ratio of combustor cross-sectional area 
to nozzle cross-sectional area (Ac/At), *m is mass- 
medium drop size, Vt is injection velocity, and 
Jf is a constant that depends on liquid properties. 
This equation is applicable to steady-state va- 
porization, and its use here indicates two of the 
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major assumptions in the development: (1) 
vaporization is the rate-controlling process, and 
(2) the response of the process to a disturbance 
is quasi-steady state. The second assumption 
is especially serious, but in the absence of data 
on the time variation of vaporization it is the 
best that can be done now. 
- The parameters mentioned in connection with 

the nondimensional momentum equation are 
converted to rocket nomenclature as follows: 

Burning Parameter: 

PoVo 

S£^ Rm 

Dissipation Parameter: 

Mo MoC 
PoRVo   RP0g 

_V_1 

r_ Mo« 

~RPo9 

where m is the fractional liquid consumption 
per unit length; and c* is characteristic velocity 
PoA,g/W where W is total mass flow rate. The 
££term represents the steady-state intensity of 
combustion, while the ß term represents the 
viscous damping. The general stability dia- 
gram that results from the solution of the equa- 
tions is shown in figure 39-2, where nondi- 
mensional wave amplitude is plotted as a func- 
tion of the ^f factor for several values of the 
relative gas velocity with respect to the liquid 
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FIGURE 39-2.—Stability plot for vaporization model 
with various velocity differences. 

implies that low contraction ratio combustors 
would be most stable providing that some way 
were available to keep the liquid phase from 
accelerating to gas velocity. The minimums, 
which occur in a small range of lvalues, in- 
dicate a region of space-heating rates that 
should be avoided for maximum stability. The 
most interesting feature is that the theory 
predicts absolute stability at sufficiently high 
heating rates. Qualitatively, this means that 
if the axial momentum becomes sufficiently 
large, all disturbances will be damped. Cur- 
rently an experiment is being initiated to check 
this conclusion. A toroidal combustor several 
feet in diameter will be employed, which has 
been designed to obtain values of ^fwell into 
the stable region. In the absence of definitive 
data, however, it might be useful to examine 
qualitatively the relation between ^and „Sf for 
available reactor data. Such a relation is 
shown in figure 39-3, where vaporization has 
been assumed to control the burning process. 

phase.    Here Av is \V—Vl\ 

V0 
The ^factor does 

not appear, because for the one-dimensional 
case considered boundary-layer effects and 
other damping processes are negligible. The 
lower curves in the figure represent the thresh- 
old values of disturbance amplitude that will 
result in wave amplification; the upper band 
represents the equilibrium amplitude of the 
wave. Several interesting points are immedi- 
ately apparent. No matter what flow condi- 
tions are imposed-, there is always a minimum 
in the threshold amplitude that increases with 
an   increase   in   relative   velocity   (Av).    This 
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FIGURE 39-3.—Stability plot based on fuel-jet breakup 
by a shock wave. 
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It is possible to obtain a clear separation of 
stable and unstable combustors. If the theory 
is correct, there should be a second stable region 
for values of „Sfmuch larger than those shown in 
the figure. This empirical plot indicates that 
the assumption of a single slow rate process may 
be valid for describing the stability of a complex 
system. 

The second example of research is concerned 
with measuring the rate of atomization of a 
liquid jet by a transverse shock wave. Interest 
in this question stems from the elementary no- 
tion that, in vaporization-limited combustion, a 
velocity disturbance or steady-state wave that 
produced a rapid increase in liquid surface area 
could be amplified and driven. 

To simplify matters, study of the phenom- 
enon has been made in the absence of combus- 
tion and in a shock wave rather than an oscillat- 
ing flow. A schematic diagram of the experi- 
mental arrangement is shown in figure 39—4. A 
variable-length high-pressure section provides 
gas flows of varying duration, and the atomiza- 
tion is recorded by both frame and streak photo- 
graphs. Examples of the data are shown in 
figure 39-5. It appears that at least two modes 
of breakup occur: (1) a deformation into sheets 
of liquid, and (2) atomization by streaming 
from the liquid surface. The theoretical model 
chosen for examination is a boundary layer on a 
flat plate of liquid as an approximation of the 
streaming phenomenon. The rate of atomiza- 
tion is then given by the product of boundary- 
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FIGUKE 39-5.—Examples of photographic data of jet 
breakup. Shock velocity, 1655 + 5 feet per second; 
gas velocity, 732±5 feet per second; jet diameter, 
0.052 inch. 

layer thickness and velocity evaluated at the 
rear edge of the sheet. On the basis that sur- 
face tension determines the stable length of a 
liquid sheet, it can be shown that the length 
should be a function of "Weber number and the 
square root of Reynolds number. The actual 
expression for maximum length (derived from 
streak pictures) is 

where R„ is the initial radius of the jet; We0 

is the Weber number R#$plv where u is the 
gas velocity behind the shock wave relative 
to the liquid, p is gas density, and a is interfacial 
tension; and Re0 is the Reynolds number 
RQup/n where p is gas viscosity. This linear 
relation is the simplest one that describes the 
data. The boundary-layer thickness and 
velocity were determined by solving von 
Karman's momentum equations with a modi- 
fied Sanborn-Kline laminar velocity profile 
for both the gas and liquid phases. The final 
equation is 

FIGURE 30-4.—Schematic diagram of experimental 
arrangement. 

V      ä 
where tb is the time for complete atomization 
and the other terms have their usual significance 
with the subscripts g for the gas phase and I for 
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FIGURE 39-6.—Comparison of experimental and calcu- 
lated atomization times based on boundary-layer 
theory. 

the liquid phase. In figure 39-6, the meas- 
ured values of breakup time are compared with 
the calculated values. The arrows indicate in- 
complete breakup, and the dashed boundaries 
are the limits of gas flow duration for the cor- 
responding length of high-pressure section. 
Although the agreement is far from perfect, 
the model appears to be basically correct. Ex- 
periments with other fluids are required to test 
the theory adequately and certainly the effects 
of ambient pressure and combustion need to be 
evaluated. Some of these experiments are now 
being conducted. Figure 39-7 shows a plot 
similar to the, one in figure 39-3 but with the 
fractional burning rate evaluated in terms of 
jet atomization. Such an empirical plot hardly 
represents a test of the theory, but it does show 
again that a single rate-limiting process may 
be used to describe the response of a combustion 
system to a disturbance. 
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FIGURE 39-7.—Stability plot based on steady-state pro- 
pellant vaporization. 

Much more research is needed on the proc- 
esses of rocket combustion, not only to satisfy 
scientific curiosity but also to make a contribu- 
tion to the need for ever-increasing reliability. 
Experimental and theoretical work on more 
realistic system models would certainly be de- 
sirable. The physics and chemistry of many 
other rate processes need thorough investiga- 
tion, especially the response of the processes to 
a disturbance. At low combustion pressures, 
chemical kinetics might be expected to become 
the dominant factor, while at very high pres- 
sures the unburned phase may become super- 
critical, and turbulent mixing could be an im- 
portant process. For fuels and oxidants that 
react on contact, interfacial liquid-phase-re- 
action kinetics may be important. Considera- 
tion of initially solid reactants involves the 
study of gas-solid reactions. These considera- 
tions are only illustrative of the many chal- 
lenges awaiting the researcher in combustion 
theory and practice. 
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INTRODUCTION 

A million pounds of thrust for large boosters, 
a few ounces of thrust for attitude control sys- 
tems—this is the range in size of thrust cham- 
bers that are under development today. Basic 
operating principles are the same for all sizes. 
The state of the art, however, is such that opti- 
mum thrust-chamber designs cannot be scaled 
from one size to another, and each new rocket 
engine procurement requires an extensive devel- 
opment program that is heavily dependent on 
cut-and-try experimental tests to meet system 
performance requirements. 

The present state of the art of the chemical 
rocket thrust chamber, its principal problems 
and how they are being solved today are de- 
scribed herein. The areas of research and de- 
velopment that are required to provide the 
necessary improvements in system performance 
and operating characteristics to meet tomor- 
row's needs are indicated. 

The thrust chamber illustrated in figure 
40-1 is typical of a liquid-bipropellant rocket, 
in which the fuel and oxidizer are pumped into 
a propellant injector located at the forward end 
of the thrust chamber.    The propellants are 

sprayed into the combustion chamber from 
many small orifices distributed over the face of 
the injector; they then vaporize, mix, ignite, 
and burn to produce high-temperature gases 
that are expanded through the nozzle to give 
thrust. This process occupies a total of some 3 
to 4 milliseconds from injection of the propel- 
lants to ejection of the gases from the nozzle. 
Gas temperatures in the combustion zone vary 
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FIGURE 40-1.—Thrust chamber of chemical rocket. 
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from 5000° to 8000° F depending upon the 
propell ants used; pressures in current engines 
vary, with design, from 50 to 1000 pounds per 
square inch absolute. 

The principal requirements of the thrust 
chamber are satisfactory ignition, stable and effi- 
cient combustion, maximum conversion of ther- 
mal to kinetic energy in the nozzle, and adequate 
cooling to maintain structural integrity of the 
chamber. These requirements are discussed in 
some detail. Some additional requirements are 
frequently involved but they are not discussed. 
These requirements include thrust vector con- 
trol, which is necessary to provide control of 
vehicle direction and stability; hot-gas genera- 
tion for supplying the turbopump drive turbine; 
and energy source for heating propellant-tank 
pressurizing gases. 

IGNITION 

Tmiition in the chemical rocket must be re- 
t~> .... 

liable, reproducible, and rapid. Reliability is 
an obvious requirement, Reproducibility in 
terms of reaction time is particularly impor- 
tant in multiengine clusters in order that all 
engines start uniformly and no excessive thrust 
unbalances are produced. Ignition must be 
rapid to avoid accumulation of unburned pro- 
pell ants, which upon finally reacting will result 
in a high-pressure pulse. This pulse may be 
severe enough to rupture the chamber or trigger 
destructive combustion instabilities. 

With hypergolic propellants, satisfactory 
ignition means providing for proper mixing of 
the propellants so that reaction may begin 
rapidly and smoothly. With nonhypergolic 
propellants, it means not only mixing the pro- 
pellants, but also providing a separate energy 
source sufficient to initiate reaction. Various 
ignition energy sources have been used; some 
are illustrated in figure 40-2. Electrical-spark 
ignition systems have been used to produce 
ignition and, in fact, are used in restartable 
rocket systems that are currently under devel- 
opment. These systems are similar in prin- 
ciple to those used in reciprocating engines but 
must operate at a much higher energy level to 
assure satisfactory ignition. The principal 
problems inherent in such systems are assuring 
the presence of an inflammable mixture in the 
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FIGURE 40-2.—Ignition  techniques  for  nonhypergolic 
propellants. 

very localized area of energy release of a spark 
and providing adequate cooling of the spark 
plug during engine operation. A second meth- 
od commonly used for rocket ignition is the 
injection of a chemical that is spontaneously 
inflammable with one of the two main propel- 
lants. The ignition propellant is introduced 
simultaneously with the appropriate main pro- 
pellant. Reaction is initiated. The other 
main propellant is then injected and reacts, 
completing the ignition sequence. The ignition 
propellant may be injected separately into the 
combustion chamber, as illustrated in figure 
40-2. Sometimes it has been introduced as a 
"slug"' of liquid directly within one of the pro- 
pellant feed systems; the slug is initially iso- 
lated from the propellants by frangible dia- 
phragms. The third system shown in figure 
40-2 is the pyrotechnic, which is simply a 
solid-propellant charge located near the injec- 
tor. The solid propellant charge is ignited by 
an electric pulse. The resulting combustion 
provides the energy source for main-propellant 
ignition. For rocket systems requiring but one 
start, the pyrotechnic method has been favored 
because of its simplicity and reliability. The 
charge can be designed to provide a large excess 
of energy, and this energy can be distributed 
over a substantial volume of the chamber. A 
major problem encountered in use has been 
damage to the thrust-chamber walls by the 
burning solid charge. The scheme is not appli- 
cable to systems requiring multiple starts. 
Two additional ignition methods are catalysts 
and propellant additives. These methods are, 
as yet, only laboratory curiosities that require 
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much more research and development effort 
before they can be considered for application. 
Promising research lias been conducted on 
ozone bifiuoride (O^F,) as an additive for li- 
quid oxygen to induce hyperbolic ignition with 
hydrogen. Laboratory experiments have indi- 
cated that ozone bifiuoride concentrations as 
low as 1 part in 2000 are sufficient to provide 
ignition. The nature of the reactions involved 
has not been determined, and the practical 
applicability of this technique has not yet been 
defined. Research in this area is continuing. 
Platinum has been considered as a potential 
catalyst, for hydrogen-oxygen ignition. This 
area, although promising, has been little ex- 
plored. Research into the nature of catalyzed 
reactions at very low temperatures (40° to 140° 
R) is required. 

In general, ignition systems have been de- 
veloped to a satisfactory level of reliability to 
meet the requirements of rocket systems now in 
use. There has not yet been enough experience, 
however, in deep-space propulsive flights to 
assure that these same systems are adequate for 
the more sophisticated missions now planned. 
Also, the introduction of the high-thrust engine 
intensifies the problem of igniting a large vol- 
ume of propellant mixture in a controlled fash- 
ion that will assure establishing stable combus- 
tion conditions. The introduction of man into 
our rocket-propelled flights imposes greatly in- 
creased reliability requirements on critical com- 
ponents such as the ignition system. Additional 
effort is required to define better the potential 
capabilities of some of the more advanced sys- 
tems that have been investigated. Passive 
systems such as additives and catalysts warrant 
particular attention in the laboratory since such 
systems have potentially higher reliabilities. 
Most of the effort must be concentrated on hy- 
drogen-oxygen since a very large part of our 
space propulsion development is committed to 
this combination. 

COMBUSTION  EFFICIENCY 

The potential space mileage from a chosen 
propellant combination is represented by its 
theoretical specific impulse. How well this po- 
tential is translated into actual performance is a 
function of two principal factors, combustion 
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FIGURE  40-3.—Effect  of  injector  element  design  on 
performance. 

efficiency and exhaust-nozzle efficiency. Com- 
bustion efficiency is most dependent on the de- 
sign of the propellant injector. A number of 
basic injector designs have been evolved during 
the course of development of our current en- 
gines; within these basic designs, thousands of 
variations in details are frequently tested before 
a satisfactory design is achieved. Some of these 
basic designs are illustrated in figure 40-3: (1) 
parallel jets that yield poorly atomized streams 
of propellant and do not promote cross mixing 
of the fuel and oxidant streams, (2) parallel 
sheets that are produced by pairs of fuel-on-fuel 
and oxidant-on-oxidant impinging jets and give 
improved atomization but still limited mixing, 
and (3) fuel-on-oxidant impinging jets that 
promote both mixing and atomization. The 
first set of curves shows the effect of injector de- 
sign on the characteristic velocity, which is a 
measure of combustion efficiency. As might be 
expected, improvements in atomization and 
mixing reflect directly in improved perform- 
ance, with experimental results ultimately ap- 
proaching the theoretical maximum. The next 
set of curves of gas velocity and combustor 
length verify this improvement by showing 
that with improved atomization and mixing, 
combustion takes place more rapidly, that is, 
closer to the injector. These data were obtained 
with a liquid-oxygen-hydrocarbon propellant 
combination. 
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FIGURE 40-4.—Multielement 15,000-pound thrust 
injector. 

In addition to its function in atomizing and 
mixing the propellants efficiently, the injector 
must provide a uniform distribution of mixture 
over the cross section of the chamber in order 
to malte maximum use of the combustion space. 
Thus, injectors generally incorporate a large 
number of individual elements. As an example, 
figure 40-4 shows the face of an injector for a 
15,000-pound thrust chamber; this injector con- 
tains 216 fuel and oxidant elements. If a 
1,500,000-pound-thrust system were scaled up 
from this injector on a logical basis of constant 
thrust per element, 21,600 elements would be 
required. The fabrication of such injectors for 
a large rocket-engine development program 
would be extremely time consuming and 
expensive. 

Two vital needs are evident: (1) quantitative 
criteria for injector design to reduce the num- 
ber of injectors required to be investigated in a 
development program, and (2) simpler designs 
capable of higher thrust per element without 
sacrifice in performance. These needs will be 
even more critical in the development of propul- 
sion systems that include a throttling capabil- 
ity, since such systems may utilize more com- 
plex, variable-geometry injection elements. 
The manned lunar landing is an outstanding ex- 

ample of a mission requiring this kind of in- 
creased operational flexibility. 

COMBUSTION  INSTABILITIES 

If combustion efficiency were the only con- 
sideration, the choice of injector design would 
be reasonably straightforward; however, two 
other important requirements of the thrust 
chamber become involved: combustion stabil- 
ity and thrust-chamber durability. Experience 
indicates that thrust chambers with injectors 
providing high performance are frequently 
prone to combustion instabilities. The paper 
by Gerald Morrell and Richard J. Priem dis- 
cussed fundamental studies of combustion in- 
stability. Some practical aspects of the prob- 
lem are discussed briefly herein. 

As has been noted, there are two principal 
kinds of instability, low-frequency "chugging" 
and high-frequency "screaming." Chugging is 
discussed in relation to control systems in the 
paper by John C. Sanders and Leon M. Wenzel. 
The most troublesome and least understood kind 
of combustion instability is the high-frequency 
screaming. The effect of such instabilities on 
thrust-chamber operation is illustrated in figure 
40-5. Shown in figure 40-5(a) is a pressure 
trace typical of these oscillations. The fre- 
quency is inversely proportional to the chamber 
and in most applications is greater than 1000 
cps. The predominant mode of damage is not 
a direct result of the pressure excursions, but 
rather it is a result of the scrubbing action of 
the oscillating gases causing very large in- 
creases   in  heat-transfer  rate  at  the  thrust- 

PRESSURE 

DESIGN 
PRESSURE 

TIME CS-25403 

(a)  Chamber pressures with screaming. 
FIGURE 40-5.—High-frequency instability. 
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CS-25403 

(b)  Failure resulting from screaming. 
FIGURE40-5 (Concluded).—High-frequency instability. 

chamber wall. A failure resulting from 
screaming in a laboratory thrust-chamber unit 
is shown in figure 40-5 (b). The "burnout" 
occurred at the face of the injector, and the burn 
patterns indicated a rotary motion of the wave 
front. The severity of the heat-transfer in- 
crease is indicated by the fact that burnout 
occurred in approximately y2 second with a 
water-cooled chamber designed to provide a 
substantial cooling margin under stable com- 
bustion conditions. 

One remedy for this mode of oscillation that 
has been widely investigated experimentally is 
the use of baffles on the face of the injector to 

CS-25475 

FIGURE 40-6.—Injector with baffles. 

compartment and break up the rotary motion. 
Figure 40-6 depicts an injector combining ra- 
dial baffles and a circular, centrally located 
baffle. The radial baffles are intended to pre- 
vent tangential oscillations while the circular 
baffle is intended to prevent radial oscillations. 
The number of baffles, their design, and their 
dimensions are all parameters that thus far 
must be determined experimentally. 

Other possible means of eliminating or allevi- 
ating destructive high-frequency oscillations 
include variations in injector element patterns 
and thrust-chamber wall contours. These de- 
sign "fixes" generally require prolonged and 
costly cut-and-try experimentation; and, while 
they should receive considerable attention in 
our future thrust-chamber research, what is 
needed above all is a precise theoretical model 
of the entire combustion process that will ac- 
count for the combustion-oscillation character- 
istics as well as the combustion-efficiency char- 
acteristics. Research of the type described in 
the preceding paper is directed toward the 
achievement of such a model. The complexity 
and diversity of this problem are such that a 
great deal of imaginative research, both ana- 
lytical and experimental, must be conducted in 
order to expedite its solution. 
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EXIT  AREA 

The exhaust nozzle converts the thermal en- 
ergy resulting from combustion into kinetic 
energy and, hence, into thrust by expanding the 
combustion gases to high velocity. In the 
atmosphere the degree of conversion is limited, 
since a conventional rocket nozzle cannot ex- 
pand gas to velocities corresponding to pres- 
sures below ambient without incurring an over- 
all thrust loss. In space, there is no funda- 
mental limit to expansion, since the ambient 
pressure is essentially zero. 

The effect of altitude, or ambient pressure, 
on nozzle performance is illustrated in figure 
40-7. Specific impulse in pounds thrust per 
pound flow per second as a function of altitude 
is shown for two nozzles, one with an expan- 
sion area ratio of 13, the other with an expan- 
sion area ratio of 50. The propellant combina- 
tion is liquid oxygen-kerosene. At low alti- 
tudes, the large nozzle overexpands the working- 
fluid to the extent that considerable thrust and, 
hence, specific impulse is lost. In practice, the 
loss is less than shown on this curve. At some 
point the flow no longer remains attached to the 
wall of the nozzle, flow separation occurs and the 
thrust loss due to a negative pressure differen- 
tial is reduced. At higher altitudes, the more 
complcto expansion possible with the larger 
nozzle yields considerably higher performance, 
Thus, there are two entirely different problems 
in the design of this component. One is con- 
cerned with the rocket engine operating in an 
Earth-launch trajectory. Since the engine will 
traverse, a broad range of ambient pressures, 
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FIGURE 40-7.—Effect of altitude on nozzle performance. 

FIGURE 40-8.—Nozzle configurations and performance. 

it cannot be designed to provide ideal expansion 
throughout its flight. A compromise design 
must be chosen to maximize the integrated im- 
pulse over the intended trajectory. The, prob- 
lem prompts investigation of potentially more 
flexible nozzle designs that may allow near- 
optimum expansion over a wider pressure range. 
For propulsion in space, the nozzle is designed 
to achieve the highest degree of expansion pos- 
sible within the, size envelope allowable in the 
vehicle, and without imposing overall weight 
penalties on the vehicle. 

Some, design approaches that have been taken 
in the, development of high performance, light- 
weight rocket nozzles are illustrated in figure 
40-8. The first and second designs represent 
the low- and high-area-ratio nozzles of the 
preceding figure, These are 15° conies with 
sea-level and space specific-impulse values as 
noted. One, approach to decreasing the size 
and the weight of the large-area-ratio space 
nozzle is to increase the divergence angle, as 
represented by the third design. Because of 
the increased divergence, there is a larger non- 
axial component of thrust produced by the ex- 
isting gas; hence, some perfonnance is lost. 
The fourth design is the contoured or "bell" 
nozzle. The contouring allows expansion per- 
formance at a given area-ratio equivalent to the 
15° conical nozzle, but at only 75 to 80 percent 
of the length. Exit divergence loss is mini- 
mized in this design. 
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The last design is the "plug" nozzle, which 
essentially allows free expansion of the gases. 
It not only provides a very short length, but 
also it has the added advantage of selfadjust- 
ment of the exhaust flow to the ambient pres- 
sure conditions. Its performance tends to 
match that of a. high-area-ratio nozzle at high 
altitude and that of a low-area-ratio nozzle at 
low altitudes. Thus, it represents an approach 
to the ideal booster nozzle. Some promising ex- 
perimental work has been accomplished with 
this design; the disadvantages are found pri- 
marily in physical hardware problems. Severe 
wall-cooling problems result from the fact that 
the maximum heat-transfer rate, which occurs 
in the throat region, is also in the region of 
maximum surface area. Large amounts of 
cooling, or superior cooling techniques, would 
be required to assure adequate durability of this 
design. 

In addition to the plug nozzle, a number of 
other promising designs have been proposed to 
improve off-design performance, weight, and 
size. These designs include shrouded, annular, 
reverse-flow, and expansion-deflection nozzles. 
Further theoretical analyses may evolve still 
others. High-thrust booster engines and high- 
area-ratio space engines alike have ever in- 
creasing needs for more compact, lighter weight 
nozzles. 

One final factor affecting nozzle performance 
is the extent of chemical recombination. Ex- 
perience has shown that all nozzles suffer, in 
varying degrees, losses in performance that re- 
sult from the less than maximum recombina- 
tion of the highly dissociated combustion gases. 
The actual loss is a function of the propellants 
used, the combustion conditions, and the nozzle- 
design factors. The problem is not yet 
amenable to design approaches.   Present tech- 
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FIGURE 40-9.—Thrust-chamber cooling techniques. 

nology has not provided us with adequate 
means of measuring or characterizing the 
chemical kinetic processes occurring during ex- 
pansion so that possible solutions may be 
evolved. The need for basic research on chemi- 
cal recombination, particularly under low- 
pressure conditions, is clear. 

DURABILITY 

The last principal thrust-chamber require- 
ment, durability, is closely related to nozzle 
design, combustion efficiency, and combustion 
stability. Large nozzles, and in particular 
some unconventional designs, impose increased 
cooling demands. Injectors that promote rapid 
combustion for high efficiency create injector 
and wall-cooling problems. Combustion in- 
stabilities can result in destructive levels of 
wall heat flux. 

The four primary methods of cooling the 
walls of a thrust chamber are illustrated in 
figure 40-9. The first method is regenerative 
cooling, whereby one of the propellants, gen- 
erally the fuel, flows through coolant passages 
in the wall of the thrust chamber prior to being 
injected into the combustion chamber. The 
second cooling method is ablation. The abla- 
tion process is basically one of dissipation of 
heat from the boundary layer by the decom- 
position and/or melting and vaporizing of the 
wall materials. While the regenerative cham- 
ber achieves equilibrium during operation, the 
ablative chamber continues to be eaten away 
and, hence, is a duration-limited system. 

Most rocket thrust chambers that are in use 
today or are under development utilize one of 
these first two cool ing methods. The third cool- 
ing method is radiation. The chamber wall in 
this case is a single thickness of high- 
temperature metal. Heat absorbed from the 
combustion process is radiated to space. The 
last method, the heat sink, has little application 
other than in research installations. The walls 
of a heat-sink chamber are made heavy enough 
to provide a sufficient heat capacity so that, 
for short duration operation, wall temperatures 
do not exceed the design limits. 

Two additional basic methods of cooling are 
available to the thrust-chamber designer: (1) 
film cooling the wall by introducing a fraction 
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of the flow of one propellant near the wall, and 
(2) transpiration cooling by introducing a part 
or all of one propellant through a porous liner 
in the chamber. Both methods tend to incur 
serious performance penalties and, hence, have 
not been used to any extent as a primary cool- 
ing scheme. Film cooling in particular, how- 
ever, is frequently applied to augment the pri- 
mary cooling scheme. 

Most of the current research on regenera- 
tively cooled chambers has been directed toward 
(he application of hydrogen for cooling of 
hydrogen-oxygen thrust chambers. This fuel 
is an excellent coolant because of its high heat 
capacity and because if does not decompose as 
do some fuels, for example, hydrazine. Be- 
cause of these excellent cooling capabilities, 
hydrogen-oxygen thrust chambers that are now 
under development could be designed rather 
conservatively. The coolant is, in general, 
more than adequate for the job. Two areas of 
future activity, however, will involve greatly 
increased heat-flux conditions; the cooling mar- 
gin will diminish, and more precise predictions 
of the heat-transfer characteristics will be re- 
quired. In particular, local rather than over- 
all heat transfer and transient as well as 
steady-state conditions will need consideration. 
One of these areas is the hydrogen-fueled, 
nuclear heat-transfer rocket; the other is the 
compact, high-pressure, high-thrust chemical 
rocket. Figure. 40-10 is a plot of the relative 
value of heat-transfer coefficient for hydrogen 
against the ratio of wall to bulk-coolant tem- 
perature.    The different curves represent cor- 
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FIGURE 40-11.—Thrust-chamber ablation rates. 

relations by different experimenters. The 
solid portions of the curves represent the ranges 
of experimental data; the dash portions rep- 
resent the extrapolations. For temperature 
ratios currently encountered, the correlations 
represented predict about the same value of 
heat-transfer coefficient. The nuclear rocket 
and the high-pressure chemical rocket, however, 
will involve coolant-side heat transfer at wall- 
to-bulk-coolant temperature ratios that are well 
beyond the experimental conditions. The cool- 
ing potential of hydrogen at these very high 
heat-transfer rates must be precisely deter- 
mined. Tube-type heat-transfer experiments 
under boiling and nucleate boiling conditions 
are. needed. Also, the cooling requirements of 
these high heat-flux applications are not yet 
sufficiently well understood. The achievement 
of precise methods of predicting local as well 
as overall heat-flux rates will require analytical 
studies coupled with high heat-flux thrust- 
chamber tests. 

The durability of an ablatively cooled thrust 
chamber is represented by its ablation rate, the 
rate at which material is removed from the wall. 
The variation of ablation rate with gas tempera- 
ture and combustion pressure is illustrated in 
figure 40-11. It can be seen that ablation rate 
increases rapidly as temperature is increased 
and that higher pressures also result in higher 
ablation rates. These data imply that the ap- 
plication of ablation cooling may be restricted 
to relatively low-pressure systems. While such 
systems are feasible for low-thrust application, 
they become impractical for high thrust appli- 
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cations. For example, the design of a 50- 
pounds-per-square-inch booster engine of 
1,500,000-pounds thrust would require a com- 
bustion chamber with a diameter of about 14 
feet. The temperature effect on ablation can- 
not be easily circumvented by design since high 
performance generally means high gas tempera- 
tures. 

Much of the ablative material technology that 
is in use today for rocket engines has stemmed 
from atmospheric reentry hardware develop- 
ments. The conditions are so different that op- 
timum materials for the reentry condition are 
not necessarily also optimum for the rocket 
chamber walls. Therefore, considerably more 
effort needs to be expended on materials research 
specifically for rocket thrust chambers in an 
effort to develop ablative materials that are 
better able to withstand higher gas tempera- 
tures and higher pressures. 

Radiation cooling is also restricted to special 
applications that involve low heat flux condi- 
tions, for example, nozzle extensions and very- 
low-pressure combustion systems. Surface 
temperatures of a radiation-cooled chamber are 
above the melting points of many of the more 
conventional alloys. The kinds of materials 
that must be considered include molybdenum, 
tungsten, and tantalum; fabrication techniques 
for these materials must be advanced if they 
are to be applied to thrust chambers. Even at 
wall temperatures well below the melting point 
of the material, durability can be considerably 
reduced by rapid corrosion of the walls. This 
problem calls for research on high-temperature 

protective coatings.   Such coatings must with- 
stand thermal shocks and vibrations. 

SUMMARY 

This brief review of the state of the art of 
the chemical-rocket thrust chamber has con- 
sidered its principal requirements: ignition, 
combustion, exhaust-nozzle expansion, and dur- 
ability. In each of these areas, the hardware 
technology required to produce satisfactory sys- 
tems for today's needs is generally available. 
Additional research and development, however, 
is required to provide a better understanding 
of the processes involved so that new require- 
ments can be met without repeating a multitude 
of cut-and-try experiments. Many areas exist 
where improved performance and increased 
operational flexibility would be highly desirable 
and, in fact, will be necessary for sophisticated 
space missions. 

The kinds of problems that have been dis- 
cussed relate to a number of basic fields of study. 
Analytical and experimental research is needed 
on ignition processes, including catalysis; the 
physics of propellant atomization and mixing; 
combustion dynamics; fluid flow and heat trans- 
fer under high-heat-flux conditions, nozzle aero- 
dynamics, and high-temperature materials with 
particular emphasis on ablative compositions. 
This research is most urgently needed for the 
development of hydrogen-oxygen rocket sys- 
tems but should also recognize potential future 
applications of other high-energy propellant 
combinations such as hydrogen-fluorine. 
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PUMP  FED 

INTRODUCTION 

Some of the problems will be examined herein 
that arise when a complete propulsion system 
is assembled. The problems discussed are dy- 
namic ones—the problems of system stability 
and control. In the interest of brevity, the 
problems will be illustrated by reference chiefly 
to the hydrogen-oxygen rocket. After describ- 
ing some possible rocket systems and some of 
the necessary control functions, the study will 
delve into dynamic properties of components 
of rocket systems that influence system stability 
and control. Then some of the effects of com- 
ponent dynamics on system stability, design, 
operation, and control will be illustrated. 

DESCRIPTION OF COMPLETE ROCKET SYSTEMS 

One of the rocket systems where pumps are 
used to supply propellants to the combustion 
chamber is shown in figure 41-1. The heat 
picked up by the hydrogen as it circulates 
through the coolant jacket of the combustion 
chamber and nozzle is sufficient to drive a tur- 
bine. The gas exhausted by the turbine is then 
injected into the combustion chamber.   This 
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FIGURE 41-1.—Two flow systems for a chemical 
rocket. 

pumping arrangement is called the topping 
cycle. Control in the topping cycle is achieved 
by manipulation of the turbine valve to regulate 
thrust and the mixture valve in the oxygen pro- 
pellant line to maintain desired mixture ratio. 

A pressure fed engine is also shown in figure 
41-1. The pressure in the propellant tanks is 
sufficient to force the two propellants through 
the injector into the combustion chamber. The 
hydrogen is first circulated through the coolant 
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FIGURE 41-2.—Dynamics of components of a rocket 
system. 

jacket. In the pressure-fed engine the pres- 
sures in the supply tank can be regulated to 
yield the desired chamber pressure and mixture 
ratio. 

Among the control limits are chamber pres- 
sure (which is proportional to thrust), mixture 
ratio, and turbopump speed. High chamber 
pressure and high turbopump speed can cause 
injuriously high material stresses, and even 
rupture. Limits on mixture ratio are flamma- 
bility limits and high gas temperature near 
stoichiometric mixture, which can cause over- 
heating of the walls of the combustion chamber. 

DYNAMICAL  ELEMENTS  OF  ROCKET 

Four of the elements of the rocket that con- 
tribute significantly to system dynamics are 
shown in figure 41-2. First is the turbopump. 
Its inertia causes a comparatively slow response 
of pump speed to a disturbance. The cooling 
jacket introduces the characteristic dynamics 
of a heat exchanger, which may be simplified 
to a rough approximation containing a heat- 
transfer term and a flow term. The elasticity 
of the injector is significant to high frequency 
stability, as are the combustion dynamics, 
herein described in terms of dead time and 
time constant. 

COMBUSTION  DYNAMICS 

The properties of combustion dynamics and 
their significance in determining flow system 
stability are illustrated in figure 41-3. The 
figure shows that, if a step change in oxygen 

OSCILLATORY 

.001 
DEAD  TIME,  SEC 

FIGURE 41-3.—Destabilizing effect of dead time on pro- 
pellant flow system.    Time constant, 0.001 second. 

flow is introduced, the chamber pressure shows 
no change for a period o-, called the dead time. 
Then the pressure rises with a characteristic 
time constant T. The dead time, which is as- 
sociated with the drop atomization, mixing, and 
ignition, is more disastrous and less understood 
than the time constant, which is like an aero- 
dynamic filling time. 

The effect of this dead time on stability is 
shown in figure 41-3. In general, as the dead 
time increases, the injector pressure drop re- 
quired to ensure stable propellant flow increases, 
thereby increasing the required supply pressure. 

Operating conditions that influence dead time 
are shown in figure 41-4. The dead time is 
shown to decrease with increasing chamber 
pressure and decreasing oxidant-fuel ratio. It 
is possible that the injection velocity of the 
liquid propellant (oxygen, since the hydrogen 
is heated in the cooling jacket) is more sig- 
nificant than chamber pressure. 
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2.0 

MEASURED 
DEAD 

TIME, o 

MILLISEC      ,6 

1.0 

_l        CHAMBER 

OXIDANT-FUEL 
2 RATIO 

J I J_J 
40    60      100       200      300 400 

CHAMBER   PRESSURE,  L8/SQ  IN cs-zssw 

FIGURE 41-4.—Control dynamics of a rocket combustion 
chamber using hydrogen-oxygen propellant. 
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It is worthy to note the extremely short dead 
time for the hydrogen-oxygen propellant com- 
bination. Kerosene and other nonhypergolic 
storable propellants have dead times five times 
as great. With hydrogen-fluorine, on the other 
hand, the dead time has been immeasurably 
small. Thus, the order of stability from stable 
to unstable is: hydrogen-fluorine, hydrogen- 
oxygen, storable nonhypergolic. 

STABILITY OF  PRESSURE-FED  ENGINE 

One of the instances where instability 
plagues the propellant system is while "throt- 
tling" or reducing the thrust of a pressure-fed 
engine. This propensity to oscillate is the re- 
sult of the low injector pressure drop encoun- 
tered at low thrust. The injector pressure drop 
had been set at a low value even at full thrust 
to avoid tank pressure and high tank weight. 

The stability bounds, shown as a function of 
throttle range for a selected rocket, are pre- 
sented in figure 41-5. The throttle range is 
the ratio of maximum thrust to minimum 
thrust. In each curve, operation at oxygen 
pressure drop below the curve will result in 
oscillation at the minimum thrust. 

An interesting feature of the figure is that 
reducing hydrogen injector pressure drop can 
be achieved by a moderate increase in oxygen 
pressure. Such a trade is desirable since the 
hydrogen tank is larger, and weight savings 
are realized at the lower tank pressure.    The 
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FIGUEE 41-5.—Injector flow stability limits of hydro- 
gen-oxygen engine. Dead time, 0.001 second ; time 
constant, 0.00085 second; elasticity, 10"" inch0 per 
pound2. 
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FIGURE 41-6.—Startup of a  hydrogen-oxygen rocket- 
topping cycle  (oxygen not shown). 

reason for the insensitivity of stability limits 
to hydrogen injection pressure drop is the heat- 
ing of the hydrogen in the coolant passages be- 
fore injection. Also shown is the fact that high 
oxygen pressure drop must accompany large 
throttle ratio if stability is to be achieved. 
Throttle ratios as high as 10 have been obtained 
in tests. 

STARTUP  OF  PUMP-FED  ENGINE 

The startup transient of the pump-fed engine 
is influenced by pump inertia, turbine torque, 
and particle passage time through the coolant 
jacket more than by combustion-chamber dy- 
namics. An idea of the quickness of accelera- 
tion may be obtained from Figure 41-6. The 
rapidity with which the thrust approaches max- 
imum shows that an accurate, quick-acting 
control is needed to prevent going to such high 
overload that damage is incurred. Control 
frequency responses up to 10 cycles per second 
are needed. 

THRUST MANIPULATION WITH  PUMP-FED 
ROCKET 

Once the rocket has been started, the problems 
arise of manipulating the thrust to desired 
values quickly and stably. In the problem of 
injector system instability previously discussed, 
additional problems associated with the pump 
are encountered. Two of these pump problems 
are pump stall and flow instability resulting 
from a static characteristic of the pump. 

These problems are illustrated in Figure 41- 
7, where deceleration from full thrust at point 
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FIGURE 41-7.—Oscillations in a rocket flow system in- 
duced by pump flow characteristics. 

A to a lower thrust at point B was attempted. 
A rather severe oscillation was induced, and 
the stall limit was approached with a danger- 
ously small margin. The cause of the oscilla- 
tion was traced to the slope of the pump pres- 
sure delivery characteristic at constant speed. 
A positive slope produces a less stable flow sys- 
tem than does a negative one. Inspection of 
Figure 41-7 shows that the deceleration tran- 
sient caused the pump to operate in a less stable 
positive slope region. Furthermore, at the 
lower thrust level, point B, the steady-state 
operating point is in a less stable operating 
region (more positive slope of pump character- 

istic) than point A. Throttling to an even 
lower operating point than B could have re- 
sulted in failure of the system to even reach 
steady state. The results shown were obtained 
from an analog computer study that simulated 
an actual experience. 

Thus, the figure shows that oscillation of the 
entire flow sj'stem can be induced by a positive 
slope of the pump characteristic and that the 
steady-state throttling range can also be limited 
by the same pump characteristic. 

FURTHER WORK NEED ON CHEMICAL ROCKETS 

The technology of control and dynamics of 
chemical rockets is far advanced as a result of 
long intensive research and development. Dy- 
namics of combustion, however, are worthy of 
further investigation, although many investi- 
gators have worked in this field. Only in the 
very simple chemicals has the knowledge of 
dynamics reached a degree of usefulness, and 
even here the dynamics at low pressure are not 
thoroughly developed. Certain knowledge of 
the dynamics of storable propellants useful for 
course corrections and of attitude control of a 
space vehicle would improve the capability to 
modulate the thrust, and thereby enhance the 
usefulness of these propellants. 
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Concluding Remarks 
By Walter T. Olson 

For a somewhat detailed picture of certain 
key technology in the chemical-rocket field, it 
is necessary to discuss one thing at a time. In 
real life, however, tilings usually do not happen 
one at a time. Thus, the importance of viewing 
a propulsion system as a system must be 
stressed. 

In order to achieve needed reliability in fu- 
ture high-performance systems of increasing 
sophistication, high quality must be specified 
and designed into all components at inception. 
Problems arising from unfavorable interac- 
tions of components also must be avoided. The 
paper by John C. Sanders and Leon M. Wenzel 
has detailed some examples in system dynamics; 
some further examples selected from past oc- 
currences and experiences are: (1) The pump 
blades should not stimulate or excite resonant 
frequencies in such tender parts as an injector 
face. (2) The state and the flow rate of gas 
to drive a turbopnmp must be controlled to keep 
the pump flows within the stall and the surge 
limits of the pumps; and, to complicate matters, 
the pump delivery, in turn, may be affecting 
the gas flow to the turbine. (3) The cooling 
passages of a thrust chamber must accommodate 
the local heat transfer, which, in turn, is 
strongly a function of the combustion pattern 
produced by the injector design. (4) Propel- 
lant-flow lines can be harmfully in tune or 
safely out of tune with fluctuating gas pressure 

in the combustor. (5) Pump design must allow 
for enough delivery pressure to ensure enough 
pressure drop for cooling needs and for injec- 
tion with stable combustion. 

Reliability is a quality in the initial concept 
of the complete system and its parts. The de- 
signs and systems that are being and will be 
created are too intricate and specialized, and 
the performance of their components is too in- 
terrelated for uninformed tinkering. A de- 
velopment must start right, not just because 
subsequent attempts at fixes may be costly and 
time consuming, but also because fixes may be 
impossible. 

There is a continuing need for emphasizing 
training in the basic principles of engineering 
and science, so that even while working on a 
specialty the engineer or scientist will have a 
broad, interdisciplinary point of view. The 
scientists and engineers that are trained for the 
future must have the ability to see the problems 
of whatever they undertake with clarity and 
completeness. Such comprehension comes by 
use of the fundamental principles of physics, 
chemistry, mechanics, metallurgy, electricity, 
etc., to create a conceptual quantitative model of 
the device or the system. Both high-quality 
components and their harmonious blending 
come from an understanding and appreciation 
of the physical processes and phenomena at 
work in a particular operation. 
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Introduction 
By David S. Gabriel 

The nuclear rocket engine is believed by many 
to be the most important space powerplant for 
the near future. Some of the reasons for this 
belief are illustrated by figure 1. 
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FIGURE 1.—Manned Mars mission with a seven-man 
crew and two-man surface exploration. Round-trip 
time, 420 days. 

In figure 1 are shown the vehicle require- 
ments for a seven-man trip to Mars in a little 
over 1 year flight time for three types of space- 
ships : chemically propelled, nuclear-rocket pro- 
pelled, and nuclear-electric propelled. The 
ordinate is the weight of the vehicles in the 
Earth orbit (300 miles) required for the mis- 
sion. About 25 times as much weight is re- 
quired on the ground to boost these vehicles into 
orbit. The specific-impulse range for chemical 
rockets is from 300 to 450 and for nuclear 
rockets, from 700 to 1000 seconds. Electric 
propulsion provides much greater impulse, but, 
although not shown here, at a considerable 
sacrifice in ratio of thrust to weight.    It is 

apparent that a rather fantastic reduction in 
launch weight is possible with nuclear rockets 
compared with chemical rockets. Because, for 
nuclear-electric systems, it is not now known 
how light these systems can be built, three 
curves are shown for various system weights. 
From current information, 5 pounds per kilo- 
watt is extremely light and probably will not be 
achieved without some unforeseen break- 
through. The more likely range is 10 to 15 
pounds per kilowatt. These results are, of 
course, highly dependent on the particular mis- 
sion. A different one would give a different an- 
swer. At least for this type of highly energetic 
short-time trip, typical of many of great in- 
terest to us, nuclear rockets and nuclear electric 
systems are highly competitive, and neither is 
clearly superior to the other. Further, it is evi- 
dent that even if very lightweight electrical sys- 
tems are developed, the gains to be expected are 
not spectacular. For very-long-term missions 
such as a trip to Pluto, the electric rocket is 
comparatively better. The nuclear rocket is, 
therefore, clearly a superior powerplant to the 
chemical rocket and at least competitive with 
nuclear electric systems for many future mis- 
sions. For these reasons, a great urgency is felt 
for nuclear-rocket development. 

Nuclear rockets require high-flow, high-pres- 
sure turbopumps, exhaust systems capable of 
withstanding heat loads in excess of any pres- 
ent system, and specialized instruments for the 
measurement of not only pressure, temperature, 
and flow, but also of nuclear environment. The 
design and development of reactors with im- 
pulses in the range previously mentioned intro- 
duce the requirement of very high power density 
in order to keep weight within reason.   This 
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necessity aggravates the usual problems in both 
nucleonics and heat transfer and, in turn, intro- 
duces the problem of maximum material tem- 
perature of the order of 4000° to 6000° F and 
minimum hydrogen temperatures around 
— 400° F. Structures and materials must sur- 
vive extreme environments. The control of the 
reactor and its associated systems is a very dim- 
cult problem, particularly in off-design condi- 

tions. The mating of the reactor to the vehicle 
creates interaction problems. Overlying all 
these problem areas are the difficulties caused 
by a high-nuclear-radiation environment. 

Not all of these areas will be discussed in the 
following four papers, however. These papers 
are concerned primarily with the problems of 
nucleonics, heat transfer, control, and overall 
performance. 

62 



42. Advanced Concepts for Nuclear Rocket Propulsion 
By Frank E. Rom and Robert G. Ragsdale 

FRANK E. ROM, Chief of the Nuclear Propulsion Concepts Branch of the 
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his B.S. and M.S. degrees in: Mechanical Engineering in 19lfi and 19IS, re- 
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cations Panel of the Institute of Aerospace Sciences. 

ROBERT G. RAGSDALE, Aerospace Scientist in heat-transfer research at the 
NASA Lewis Research Center, is currently working on experimental tests 
of hydrodynamic mixing, radiation heat transfer, and system evaluation of a 
coaxial -flow gaseous nuclear rochet. He received his B.S. and M.S. degrees 
in Chemical Engineering from Purdue university in 1950 and 1951, respectively. 

INTRODUCTION 

The use of the nuclear rocket offers about a 
tenfold reduction in interplanetary spacecraft 
weight when compared with chemical rockets 
(refs. 1, 2, 3, and 4). With such a great po- 
tential gain in view, the nation is currently 
developing the first flyable nuclear-rocket 
engine. The reactor for this engine is com- 
posed of high-temperature materials that serve 
to heat the hydrogen propellant. A schematic 
drawing of a solid-core heat-transfer-type nu- 
clear rocket showing the principle of the nu- 
clear-rocket engine is shown in figure 42-1. 
The fission energy is liberated within solid 
materials of which the reactor core is composed. 
This heat is then transferred from the solid- 
core materials to hydrogen as it flows through 
the heat-transfer passages. The hydrogen is 
stored in a propellant tank and then is pumped 
through the nozzle walls for cooling purposes. 
It is also passed through the reflector regions 
and any other parts that require cooling. On 
leaving the reflector, the hydrogen flows 
through the passages of the reactor core where 

HYDROGEN TURBOPUMP- 

REFLECTOR^ 

CONTROL RODS 

^-NOZZLE 

-REACTOR CORE 
CS-25492 

FIGURE 42-1.—Solid-core heat-transfer-type nuclear 
rocket. 

it is heated to as high a temperature as the core 
materials will stand. The high-temperature 
hydrogen is then exhausted through a conver- 
gent-divergent nozzle to produce thrust. 

Since nuclear rockets eject mass to produce 
thrust, the only reason for considering nuclear 
systems for rocket propulsion is that they have 
the potential for producing a higher specific 
impulse than chemical rockets. 
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The specific impulse that may be attained by 
nuclear rockets is shown in figure 42-2, where 
specific impulse is plotted as a function of hy- 
drogen temperature. For reference purposes, 
the specific impulse of advanced hydrogen- 
oxygen rockets such as those that will power the 
Centaur and the upper stages of the Saturn C—5 
is over 400 pounds per pound per second. The 
temperature capability of the materials of 
which the nuclear reactor is constructed will 
limit hydrogen temperatures to less than 6000° 
F or specific impulses of about 1000 pounds per 
pound per second. This limit is determined 
by the strength of reactor-core materials op- 
erating at temperatures approaching their melt- 
ing points. Beyond this limit, reactors in 
which the fissionable material is in the gaseous 
form and heats hydrogen by direct contact or 
by thermal radiation must be envisioned. In 
this case, specific impulses up to 3000 pounds 
per pound per second may be possible. 

There is considerable interest in specific im- 
pulses greater than 1000 pounds per pound per 
second, even though a tenfold advantage in 
spacecraft weight has been obtained over chem- 
ical systems at that value. Further increases in 
specific impulse will, of course, produce greater 
weight savings. Perhaps it may be more im- 
portant to take advantage of the greater flexi- 
bility in performing interplanetary missions 
that higher specific impulse can give. For ex- 
ample, the use of solid-core nuclear rockets 
limits the departure time for a 460-day round 
trip to Venus to about 1 month every 2 years. 
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FIGURE 42-2.—Specific impulse of hydrogen as a func- 
tion of temperature. 
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FIGUEE 42-3.—Effect of specific impulse on mission 
time. 

For a specific impulse of 2000 pounds per pound 
per second, departures during about 8 months 
out of every 2 years would be possible. A 
further benefit of higher specific impulse is that 
it will permit much shorter trip times for a 
given spacecraft weight as illustrated in figure 
42-3, which shows the total trip for a 7-man 
Venus mission as a function of specific im- 
pulse. The weight of the spacecraft that is 
launched from an Earth orbit is fixed at 1.7 
million pounds. The data in this figure ap- 
ply only for high-thrust systems; that is, where 
the thrust-to-weight ratio of the spacecraft 
is greater than 0.10. Lower thrust-to-weight 
ratios will increase the trip time appreciably. 
Materials-limited nuclear rockets can accom- 
plish this mission in about 450 days. A gase- 
ous-core nuclear rocket with a specific impulse 
of 3000 pounds per pound per second could ac- 
complish this mission in one-third the time or 
about 150 days. 

In the following discussion, both solid-core 
and gaseous-core advanced nuclear-rocket con- 
cepts are considered. In the case of the solid- 
core nuclear rocket, the chief problem is to 
achieve the highest hydrogen temperature with- 
in the limits of the melting points of the most 
refractory materials. For the gaseous-core re- 
actor, the chief problems are associated with 
schemes whereby hydrogen is heated by gaseous 
fissionable material without, excessive fuel loss 
and without melting down the walls that con- 
tain gases at temperatures far beyond the melt- 
ing point of solids. 
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ADVANCED SOLID-CORE  REACTORS 

First, consider advanced "solid-core" nuclear- 
rocket concepts that heat hydrogen by contact 
with high-temperature solids. The main 
objective in this case is to find which of the 
materials or combinations of materials found 
in nature can be made to produce the highest 
operating temperature and, hence, the highest 
specific impulse. In addition, reactor concepts 
that have the greatest probability of being suc- 
cessfully developed into highly reliable power- 
plants in the most economical and efficient 
manner must be found. Finally, there is al- 
ways an interest in achieving the smallest size 
and weight. 

Reactor Types 

Some of the reactor types considered for nu- 
clear-rocket use are shown in figure 42-4, 
namely, homogeneous thermal, fast, and hetero- 
geneous thermal. The advantages and disad- 
vantages are given in table 42-1. 

Homogeneous thermal reactor.—In this reac- 
tor, the fissionable material is intimately mixed 
with a neutron-moderating material. The heat 
of fission is thus liberated in the moderator and 
is removed by the hydrogen propellant that 
flows through an array of coolant passages, 
which can be visualized as holes passing from 
one end of the reactor to the other. The highest 
temperatures in the reactor occur in the moder- 
ator, hence, the name "hot moderator". In 
addition to being capable of slowing down neu- 
trons, the moderator must also be capable of 
operating at high temperatures. Graphite and 
beryllium oxide are the only two materials that 

(a)  Homogeneous    (b)  Fast,    (c)  Heterogeneous/ 
thermal. thermal. 

FIGURE 42-4.—Nuclear-rocket reactors. 

can reasonably serve this dual function. 
Graphite has the poorer moderating properties 
of the two, and therefore its use leads to larger 
core dimensions and weight. On the other 
hand, beryllium oxide is limited to operating 
temperatures of at least 1000 degrees Fahren- 
heit less than that of graphite. Since specific 
impulse is of the utmost importance, graphite 
is really the only contender. The use of graph- 
ite, however, requires a protective coating on 
the heat-transfer passages to prevent chemical 
reaction with hydrogen. 

Fast reactors.—This type of reactor is com- 
posed of all fuel-bearing material, schemati- 
cally considered as an array of fueled plates 
for heat-transfer surfaces with no moderator. 
Fast reactors can be made very small (ref. 5) 
and can use the best available high-temperature 
fuel-bearing materials. The largest drawback 
stems from the fact that nuclearwise fast reac- 
tors are less efficient than moderated systems, 
and a great deal more fissionable material is 
required for criticality. This leads to more 
difficult materials problems, since the volume of 

TABLE 42-L—Characteristics of Three Types of Nuclear-Rocket Reactors 

Reactor type 

Moderating 
material 

Fuel-bearing 
material 

Homogeneous thermal (hot 
moderator) 

Graphite 
Beryllium oxide 

Coated graphite 
Beryllium oxide 

Fast (no moderator) 

None 

Refractory metals (W, Mo) 
Carbides (ZrC, HfC, TaC) 

Heterogeneous thermal (cooled 
moderator) 

Water 
Heavy water 
Beryllium 
Beryllium oxide 
Metallic hydrides 

Refractory 
Mo) 

Coated graphite 
Carbides (ZrC) 

metals   (W11 
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fissionable material must, be about equal to the 
total volume of all other materials in the core. 
Unfortunately, since fissionable compounds 
are not very satisfactory as structural or heat- 
transfer materials, they must be contained 
within a refractory material such as tungsten, 
molybdenum, or the carbides of zirconium, haf- 
nium, or tantalum. Development of satisfac- 
tory fuel elements that contain 50 volume per- 
cent of fissionable material without penalizing 
high-temperature performance is difficult. 
This major problem area of fast-reactor con- 
cepts requires a great deal of research on mate- 
rials and techniques for achieving the high fuel 
loadings. 

Heterogeneous thermal reactors.—In this 
reactor, the fissionable material is separated 
from the moderator and contained in a refrac- 
tory fuel-bearing material that provides the 
heat-transfer surfaces. The moderator is in- 
dependently cooled and, therefore, can be main- 
tained at a lower temperature than the fuel 
elements. Relatively low-temperature opera- 
tion permits consideration of such moderating 
materials as water, heavy water, beryllium, 
beryllium oxide, and metallic hydrides. The 
fuel-bearing material can be any of the best 
high-temperature materials such as tungsten, 
molybdenum, graphite, or low neutron absorb- 
ing ceramics such as zirconium carbide. Fuel 
loadings of 15 to 20 volume percent are suf- 
ficient.    The heterogeneous reactor does involve 

the complication of requiring a cooling system 
for the moderator. In addition, the relatively 
cold moderator must be thermally insulated 
from the high-temperature fuel-element re- 
gions, and in the case of tungsten, it must be 
enriched in the tungsten 184 isotope (ref. 6). 
The homogeneous thermal and the fast reactors 
appear, at least in concept, to be the simplest 
since fuel-bearing material constitutes the en- 
tire core. The heterogeneous thermal reactor 
seems to have the greatest potential for produc- 
ing the high specific impulse, since the rela- 
tively low fuel concentrations required are ex- 
pected to permit the fuel bearing materials to 
operate nearer to their melting points. 

Fuel-Element Materials 

Table 42-11 shows the properties of the most 
refractory materials available. Shown here 
are graphite, which sublimes at 7000° F, tung- 
sten, the most refractory metal, which melts at 
6170° F, and the most refractory ceramics which 
are the carbides of hafnium and tantalum, 
which melt at 7030°F and 7020° F, respectively. 
These materials can be utilized as fuel elements 
by adding a suitable uranium compound. 
Uranium dioxide, the most refractory of all 
uranium compounds (m.p. 5000° F, ref. 7) can 
be used with tungsten. Unfortunately in the 
case of hafnium and tantalum carbides, a solid 
solution forms with uranium carbide.    Thus, 

TABLE 42-11 .—Properties of Refractory Materials 

Material 
Melting 

point, °F 

Tensile 
strength 

at 
5000° F, 

psi 

Creep 
strength 

at 
5000° F, 

psi ft 

Thermal 
conductivity, 

(Btn)(in.) 
(ft!)(hr)(°F) 

Linear 
expansion 
coefficient, 

10-« in. 
(in.)(°F) 

Modulus of 
elasticity, 
10« lb/in ? 

Hydrogen 
reaction 

Evapo- 
ration 
rate at 

5000° F, 
mils/hr 

Compat- 
ible fuel 
material 

Other 
limits 

Graphite  7000 (sub- 
limes) 

1000 to 
6000 

10 to 800.-. 140 at 5000° F. 2.75 up to 
4000° F 
(ATI). 

1.4 to 2.0 at 
4000° F 

>2800° F__ 30 UC2 UC2 melts 
at 4535° F 

Tungsten - 6170  i> 3000 to 
7000 

1000  920 at 5000° F. 3.6      1 to 10  None.- -. 0.1 UO2    

Hafnium 
carbide 

7030  ° 2500 at 
4000° F 

200 to 310 at 
4000° F 

2.88 up to 
4000° F 

>4840° F.. 3 uc 

Tantalum 
carbide 

7020  = 6000 at 
4000° F 

275 at 4000° F.. 3.05 up to 
4000° F 

>4630° F.. 0.6 uc Loses car- 
bon above 
4000° F 

ft Creep rate, 10-5 inch per inch per minute. 
b One-half of measured bend strength. 
0 For tonsile test strain rate of 0.02 to 2.U inch per inch per minute. 
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the melting point of a 50-50 mixture of 50 per- 
cent hafnium carbide and 50 percent uranium 
carbide is only about 5750° F compared with 
7030° F, the melting point of hafnium carbide 
alone. 

The tensile strength of graphite given for a 
temperature of 5000° F varies from 1000 to 
6000 pounds per square inch depending on its 
grade and density (ref. 8). The tensile 
strength of tungsten varies from 3000 to 7000 
pounds per square inch depending on the rate 
of applying the load (refs. 9 and 10). The 
highest temperature for which the strengths of 
the carbides have been measured is 4000° F. 
At this temperature, the tensile strength was 
assumed to be one-half of the measured strength 
in bending. The values for hafnium carbide 
and tantalum carbide at 4000° F are 2500 and 
6000 pounds per square inch, respectively (refs. 
11 and 12). 

Since the fuel-element materials are subjected 
to loads for finite periods of time, creep strength 
is of great importance. The creep strengths 
are presented at 5000° for a creep rate of 10~5 

inch per inch per minute, which corresponds to 
an elongation of about y2 percent in 10 hours. 
The creep-rate values for graphite depend on 
grain orientation, density, and grade and range 
from 10 to 800 pounds per square inch (ref. 
13). Tungsten has a value of 1000 pounds per 
square inch (ref. 14). 

Values of thermal conductivity vary from 140 
Btu per hour per square foot per degrees Fahr- 
enheit per inch for graphite (ref. 15) up to 920 
for tungsten (ref. 16). The thermal conduc- 
tivity of hafnium carbide was obtained from 
reference 12. The value for tantalum carbide 
was obtained from reference 17. The coeffi- 
cients of linear expansion were obtained from 
references 16 and 17. The modulus of elasticity 
was obtained from references 16, 17, and 18. 
Further data on properties of refractory ma- 
terials can be found in reference 11. 

A strong hydrogen reaction with graphite 
begins at 2800° F (ref. 19); therefore, protec- 
tive coatings are essential when graphite is used. 
Hydrogen does not react with tungsten, but 
hafnium and tantalum carbides do react at tem- 
peratures of 4840° and 4630° F, respectively 
(ref. 20). 

The evaporation rate of graphite at 5000° F 
in a vacuum is 30 mils per hour (ref. 21). The 
use of sound coatings on graphite should reduce 
the evaporation rate to the rate of evaporation 
of the coating material. Because it is usually 
desirable to minimize coating thicknesses, low 
evaporation rates of suitable coating materials 
are of extreme importance: tungsten has the 
lowest rate at 0.1 mil per hour (ref. 22). Tan- 
talum and hafnium carbides have intermediate 
rates (refs. 21 and 23). 

Uranium carbide (UC2) melts at 4535° F 
(ref. 24) and would be expected to affect ad- 
versely the properties of graphite fuel elements 
at higher temperatures. Tantalum carbide 
loses carbon above about 4000° F with the re- 
sultant formation of Ta2C. The use of tanta- 
lum carbide would be limited to applications 
where relatively short life is adequate. The 
data presented in the table are for refractory 
materials with no uranium compounds added. 
Much less data are available for these materials 
when they contain fuel compounds. Supply- 
ing these data represents a major field for con- 
tinued research. 

On the basis of data presented in the table, 
tungsten may be expected to have the greatest 
potential for producing the highest specific im- 
pulse attainable by solid-core nuclear rockets. 
Whether or not this potential will be realized 
can only be determined by extensive experi- 
mental investigations. 

Solid-Core  Reactor Studies 

A portion of the nuclear-rocket program at 
Lewis involves the study of advanced solid-core- 
reactor concepts and their problems. This work 
is aimed at pushing forward the technology of 
nuclear-rocket reactors and providing some de- 
gree of insurance for the nation's nuclear-rocket 
program. In developing a new engine based on 
a relatively advanced technology, success is not 
assured for any chosen approach to the problem. 
Within the limits of resources available, alter- 
nate or backup approaches must be undertaken. 
In a limited way, the program at Lewis on ad- 
vanced solid-core nuclear rockets is such a back- 
up effort, even though the main emphasis is on 
providing the technology for the development 
of the ultimate solid-core nuclear rocket. 
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REACTOR  VOID  CROSS-SECTIONAL  AREA,  SO  FT 

FIGURE 42-5.—Nuclear-rocket reactor weight as a func- 
tion of reactor void cross-sectional area. 

Reactor-weight  comparison.—A   study   has 
been made of the three reactor types described 
earlier to help determine the selection of the 
most promising avenues of research.    Figure 
42-5 shows one of the results of this investiga- 
tion.    Reactor  core  plus  reflector  weight  is 
plotted as a function of reactor void cross-sec- 
tional area.   (A 1000 megawatt reactor requires 
about 1 sq ft of flow area.)    The graphite reac- 
tor, which represents the best of the homoge- 
neous-thermal type, is the heaviest.   The fast- 
tungsten reactor, which assumes a 50-50 volume 
ratio   of   tungsten   and   uranium   dioxide,   is 
lighter than the graphite reactor.   The lowest 
curve is the best, that can be done with hetero- 
geneous-reactor cores.   Water was found to be 
the best of the moderators considered.   Tung- 
sten enriched in the tungsten 184 isotope was 
considered to have the best potential for high- 
temperature performance, because it has the 
desirable structural properties of metal and its 
use requires a lower percentage of uranium di- 
oxide to be contained within the fuel-element 
material.    It should be emphasized that the 
weight of the reactor is only one criterion for 
the selection of a reactor for nuclear rockets. 
The importance of high temperature materials 
has already been discussed.   Consideration must 
also be given to the mechanical aspects of the 
core design.   In other words, does a reactor de- 
sign exist that is practical and can be developed 
in a reasonable fashion? 

Reactor design problems.—Some typical re- 
actor-core-design problems arising in advanced 
concept studies can be illustrated by using the 
tungsten-water-moderated reactor as an exam- 

ple.   The reactor shown schematically in figure 
42-6 consists of an aluminum tank of water with 
an array of aluminum tubes joining the end 
header plates.   It is very similar in principle 
to the heat-transfer-reactor experiment number 
1 (ref. 25), which was used to heat air for a tur- 
bojet powerplant, and the ML-1 reactor (refs. 
26 and 27), which is used to heat gas for a 
mobile powerplant  unit.    The tubes provide 
space for fuel elements and flow passages for 
the  hydrogen.     First,  the  hydrogen  passes 
through the regeneratively cooled nozzle, then 
through a water-to-hydrogen heat exchanger 
to remove the heat generated by neutron and 
gamma radiation and any other heat that may 
be absorbed by the water, then through the fuel 
elements located within the aluminum tubes. 
The heated hydrogen is then expanded through 
the nozzle to produce thrust.    The sketch in the 
figure indicates how insulation is provided to 
reduce the heat transferred from the high tem- 
perature elements to the water.   The fuel ele- 
ments are supported by a continuous tungsten 
tube that runs the full length of the core.   The 
space between this tube and the aluminum tank 
is filled with stagnant hydrogen.   This is ac- 
complished by venting the downstream end to 
the reactor exit region and sealing the upstream 
portion.   A molybdenum radiation shield is also 

HEAT  EXCHANGER 

WATER;- 

HYDROGEN 

STAGNANT W'J, 
HYDROGEN // 
INSULATION J' 

TUNGSTEN 

-ALUMINUM 

MOLYBDENUM 

HYDROGEN 

FIGURE 42-G.—Tungsten-water-moderated reactor 
concept. 
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-CAPSULE 

^ . -SPECIMEN 

FIGURE 42-7.—In-pile capsule experiment. 

shown. A hydrogen thickness of less than % 
inch is sufficient to reduce the heat flow to less 
than 1 percent of the reactor power. 

The most important problems of this or any 
other reactor concept employing tungsten are 
the fueled materials and the fuel-element struc- 
ture. The question is can suitable fueled-tung- 
sten material be made and can this material re- 
tain fissionable material such as uranium 
dioxide at temperatures of the order of 5000° F 
for periods of up to 10 hours with no loss or 
attack by hydrogen ? Once a suitable material 
is obtained, a fuel-element structure that sup- 
plies the required heat-transfer surfaces and 
flow passages must be designed and evaluated. 
The fuel-element structure, indicated schemati- 
cally by flat plates (fig. 42-6), must be capable 
of withstanding very high heat-transfer rates 
and large aerodynamic loads at high tempera- 
tures with a minimum of stress to avoid creep 
or distortion. The fuel element must be capa- 
ble of withstanding severe thermal cycling loads 
corresponding (1) to reactor startups and shut- 
downs required for space missions, and particu- 
larly (2) for economical development of highly 
reliable powerplants, where a very large num- 
ber of tests must be performed to demonstrate 
reliable operation. 

Experimental investigations.—Experimental 
investigations are required to determine the 
performance limits of the fuel-element mate- 
rials and proposed fuel-element structures be- 
cause of the lack of fundamental data and un- 
derstanding of the complex structures usually 
encountered. Analytical jn'ocedures are used 
as tools to correlate or extrapolate experimental 
data. 

In-pile capsule tests (fig. 42-7) have been 
and are being conducted in materials-testing 
reactors to evaluate fueled materials. The 
test specimen shown is a fueled plate 1 inch 
square and about %2 

inch ti"ck macle bJ 
powder-metallurgy techniques. It contains 
fully-enriched uranium (235) dioxide. It is 
surrounded by a box of molybdenum that 
forms a radiation shield. Tungsten wires sus- 
pend the specimen and shield within the central 
region of the capsule. The heat generated by 
fissions is removed by radiation to the water- 
cooled capsule Avails. After the capsule is sealed 
and evacuated, it is inserted into a test hole next 
to the testing reactor, where the specimen is 
heated by the fissioning uranium contained 
therein. Tests such as these are used to estab- 
lish the ability of the fueled material to retain 
fissionable compounds at any desired tempera- 
ture level. In addition, the effects of fuel burn- 
up and radiation damage can be ascertained. 
This type of test can also be used to obtain 
rapid and inexpensive evaluation of a wide 
range of fueled materials to determine their 
potential and for research aimed at improving 
the properties of the materials considered. 

These tests cannot determine the effect of 
flowing hydrogen, high heat-transfer rates or 
aerodynamic loads on fuel-element geometries. 
Such problems can be investigated by elec- 
trically heating sample fuel elements and sub- 
jecting them to the hydrogen flow rates and 
heat-transfer rates to be encountered in the 
reactor.    Study of the effects of simultaneous 

FIGURE 42-8.—Fuel-element-experiment facility in 
Plum Brook reactor. 
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fission heating and aerodynamic loads can be 
made during flow tests run on fuel elements that 
are placed within a testing reactor. Figure 
42-8 shows a model of the NASA Plum Brook 
Reactor Facility Avith a fuel-element test loop 
about to be inserted into the core. The ends of 
the test holes, which are directly adjacent to the 
reactor, are shown as the flanged pipes. The 
test fuel element, is located within the snout 
of the fuel-element, test loop. The tank houses 
the pumps and heat exchangers necessary to 
flow the helium coolant. This loop, which is 
now under construction, is designed to operate 
with the test fuel element to produce 100 kilo- 
waits of power. 

GASEOUS-CORE  REACTORS 

The problems of attaining the ultimate per- 
formance of solid-core reactors basically lim- 
ited by the melting temperature of solid mate- 
rials have been discussed briefly. Now consider 
gaseous-reactor concepts, where the aim is to 
bypass the materials limit and to produce hy- 
drogen temperatures of 10,000 to 20,000° F. 
with specific impulses up to 3000 pounds per 
pound per second. This is accomplished by 
maintaining nuclear fuel in the reactor as a gas 
rather than as a solid. 

Basic  Concept 

The fundamental concept of a gas-core reac- 
tor is shown in figure 42-9.   The nuclear fuel in 
gaseous form is contained in a reactor cavity 
that   is   externally   moderated   and   reflected. 
The reactor is made critical by increasing the 
pressure of the fissionable gas.    The heat gen- 
erated by the fissioning gas can be used to heat 
hydrogen by direct, mixing.    The heated mix- 
ture is then ejected through a nozzle to pro- 
duce thrust.   The weight-flow ratio of fission- 
able material to hydrogen, of course, is limited 
by various considerations.   For example, if the 
cost of the fissionable material is limited to the 
cost of hydrogen for an orbital launch inter- 
planetary space mission, the fissionable-mate- 
rial flow would be about %5 of the hydrogen 
mass flow (assuming that, hydrogen placed in 
orbit costs $200 per pound, while fissionable 
material costs $7,000 per pound.)   A less severe 
limit, arises from the increase of propellant 

URANIUM  VAPOR 

CAVITY- 

REFLECTOR- 
MODERATORS- 

HYDROGEN 
/ 

CS-254B3 

FIGURE 42-9.—Gaseous-cavity reactor. 

average molecular weight; a 1-to-l flow ratio 
would yield a specific impulse equal to 70 per- 
cent of that of pure hydrogen. For a ratio of 1 
to 35 or less the effect on specific impulse is less 
than 3 percent, For a mass flow ratio of 1 to 35, 
the hydrogen pressure would be about, 4000 
times greater than the fissionable-material pres- 
sure because of the low molecular weight of hy- 
drogen compared with that of uranium or 
plutonium. Under rather ideal conditions, the 
required partial pressure of fissionable mate- 
rial for criticality is of the order of 25 pounds 
per square inch (ref. 28). The total pressure in 
the cavity, therefore, would be of the order of 
100,000 pounds per square inch! 

Clearly some scheme is required to circum- 
vent, the pressure  dilemma.    If the uranium 
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FIGURE 42-10.—Gaseous-cavity-reactor concepts. 
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could be caused to recirculate so that its resi- 
dence time relative to the hydrogen would be 
increased by a factor of 100, the pressure level 
would be reduced by this ratio. 

Figure 42-10 illustrates two gaseous-reactor 
concepts. The scheme on the left uses a vortex 
to increase the residence time of the uranium 
(refs. 29 and 30).    A mixture of hydrogen and 

FIGURE 42-11.—Two-fluid vortex experiment. 

uranium vapors is introduced tangentially into 
a cavity. The resultant centrifugal field set up 
will tend to throw the uranium atoms toward 
the walls, since they are heavy relative to the 
hydrogen. The radial-velocity component of 
the gas flowing through the reactor will try to 
drag the uranium with it. The hydrogen is 
heated as it diffuses through the resulting ura- 
nium cloud. If the flow rate is too high, the 
centrifugal forces on the uranium atoms will be 
overcome, and the uranium will be blown out. 
The limitation of this system appears to be the 
low flow rates that are permissible. In the 
scheme on the right, the uranium and hydrogen 
are introduced1 in separate streams in a coaxial 
fashion (ref. 31). The uranium must flow at a 
lower velocity than the hydrogen to maintain a 
reasonable uranium-to-hydrogen weight-flow 
ratio. Here the hydrogen is heated by thermal 
radiation from the fissioning uranium gas in the 
cavity center. In both reactor concepts, the 
hydrogen must contain a material to render it 
essentially opaque to radiation at temperatures 
below about 10,000° F. Above this tempera- 
ture, hydrogen absorbs radiation by itself. 

Other schemes have been proposed for gase- 
ous reactors. Some utilize electromagnetic 
forces to increase the residence time of uranium 
(ref. 32), others use a multiple array of vortex 
tubes (ref. 29). Another scheme is called a 
"glo-plug" system (ref. 33), which, in princi- 
ple, is similar to the coaxial-flow system except 
that a transparent hydrogen-cooled tube sepa- 
rates the uranium from the hydrogen. The 
problem of providing a transparent tube for 
the "glo-plug" system seems very formidable. 
The plasma-core concept requires very large 
magnetic-field strengths (ref 32). 

The hydrodynamics of the gaseous-vortex re- 
actor has received considerable attention (refs. 
34, 35, and 36). A bromine-vapor-air experi- 
mental vortex system is shown in figure 42-11 
(ref. 30). A bromine-air mixture is introduced 
tangentially into a transparent vortex chamber. 
The radial concentration profiles of bromine 
are measured by light-absorption techniques. 
Attempts to predict the observed data using 
one-dimensional analyses for two-component 
flow have not been too succesful (ref. 30). Re- 
cent investigations (refs. 35 and 36) suggest 
that the flow pattern in a vortex is much more 
complex compared with the models that have 
been used for analyses. Realistic analyses must 
consider the influences of turbulence and end- 
wall boundary-layer flow. A similar set of ex- 
periments run with a coxially flowing bromine- 
air system is shown in figure 42-12. In this 
case analysis agrees very well with experimen- 
tal results for both laminar and turbulent situa- 
tions. Typical data are shown in figure 42-13 
for luminar- and turbulent-flow regimes. 

The results of these hydrodynamics experi- 
ments are used to verify or check theoretical 
predictions that are used as a basis for deter - 
ming performance of real gaseous reactors. In- 
asmuch as the gases in the real situation are 
quite different and the tests are isothermal, such 
experiments must be extended to other gases 
and heating must be provided to increase fur- 
ther the confidence in theoretical estimates. 

Analytical investigations are being conducted 
for the coaxial system, where flow and radia- 
tion heat transfer are considered simultaneously 
(ref. 37). This analysis has predicted the effec- 
tive absorptivity required to prevent melting 
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','•     I      CS-25489 

FIGURE 42-12.—Coaxial-flow experiment. 

down the cavity wralls. The use of seeding ma- 
terial such as graphite dust has been suggested 
to increase the thermal radiation absorption of 
the hydrogen, and some basic transmissivity 
measurements have been reported (ref. 38). 

The results of reference 38 are summarized 
in figure 42-14. The conclusions indicate that 
the transmissivity of carbon-particle clouds is 
relatively independent of wavelength for 0.2 to 
1.0 micron radiation and that the exponential 
dependency on concentration predicted by 
Beer's law exists. These data were all obtained 
at room temperature, however, and additional 
information at elevated temperatures and pres- 
sures including the chemical interaction with 
hydrogen is required. Currently, experiments 
are being conducted on the radiation absorption 
of seeded gases in flowing systems. Figure 42- 
15 shows the test apparatus used in these ex- 
periments. An arc about 2 feet long with a 
power of about 250 kilowatts is struck between 
the electrodes and is stabilized in a nitrogen 
vortex. The arc supplies a source of radiant 
thermal energy. Flowing coaxially in an an- 
nular region outside the arc tube is a stream of 
gas that can be seeded with dust particles.   The 
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FIGURE 42-13.—Air-bromine coaxial-flow experimental 
data. 

energy transmitted through the gas with and 
without seeding is measured to determine the 
effect of seeding. 

Very little work has been done or is under 
way in the area of criticality of gaseous re- 
actors. The importance of this research stems 
from the fact that the operating pressure of 
gaseous-reactor concepts is directly determined 
by the critical-mass requirements of cavity re- 
actors with unusual three-dimensional fuel 
distributions. These distributions arise from 
the hydrodynamics of fuel-separation schemes 
and nonuniform temperature distributions. 
Early work on criticality of cavity reactors has 
considered the case of uniform fuel distribu- 
tions in spherical one-dimensional geometries 
(refs. 39, 40, and 41). This work has been 
extended at Lewis to two-dimensions where 
nonuniform radial fuel distribution has been 
considered (refs. 42 and 43). 

.08 .12 .16 .20      .24XI0"4 

PARTICLE  DENSITY, g/cc 
CS-25/,80 

FIGURE 42-14.—Spectral transmissivities of carbon 
particles. Particle diameter, 0.15 micron ; radiation 
wavelength, 0.2 to 1.0 micron; radiation path length, 
10 centimeters. 
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FIGUEE 42-15.—Thermal-radiation-absorption 
experiment. 

Because the potential performance of gase- 
ous-nuclear rockets is far beyond that of ad- 
vanced solid-core systems, the necessary re- 
search to determine feasibility should be 
vigorously pursued. The degree to which 
gaseous reactors can realistically attain their 
potential requires a great deal of work in the 
fundamental   fields  of  gaseous   radiant  heat 

transfer, nucleonics, and hydrodynamics, and 
especially in their interaction. 

CONCLUDING  REMARKS 

A limited amount of work is under way on 
the problems of both advanced solid-core and 
gaseous-core nuclear-rocket reactors. As the 
goals of our space program expand, the im- 
portance of nuclear rockets will become increas- 
ingly recognized. Therefore, the necessary 
technology needed to develop reliable nuclear 
rockets for manned interplanetary flight must 
be expanded as quickly as possible so that a 
solid foundation on which to base decisions to 
develop powerplants will exist. Most impor- 
tant among the things to be done in the study 
of solid-core reactors is the experimental eval- 
uation of fueled materials and reactor concepts. 
In the study of gaseous reactors, the problems 
of hydrodynamics associated with increasing 
the residence time of the fuel, gaseous heat 
transfer by thermal radiation, and criticality of 
gaseous cores are the most pressing. 
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SUMMARY 

The design of a nuclear-rocket reactor that will pro- 
duce maximum propellant-gas temperature for limited 
core-material temperature requires successful inte- 
gration of the mechanical, thermal, and nuclear 
aspects of a complex problem. The strong interaction 
of the three-dimensional heat generation with heat 
transfer to the propellant requires "tailoring" of reac- 
tor composition and geometry. The techniques used 
are zoning of uranium concentration, metering of gas 
flow through fuel-element cooling passages, core- 
moderator zoning, and judicious use of reflectors. 

Control systems should encompass sufficient excess 
reactivity to start, shutdown, and restart a nuclear- 
rocket engine without introducing severe power dis- 
tortions. 

Herterogeneous moderated reactors that use tung- 
sten, which exhibits neutron resonance absorption, re- 
quire that fuel-element-moderator lattices be optimzied 
to produce maximum neutron multiplication. 

INTRODUCTION 

A considerable effort has been mobilized dur- 
ing the past few years for the development of a 
nuclear-rocket engine. The engine contains a 
solid-core reactor that directly heats a gaseous 

hydrogen propellant. During its operating life 
of a few hours, the reactor should be capable of 
power densities of about 2 megawatts per liter 
and produce hydrogen exit temperatures near 
4500° E. At these operating conditions, con- 
struction and support of reactor fuel elements 
pose extremely difficult mechanical-design prob- 
lems. The strength of materials becomes 
marginal at anticipated core-operating temper- 
atures, but some strength is required to with- 
stand the forces of the hydrogen flow without 
excessive creep. 

If acceptable hydrogen temperatures are to 
be obtained for limited core-material tempera- 
tures, the mechanical, thermal, and nuclear de- 
sign aspects of the reactor have to be thoroughly 
integrated. 

Some aspects of reactor physics are presented 
that are exploited by the reactor designer to 
permit the use of available high-temperature 
materials to advantage. Techniques are dis- 
cussed for adjusting heat-generation distribu- 
tions in the core to obtain maximum possible 
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gas temperature. Required reactor excess re- 
activity and general methods for its control are 
briefly discussed. Finally, the problem of fuel- 
element-moderator-lattice optimization in het- 
erogeneous tungsten reactors is presented. The 
objective of finding the best fuel-element spac- 
ings that produce maximum neutron multipli- 
cation is illustrated by calculations of tungsten- 
water lattices. 

REACTOR  CRITICALITY 

The spectra of reactor criticality can be ob- 
served conveniently by the variation of critical 
mass of a reactor as a function of its size as 
various diluents are added to fissionable ma- 
terial. Such a variation is presented in figure 
43-1 in which the critical mass in kilograms of 
uranium 235 is plotted against the radii of bare 
homogeneous spheres of fully enriched uran- 
ium containing several diluting materials. The 
critical condition implies a balance between neu- 
trons produced by fission and neutrons lost by 
absorption and leakage. 

The anchor point is the undiluted ball of 
uranium 235, which is about S.5 centimeters in 
radius, that is critical with about 48 kilograms. 
This is a true fast reactor, since the neutron 
spectrum in the core is essentially that of the 
prompt fission neutron spectrum. Of course, 
in the rocket application, uranium metal, which 
melts at 2550° R, cannot be used; however, com- 
pounds such as uranium carbide or uranium 
oxide, which melt at temperatures of 4950° R 
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FIGURE 43.1.—Critical masses  of homogeneous  bare 
spheres of uranium 235 with diluents. 

and 5550° R, respectively, are desirable. Al- 
though these uranium compounds have poor 
structural properties, they may be incorporated 
witli graphite or tungsten, which still have some 
structural strength as 5000° R is approached. 

Refer to figure 43-1 and note that initial di- 
lution of uranium with graphite causes the crit- 
ical mass to increase at first. This is the result 
of the neutron spectrum shifting so as to in- 
crease nonproductive absorption in uranium. 
As more graphite is added, a point is reached 
where decreasing neutron leakage causes the 
critical mass to decrease, resulting in the peak 
reversal. Additional graphite now begins to 
act as a moderator, and the neutron spectrum 
approaches thermal equilibrium with the tem- 
perature of the carbon atoms; at thermal 
energies the neutrons see a large fission cross 
section and critical mass decreases to the low 
reversal point. Further addition of moderator 
causes the size and critical mass to increase, 
since the uranium atoms are already being used 
with maximum effectiveness and the additional 
moderator acts as a neutron poison. 

The same characteristics are shown by the 
addition of water as the moderator, except that 
the unusually excellent slowing-down proper- 
ties of hydrogen in water cause rapid neutron 
thermalization. The low reversal point of the 
thermal core shown in figure 43-1 is obtained 
at relatively small size and with small critical 
mass. 

The criticality curve for natural tungsten as 
the diluent starts out similar to that for graph- 
ite, but since tungsten is ineffective as a modera- 
tor, the critical mass can be expected to increase 
as shown. The data of figure 43-1 were taken 
from a correlation of experimental and analyt- 
ical criticality data presented in reference 1. 

Of course, any real core must contain propel- 
lant-gas heating passages and be cylindrical 
instead of spherical. In addition, in a water- 
moderated core the high-temperature metallic 
fuel elements have to be thermally insulated 
from the water. If the metal is tungsten, it is 
desirable to use a mixture of separated tung- 
sten isotopes that have low resonance capture 
for neutrons during the slowing-down process. 
This subject is discussed in detail later in con- 
nection with heterogeneous moderated cores. 
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Fast-spectrum reactors, characterized by the 
tungsten-diluent curve in figure 43-1, are sen- 
sitive to the introduction of gas passages; in 
particular, hydrogen gas introduces peculiar re- 
activity effects. Core-uranium loadings rise 
rapidly requiring fuel elements that contain 
much higher metallurgical uranium concentra- 
tions than those required for moderated sys- 
tems; however, fast-spectrum reactors can use 
natural tungsten and other thermal neutron- 
absorptive materials that are less absorptive at 
high neutron energies. 

HEAT-GENERATION DISTRIBUTIONS 

Reference neutron-flux distributions <p in a 
schematic homogeneous cylindrical core are 
shown in figure 43-2. The core has axial cool- 
ing channels and may have thick or thin neu- 
tron reflectors on the sides and ends of the core. 
Slowing down and diffusion of neutrons to the 
boundaries result in a bare core taking on a 
radial flux of J0 Bessel variation as shown. 
For a core with a side reflector, reflected neu- 
trons contribute an added component near the 
radial core-reflector interface region. The axial 
flux takes on a cosine distribution in a bare 
core; an added component due to a thin front 
reflector is shown. 

The heat released in every unit volume of the 
core is the product of the local neutron flux, 
uranium concentration, and fission cross sec- 
tion. This product integrated over all neutron 
energies provides a measure of the local heat- 
release rate.   Since the neutron fluxes and flux 
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FIGURE 43-2.—Reference neutron fluxes in homogeneous 
cylindrical core. 

FIGURE 43-3.—Typical fuel-element array for homo- 
geneous core. 

spectra vary from unit volume to unit volume 
in the core, the heat-release rate varies in a 
unique three-dimensional way. What the re- 
actor designer desires is for every unit volume 
of the core to be releasing as much heat as the 
materials will stand. These objectives require 
cylindrical reactors to have a radial heat-release 
rate that is uniform or flat, and an axial heat- 
release rate that heats up the propellant gas to 
the desired exit temperatures without exceeding 
limiting material temperatures and thermal 
stresses within the core. 

The basic building blocks of the reactor are 
the fuel elements, which for a typical homoge- 
neous honeycomb core look like the array shown 
in figure 43-3. All the fuel elements have some 
fixed uranium composition, and the generated 
heat is removed by thermal conduction to the 
many small cooling channels that axially pierce 
the element. In order to approach a flat radial 
heat generation with such elements, the ura- 
nium concentration may be altered from one 
element to another. Variation of the heat 
generation axially would require the ele- 
ments to be segmented and each segment to have 
a different uranium composition. Gradients in 
heat generation across a given element can be 
accomodated by regulating the propellant mass 
flow through the individual cooling channels. 
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FIGURE 43-4.—Radial heat-generation distributions. 

These methods of literally "tailoring" the heat- 
generation distributions in a cylindrical reactor 
are illustrated. 

Radial  Heat-Generation   Distribution 

The radial heat-generation distribution at 
the midplane of a homogeneous cylindrical 
graphite reactor using a berryllium side reflec- 
tor is shown in figure 43-4. The beryllium 
reflector admirably produces a large thermal 
neutron flux that spills over from the reflector 
into the core. These thermal neutrons, which 
encounter a core loaded with uranium, produce 
sharp peaks in heat release, as shown by the 
upper solid curve in figure 43-4. The peak pro- 
duced at the core-reflector interface is about 
twice that of the heat-release rate at the core 
center. This so-called "thermal spike" is 
intolerable and may be reduced by nonuniform 
radial distribution of fuel that would have 
to be continuously variable to produce a flat 
radial distribution. 

A practical compromise is achieved by using 
several uranium concentrations in radial zones 
of the core. The results for three such zones 
are shown by the dashed curve of figure 43-4. 
Large heat-release variations are still present 
in short radial distances, but these can be accom- 
modated by nonuniform propellant mass flow in 
the cooling holes that hopefully keep the maxi- 
mum graphite temperatures within acceptable 
limits. This calls for solving a rather tricky 
problem of orificing gas flows through parallel 

passages with variable heat inputs and with 
a given overall pressure drop. 

Of course, if there were no side reflector, the 
radial heat-generation distribution would be 
given a J0 Bessel function shown as the bottom 
curve in figure 43^. Its drooping character 
could never be compensated for by nonuniform 
uranium distribution. Without a side reflec- 
tor, this resulting distribution severely penal- 
izes the total power output of the reactor. 

Axial  Heat-Generation  Distribution 

The increase in propellant gas temperature as 
it passes through the core is proportional to 
the integral of the axial heat release. The fuel 
surface temperature at any axial position is 
higher than the gas temperature by a tempera- 
ture difference that is directly proportional to 
the heat release at that point. The shape of 
the axial heat-generation curve is, therefore, 
an important factor in determining gas exit 
temperature for a maximum fuel temperature. 
It is here that reactor physics and heat trans- 
fer are very intimately related. 

A typical axial heat-generation curve for a 
homogeneous core is shown in figure 43-5(a). 
This distribution is for a reactor with uniform 
axial uranium concentration and a thin front 
reflector. The axial heat generation is very 
closely a cosine function. The thin front re- 
flector alters the cosine shape slightly. The 
curve for the propellant-gas temperature rises 
monatomically through the core.    The cooling- 

1.6 
•—vr-HEAT  GENERATION 

1.4 —            /        \ 

1.2 ~     /MAXIMUMX       — 

/ FUEL          \ 

6000 

1.0 -     /   TEMP~> •V.    - 5000 
HEAT 

GENERATION   8 -/    /^P^ 4000 

- /A / v 
TEMP 

.6 3000    °R 

.4 m/   V 2000 

.2 «
0 X-PROPELLANT JL 

r/      TEMP                    \ 
'     1         1         1         1 

1000 

0        .2       .4      .6      .8       1.0 
FRACTION OF AXIAL LENGTH      cs-35553 

(a)  Uniform core with top reflector. 
FIGURE 43-5.—Axial distributions. 
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(b)  Fuel-zoned core with top reflector. 

FIGURE 43-5.—Concluded.    Axial distributions. 

channel-surface and maximum-fuel-tempera- 
ture curves reach a peak well before the end 
of the cooling channel is reached. In this ex- 
ample, a gas exit temperature of about 4100° E 
is achieved with a maximum fuel-element tem- 
perature of 5000° E. 

The axial situation shown in figure 43-5 (a) 
is not the best but is the distribution that exists 
for reactors in which axial fuel zoning is not 
employed. An example of a better axial dis- 
tribution is shown in figure 43-5 (b), which em- 
ploys segmented axial fuel elements. This par- 
ticular core used a metallic fuel element made in 
small axial segments so that fuel may be axially 
zoned. In addition, a thicker front reflector 
has been employed. In this case, the axial heat- 
generation distribution is far from a cosine 
function; it reaches a peak in the front half of 
the core. Since the fuel element is metallic and 
has good thermal conductivity, the maximum- 
fuel and cooling-channel-surface temperatures 
are practically the same. In this case, a gas 
exit temperature of 4500° E is calculated for 
a maximum fuel temperature of 5000° E. 

In summation, it has been shown that core 
designs to produce maximum gas temperature 
for a limited material temperature require zon- 
ing of uranium concentration, delicate metering 
of gas flow through fuel-element cooling pas- 
sages, and judicious use of reflectors. 

Proved neutron-diffusion and heat-transfer 
theories have provided good first approxima- 
tions to core design problems. In conjunction 
with separate criticality and flow experiments, 

further design refinements may be built into the 
reactor; however, what cannot be answered by 
these approaches are the effects of interaction 
of the mechanical, thermal, and nuclear aspects 
as design conditions are approached. The ques- 
tion remains whether or not the core structure 
will hold up at the high temperatures under 
the combined thermal stresses resulting from 
nonuniform internal heat generation and other 
stresses resulting from the forces of the hydro- 
gen flow. 

REACTOR-CONTROL  CONSIDERATIONS 

The control system requirements for nuclear- 
rocket reactors are unique because of the short 
operating time (of the order of an hour), which 
results in small fuel burnup and fission product 
buildup. Therefore, provision for fuel burnup, 
which is the largest part of required excess re- 
activity in conventional power reactors, is un- 
necessary in the rocket reactor. 

Reactivity is required to place the rocket re- 
actor on fairly short startup periods and to 
compensate for the large rise in temperature 
which the liquid hydrogen and reactor must 
experience. In addition, positive shutdown re- 
quires that the control system ensure subcriti- 
cality by a safe margin. Finally, since it is 
desirable for the reactor to be restarted several 
times to execute its mission, some loss of fuel 
from the core must be anticipated and allowed 
for. 

Most control devices introduce absorbers to 
compete with the fuel for neutrons. The best 
absorbers are materials with high capture cross 
section for thermalized neutrons such as boron, 
cadmium, or hafnium. As shown in figure 43-6, 
these absorptive materials can be placed in con- 
ventional push-pull control rods in the core of 
a thermal reactor or placed on one side of ro- 
tating control drums in the side reflector of 
thermal or intermediate spectrum reactors. 
The drums are shown in the figure at the half- 
way position. 

In homogeneous cores, it is convenient to use 
rotating cylindrical control drums in the side 
reflector; however, both control rods and rotat- 
ing drums introduce distortion in the local 
power generation.   Consider the radial distri- 
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FIOTJKE 43-6.—Power distortion due to control devices. 

butions along direction A, which passes through 
the rod and drum position, and direction B, 
which avoids the local flux perturbation. The 
rotating drums perturb the power distributions 
near the core-reflector interface by partial in- 
sertion of poison as shown in the radial distri- 
bution of figure 43-6. This introduces a scal- 
loped circumferential power distribution that 
must be considered in the thermal design. In 
the same manner, the push-pull control rods 
depress the fluxes around the partly inserted 
rod in both the radial and axial directions, as 
shown in figure 43-6. 

From an engineering viewpoint, the reflector 
control system is convenient in that the rotating 
drums are located in a cooled reflector; how- 
ever, the reflector is a region of relatively low 
statistical importance and many large control 
drums are required. In a thermal core, the same 
control could be accomplished by smaller rods 
within the core but with attendant difficult cool- 
ing problems. For larger homogeneous cores, 
the side reflector becomes less important, and 
methods other than reflector control are 
necessary. 

Control for heterogeneous reactors like the 
water-moderated core opens many new avenues 
of approach because of the accessibility of the 
moderator. For example, the use of liquid- 
poison passages or gas passages in the low- 
temperature water moderator of the core looks 
interesting. Such control techniques should be 
independent of the size of the core. Of course, 
several methods of control are usually possible 
for any reactor depending on the specific design. 

HETEROGENEOUS  MODERATED  REACTORS 

As mentioned earlier, in order to use the effi- 
cient water moderator, the high-temperature 
fuel elements have to be insulated and separated 
from the water. This results in a heterogeneous 
core arrangement that introduces peculiar reac- 
tor physics problems, which are discussed in 
connection with the tungsten-water-moderated 
core. The use of the most refractory metal, 
tungsten, in a moderated reactor introduces the 
problem of neutrons escaping resonance capture 
during slowing down. 

The total cross section for natural tungsten 
in the slowing down energy region is shown 
in figure 43-7 (ref. 2). The four major iso- 
topes, tungsten 182, 183, 184, and 186, exhibit 
large absorptive resonant cross sections in the 
region below a kilovolt. Tungsten 186 has an 
especially large resonance at about 20 electron 
volts, which is shown in the figure with a change 
of scale. The most abundant isotope, tungsten 
184, is relatively free of absorptive resonances so 
that tungsten enriched in tungsten 184 is de- 
sirable. Fission neutrons born in the Mev 
energy region make collisions with water and 
must bypass this resonance region by spending 
most of the slowing down time in the water and 
not in the tungsten. The fraction of fission 
neutrons starting out that slow down past the 
resonance region is known as the resonance 
escape probability. 

Shown in figure 43-8 is a representative 
heterogeneous core region consisting of an 
array of lattice cells of the high-temperature 
tungsten   fuel   elements   in   insulated   water- 
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FIGURE 43-7.—Tungsten total cross section in slowing- 
down energy region. 
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FIGURE 43-8.—Typical fuel-element array for hetero- 
geneous core. 

moderator regions. Tungsten enriched in the 
tungsten 184 isotope may be used to avoid ex- 
cessive resonance capture while neutrons slow 
down in the water regions. The thermalized 
neutrons that have bypassed the resonance cap- 
ture energies then diffuse into the individual 
fueled region from the water to produce the 
bulk of the fissions. For ease in calculation, the 
equivalent cylindrical cell shown in figure 
43-8 is studied, and the flux variation in the lat- 
tice cell is determined. 

The variation of the thermal-neutron flux in 
this individual cell is plotted against cell radius 
in figure 43-9. The separate fuel and water 
regions may be seen. This illustrative fuel ele- 
ment contains five concentric fueled tungsten 
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FIGURE 43-9.—Lattice cell of heterogeneous core. 

cylinders supported by an unfueled tungsten 
tube. Hydrogen flow is guided by this support 
tube and tungsten center plug. The insulating 
spaces between the tungsten support tube and 
the moderator pressure tube have a thermal- 
radiation shield and stagnant hydrogen to keep 
the water container cool. The thermal neutron 
flux is seen to fall rapidly in the water region 
and through the successive fueled cylinders. 

In order to achieve the required exit gas 
temperature, a heat-generation tailoring job 
must be done. Because the metallic fuel ele- 
ments are individual, the fuel loadings in the 
various fuel cylinders may be varied to permit 
each one to operate at its maximum tempera- 
ture. The thermal design may be aided further 
by varying the heat-transfer spacings between 
fuel cylinders. Once again there appears the 
complex interplay between the nuclear, thermal, 
and mechanical aspects of the problem. Once 
an acceptable fuel-element configuration is de- 
termined, it is convenient for all the fuel ele- 
ments of the core to be identical. Variations 
in gross radial heat generation from one fuel 
element to another can be tailored by small 
changes in moderator thickness called mod- 
erator zoning; however, it must be remembered 
that water captures thermal neutrons and too 
large a water thickness in the lattice will waste 
neutrons. Alternately, if the water thickness 
is too small, not enough neutrons will bypass 
the tungsten while slowing down and escape 
resonance capture. 

The effects of resonance capture in tungsten 
enriched in varying degrees in the tungsten 184 
isotope is shown in figure 43-10.    Here the 
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FIGURE 43-10.—Resonance capture in enriched tungsten 
for tungsten slabs 0.10 inch thick in water. 
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resonance escape probability is plotted against 
water thickness. Recall that the resonance 
escape probability is the fraction of fission neu- 
trons starting to slow down that escape tung- 
sten resonance absorption and become thermal 
neutrons. These results are for lattice cells 
containing tungsten slabs 0.100 inch thick based 
on analytical and experimental data presented 
in reference 3. The enrichment varies from 
natural tungsten that contains 30.7 percent 
tungsten 184 to separated isotopic mixtures con- 
taining 78.4 and 93.0 percent of tungsten 184. 

It may be seen that resonance escape in- 
creases for larger water thicknesses. For any 
given water thickness, separation of tungsten 
184 significantly increases the resonance escape 
probability. Enrichment in tungsten 184 also 
reduces the thermal-neutron absorption cross 
section and results in less competition with the 
uranium to improve the neutron multiplication 
factor of the lattice cell. The multiplication 
factor K is simply the number of neutrons pro- 
duced by fission per neutron absorbed in the 
cell. Since resonance escape is increasing for 
larger water spacings because of better bypass- 
ing of resonances even though more thermal 
neutrons are wasted by absorption in water, an 
optimum neutron multiplication factor K 
exists for the fueled lattice cell; that is, there 
is some water thickness for a given fuel cell for 
which K is a maximum. The resultant multi- 
plication factor for tungsten-fuel slab lattices 
containing 0.10 inch of natural or separated 
tungsten and a concentration of uranium 235 
of about 10 percent by weight is shown in fig- 
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FIGURE 43-11.—Multiplication factor for tungsten fuel 
cell for tungsten slabs 0.10 inch thick in water. 

ure 43-11. It may be seen that K reaches a 
peak at 1.18 for natural tungsten, but for tung- 
sten enriched in tungsten 184, K can be greater 
than 1.50. These peak values occur for water 
thickness between 0.5 and 1.0 inch. 

Since the cell multiplication factor is a meas- 
ure of the reactivity for an infinite number of 
these cells, the excess above unity must be used 
for neutrons to be lost by leakage from a finite 
critical reactor size. It follows that a natural 
tungsten reactor would have to be very much 
larger than an enriched tungsten reactor. 
Tungsten 184 enrichment further provides ex- 
cess reactivity for use in fuel and moderator 
zoning that is so necessary to achieve desirable 
heat-generation distributions in any reactor. 

CONCLUDING  REMARKS 

The strong interaction between the three- 
dimensional heat generation and heat transfer 
in nuclear-rocket reactors has been illustrated. 
It has been seen that both homogeneous and 
heterogeneous reactors must be tailored to ap- 
proach maximum gas exit temperatures for a 
given maximum core material temperature. 
Techniques such as fine-scale fuel zoning and 
nonuniformly sized cooling passages in fuel 
elements are applied; on the gross scale, the use 
of reflectors and moderator zoning in the core 
are exploited. 

A nuclear rocket control system must have 
a sufficient amount of controlled excess reactiv- 
ity to start and maintain criticality throughout 
the required operating time and to restart the 
engine after it has been shut down. The 
thermal design of the core must consider the 
power distortions introduced by partly inserted 
control devices. 

These design techniques may be applied 
analytically, since neutron-diffusion and heat- 
transfer processes are reasonably well under- 
stood, and digital computers can handle the 
elaborate problem. Separate criticality and 
flow experiments may further improve the de- 
sign. Even with the known properties of 
materials at temperatures of interest, however, 
the basic question remains of whether or not 
a nuclear-rocket reactor design will perform 
satisfactorily   as   rated   conditions   are   ap- 
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proached.    The question remains because the nuclear-rocket reactor must telescope a large 
complex interaction of the mechanical, thermal, number of uncertainties into every hot-reactor 
and nuclear aspects of the design cannot be experiment.    A   great   deal   more   must   be 
fully analyzed. learned before nuclear-rocket reactors may be 

At the present time, the development of a adequately and reliably designed. 
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INTRODUCTION 

Deep-space probes and interplanetary travel 
require the successful development of the 
nuclear rocket. The use of nuclear rockets will 
permit such missions with lower takeoff weight 
and in shorter time than would be required if 
only chemical rockets were used. For these 
reasons, numerous scientists and engineers are 
actively engaged in a search for solutions to the 
many problems connected with the successful 
development of the nuclear rocket. This dis- 
cussion is restricted to some of the typical heat- 
transfer and flow problems encountered in the 
development of the nozzle and the nuclear re- 
actor and of progress being made in attempts 
to solve these problems. 

The solutions to numerous reactor-core prob- 
lems must be known before a successful nuclear 
rocket can be developed. For cores consisting 
of fuel modules with solid fuel elements, an 
accurate knowledge of the module temperature 
gradients is important. These values depend 
on the material, the type of passage configura- 
tion, passage size, etc. Some typical fuel-mod- 
ule temperatures for a given configuration, with 
allowance for different void fractions (or pass- 
age sizes), are presented herein. The effects of 
modifying the fuel distribution are also in- 
cluded. With a knowledge of fuel-module tem- 
perature gradients, core stresses can be calcu- 
lated in order to determine whether the core is 
mechanically satisfactory.    The state of the 
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art of calculating these stresses is briefly dis- 
cussed. 

Another important core problem is encoun- 
tered during reactor cool down. The amount of 
cooling required to overcome the afterheat may 
be so low that laminar flow exists and condi- 
tions become favorable for the well-known 
"flow excursion" or "static instability" to occur. 
A discussion of this problem is included. 

For safe operation of the reactor, it is desir- 
able to have the hydrogen propellant enter the 
reactor core in the gaseous phase. Since the 
hydrogen is stored in the liquid phase in the 
storage tank, the hydrogen must pass through 
the two-phase state somewhere in the system 
during reactor startup. For chemical rockets, 
in which startup times are of the order of 1 to 
2 seconds, no problem is encountered; for nu- 
clear rockets, in which startup times may be of 
the order of 20 to 30 seconds, serious problems 
may be caused by the two-phase flow. In addi- 
tion, any flow or pressure instabilities or mal- 
distributions of the hydrogen can cause local 
hot spots in the core and create problems for 
the control system that regulates the coolant 
flow, the pressure, and the reactor power of 
the engine system. 

Since current two-phase hydrogen heat-trans- 
fer and flow knowledge is inadequate for nozzle 
and reactor design, an experimental program is 
in progress at the Lewis Research Center to 
augment the existing information. A resume of 
the present state of knowledge, a description of 
experimental apparatus being used to augment 
fluid-flow and heat-transfer knowledge for the 
reactor, and presentation of some results of 
tests will be given. Single heated tubes (steady 
state), single unheated tubes (transient), nozzle 
sectors, and simulated reflector pieces with 
parallel unlike passages are all included in the 
Lewis program. Moreover, the test sections are 
of sufficient length that the gaseous phase of 
the hydrogen is achieved within the tube and 
experimental data for gaseous hydrogen are 

also included. 
Since a typical reflector contains numerous 

different size coolant passages, the problems of 
flow maldistribution and detrimental pressure 
oscillations must also be investigated and 
solved.     Oscillatory-flow   data   for  hydrogen 

flow through the unheated and the heated tubes 
and frames from motion pictures of flow dis- 
tribution for the multiple-hole reflector pieces 
are presented; a discussion of current knowl- 
edge on these subjects is included. Information 
obtained from these investigations should also 
apply to the nozzle. 

Current plans indicate the nuclear reactor 
will probably be started in or near an Earth 
orbit. As a consequence, the effects of low or 
zero gravity on flow and heat transfer must 
be known. A brief discussion of the problem 

is presented. 
Current nozzle design procedures involve the 

specification of a wall temperature. The gas- 
side heat-transfer coefficient is then estimated, 
and the heat flux to the wall calculated. A cool- 
ant-side heat-transfer coefficient is then ob- 
tained by iteration, such that the desired wall 
temperature is attained. This procedure is 
carried out at local positions along the nozzle. 
Unfortunately, methods of achieving reliable 
predictions of the gas-side heat flux are not yet 
available; a status report on methods now used 
will be given. 

REACTOR CORE 

The final design of a reactor involves an itera- 
tion among the results obtained from nuclear, 
temperature, and stress calculations. The nu- 
clear calculations result in several geometries 
that could be used and that will give the re- 
quired reactivity. After the temperatures and 
stresses are calculated for the reactor parts re- 
sulting from these geometries, the dimensions of 
the final reactor parts are chosen. 

The reactor core poses the largest problem of 
heat removal and existing high temperatures 
during operation. This problem may be illus- 
trated by a comparison of heat-release rates of 
modern-day steam boilers with those of pro- 
posed reactors for nuclear rockets. A boiler 
has a typical heat-release rate of 40,000 Btu 
per hour per cubic foot, while a nuclear-rocket 
reactor could have a typical heat-release rate 
of 400,000,000 Btu per hour per cubic foot, a 
10,000-fold increase. 

In addition to these problems during full 
operation, another type of problem exists for 
the period of reactor cool down.   The require- 

88 



FLUID-FLOW   AND   HE AT-TRANSFER   PROBLEMS 

ment of a nuclear rocket for a given space mis- 
sion would most likely be a startup, full opera- 
tion, shutdown, coast, and then a restart. Dur- 
ing the coast period after shutdown, removal of 
the reactor afterheat would be necessary. Dur- 
ing this cool-down phase, the flow rate is 
gradually decreased, and in the process of 
diminishing this flow rate there arises the 
problem of flow excursion, which will be ex- 
plained in greater detail in one of the following 
sections. 

Thermal-Stress  Considerations 

The order of magnitude of thermal stress is, 
in general, given by 

EaAT 
1-v (1) 

where AT is considered to be the maximum 
temperature difference existing between any 
two points in the material. (All symbols are 
defined in the appendix.) The entire integrity 
of the core is coupled to the maximum temper- 
ature existing within the material and to the 
temperature gradient across a given member. 
Two determining factors involved with these 
parameters are power density and distance 
between points of maximum temperature differ- 
ence. The dependence on these factors is 
shown, for simplicity, in the steady-state 
temperature equation for uniform power genera- 
tion in a slab: 

-T =- 
2k (2) 

Both Tmax and Tmax—Tw must be controlled to 
within allowable limits. Obviously, Tmax must 
be less than the melting point of the material 
and Tm&x—T„ must be compatible with allow- 
able thermal stresses. These thermal stresses 
are a function of heat generation, which deter- 
mines the temperature gradient, and of material 
properties. 

Equation (1) as shown merely indicates the 
basic parameters involved with thermal 
stresses; it is not a complete representation. 
The geometry of a reactor is usually reduced to 
a simplified representative part, for which 
thermal-stress equations can be derived. The 
adequacies of these equations as applied to the 
entire structure can be verified only by actual 
operation. 

The types of stress usually calculated are 
elastic stresses, although in the high-tempera- 
ture range of operation plastic flow undoubt- 
edly will occur. Designing for this plastic 
flow is acceptable, but existing loads on mem- 
bers must be accurately known. The other 
items that must be known are stress-rupture 
data and the required material properties at 
high temperatures. At present, these high- 
temperature data are relatively scarce. 

Effect of Geometry on  Temperature 

For nuclear rockets, the maintenance of as 
small a size as possible is desirable; that is, for 
a given reactor power, the value of power den- 
sity will usually be the maximum allowable 
from a size determination. Equation (2) shows 
that for a fixed value of Q, the temperature dif- 
ference could still be reduced by a factor of 4 
by reducing the distance S by a factor of 2. The 
maximum tempez*ature is also reduced by the 
amount of the decrease of the temperature dif- 
ference. 

For a given reactor size of high-power rating, 
maximum temperatures and thermal stresses 
can thus be controlled by a choice of reactor 
geometries consisting of a fine structure; that 
is, all distances 8 are kept to a minimum. A 
reactor consisting of concentric rings of both 
fuel elements and moderator, for example, could 
be made to operate in a safe region of thermal 
stress by splitting these rings into as small a 
thickness as could be fabricated. 

Some typical reactor geometry configurations 
are shown in figure 44—1. Figures 44-1 (a) 
and (b) show typical fine-structure geometries 
with possible methods of arranging the coolant 
passages. By assuming symmetry and uni- 
form heating, the temperature distribution in 
each shaded segment can be calculated as ex- 
plained in reference 1. Figures 44-1 (c) and 
(d) show other arrangements of fuel and mod- 
erator where again symmetry may be assumed 
and relaxation methods may be used to calculate 
internal temperatures. The concentric ring 
type of arrangement that was mentioned pre- 
viously is shown in figure 44-1 (e). 

Of the various geometries shown in figure 
44—1, the first two are of the most importance 
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(a)  Triangular cooling arrangement. 
(b)   Square cooling arrangement. 

(c)   Solid fuel rod with separate moderator. 
(d)  Tubular fuel rod with separate moderator. 

(e)   "Flat plate" type fuel elements with concentric 
split-ring moderator segments. 

FIGURE 44-1.—Typical reactor geometry configurations. 

herein. This homogeneous type of structure is 
now readily amenable to adjustment of hole 
size and spacing to arrive at optimum tempera- 
tures. The temperature distribution and the 
conduction heat-transfer characteristics of the 
material will depend upon the ratio of the 
spacing between passage centers to the passage 
diameter. Equations that give the tempera- 
ture at every point in the material for both the 
triangular and the square arrays are presented 
in reference 1. 

The surface temperature of the cooling pas- 
sage is assumed to be constant around the cir- 
cumference. Results of reference 1 show that 
for very large spacings the heat removal is 

essentially uniform around the periphery, 
which indicates little influence of the presence 
of neighboring cooling passages. As these 
spacings get closer, nonuniformities of heat 
removal appear, and the temperature distribu- 
tion around a passage is influenced by neigh- 
boring passages more in a square array than in 
a triangular array. The most important dif- 
ference between the two arrays, however, is that 
the hot-spot temperature for a square array will 
always exceed that for a triangular array for 
fixed values of heating rate, spacing, and pas- 
sage diameter. 

The actual effect of varying coolant-passage 
size on maximum temperature and on tempera- 
ture gradient is shown in figure 44-2. The 
temperatures were calculated for a typical re- 
actor with graphite assumed to be the pre- 
dominant material with a geometrical arrange- 
ment the same as the triangular array of figure 
44-1 (a). The core void fraction was kept 
constant and a cosine distribution was assumed 
for the heat generation in the axial direction. 
The fact that reactor power and therefore 
coolant-flow rate were the same for each ge- 
ometry resulted in the same coolant tempera- 
tures. This procedure makes possible a direct 
comparison on a geometrical basis alone. 

The finer geometry resulting from smaller 
hole sizes producted a dramatic difference in 
maximum temperatures and temperature gradi- 
ents. The maximum temperature of ap- 
proximately 6400° E for the 0.15-inch-diameter 
hole geometry was reduced to about 5200° K 

6400 

4800- 

TEMP, 
3200 
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AXIAL POSITION, L 

3/4 I 
CS-25419 

FIGURE 44-2.—Effect of coolant-passage diameter on 
temperature gradient and maximum temperature (20 
percent void). 
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FIGTIEE 44-3.—Effect of void fraction on maximum 
temperature. Inlet bulk gas temperature, 200° R; 
outlet bulk gas temperature, 4500° R; diameter, 0.1 
inch. 

by using 0.10-inch-diameter holes. Maximum 
temperature differences were reduced from 
about 1600° to about 600° R in going to the 
smaller passages. 

As stated in the discussion, these calculations 
were for a fixed core void fraction and two 
different hole sizes. The result of varying void 
fraction for a fixed hole size is shown in figure 
44-3. For a reactor power of 6000 megawatts, 
for example, the maximum temperature is re- 
duced by 500° R in going from a 20- to a 
30-percent void. For even higher powers, a 30- 
percent void results in possible allowable tem- 
peratures, whereas a 20-percent void obviously 
would not even permit the attainment of these 
higher powers. 

Using the results of such curves as those in 
figures 44-2 and 44—3 allows the calculation of 
thermal stresses if formulas are available. A 
maximum allowable stress therefore establishes 
the geometry sizing required. The introduc- 
tion of nuclear considerations such as maximum 
allowable void fraction for criticality (dash- 
dot line) and of limitations on possible fuel 
melting (dashed line) then results in a final core 
choice that is compatible with all factors con- 
cerned. Each of these limitation lines is 
merely representative and may actually be 
located elsewhere for the core geometry 
investigated. 

In addition to using fine geometrical con- 
figurations to reduce maximum temperatures, 
fuel loading may be distributed so as to reduce 

hot spots by reducing the power density in 
certain locations while increasing it in others. 
When acceptable temperatures have been 
achieved, nucleonic, mechanical, and volume 
aspects must be reconsidered. This redistribu- 
tion of fuel will have some definite limit pre- 
sented by each of these factors. 

Status  of Knowledge of Heat Transfer 

As the gaseous hydrogen flows through the 
reactor, its temperature increases from several 
hundred degrees to about 4500° R or more. 
Over this wide range of temperatures, the cal- 
culation of heat-transfer coefficients becomes 
questionable. Many investigators have studied 
gaseous-hydrogen heat transfer, but the indi- 
vidual experiments have usually been limited 
to wall temperatures below 2600° R; some 
helium tests have been run at higher wall tem- 
peratures (5000° R), but use of such results 
would not include effects of hydrogen dissocia- 
tion and variation in fluid properties. Fur- 
thermore, most existing correlations are for 
overall average values rather than local values. 
Apparently, gaseous-hydrogen heat-transfer 
data must be augmented for conditions like 
those prevailing in a reactor core before any 
conclusive assurance on hydrogen heat-transfer 
calculation procedures applicable to the core 
becomes possible. 

Flow Excursions 

Several effects should be considered in an 
evaluation of the flow distribution and stability 
through the core during the cool-down phase 
of operation. Although the effects of charac- 
teristics are somewhat interrelated, they are 
listed as follows for purposes of discussion: 

(1) Distribution of core radial temperature 
(2) Variation in velocity head of coolant 

approaching core passages 
(3) Probability of operation in transition 

region from turbulent to laminar flow 
during cool-down phase 

(4) Prediction by pressure-drop equations 
that at a given pressure drop a passage 
may have either of two flow rates with 
a constant heat input 

The core radial temperature profile predicted 
for design-point operation will not be valid dur- 
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ing the cool-down phase of operation, and the 
profile will be exaggerated by the actual flow 
characteristics. The pressure drop in the hotter 
passages will tend to be greater, and as the pres- 
sure drop is set by the pressure in the inlet 
and the outlet plenums, the pressure drop can 
be satisfied only by lower flow rates in the 
hot passages, which aggravates the condition. 

As lower flow rates are considered during the 
cool down, the second effect becomes more 
prominent. As the flow rate decreases, the effec- 
tiveness of flow-distributing baffles or screens 
decreases, which could permit a variation in the 
velocity of the coolant approaching the various 
core passages and result in additional tempera- 
ture variation across the core. 

The reduced flow rates of cool down would 
also produce the third effect. The frictional 
pressure drop through a passage is a function 
of Keynolds number and depending on the 
magnitude of the number is expressed in one of 
two ways. The transition region of values of 
Keynolds number ranges from 2000 to 10,000 
and in this region either the laminar-flow or the 
turbulent-flow friction factor could be applied. 
In considering a group of parallel passages, a 
prediction of whether the flow will be laminar 
or turbulent in the various passages is nearly 
impossible if the pressure drop and inlet condi- 
tions are such as to establish flow in the transi- 
tion region. This case will lead to flow mal- 
distribution and to flow oscillations if con- 
ditions are such as to permit random tubes to 
alternate between laminar and turbulent flow. 
The change in temperature of the coolant as it 
passes through the passage further compounds 
this effect by making it possible for flow to 
enter the passage at a Reynolds number safely 
in the turbulent range and to leave safely in the 
laminar range. 

The fourth effect is illustrated in figure 44-4. 
The equation of pressure drop in a uniformly 
heated tube was written and analyzed. For a 
given pressure drop, two flow values were pos- 
sible. A digital-computer program was written 
at Lewis to evaluate this equation over a range 
of values. Figure 44-4 presents a series of lines 
representing the variation of pressure drop 
with flow rate, each with a constant heat input 
along the length of the passage. The lower 
series of curves represents the corresponding 
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FIGURE 44TA.—Core flow stability. 

outlet- to inlet-temperature ratios for the vari- 
ous heat inputs. These computed data have a 
common inlet pressure and temperature. The 
transition region between all-laminar and all- 
turbulent flow is indicated between the dash-dot 
lines. Figure 44-4 indicates, for example, at 
2-percent pressure drop and a heating rate of 
1 Btu per second per foot that a flow excursion 
could occur from 6.2 X10"6 to 1.45 X10"4 pound 
per second, which is an increase in flow by a 
factor of 23. The corresponding temperature 
ratios for these flows, as indicated by the lower 
curves in figure 44-4, are 100 and 6, respectively. 
If the core-inlet temperature were 150° R, the 
corresponding core-outlet temperatures would 
be 15,000° and 900° R at the low and the high 
flow rates,' respectively. This relation can in- 
deed predict serious problems in flow distribu- 
tion and the related problems of thermal 
stresses and material failure. In addition, flow 
excursions could occur in a given passage as the 
flow cycled back and forth between the two pos- 
sible flow rates. A similar relation for flow in 
a capillary tube is presented in reference 2, in 
which it is indicated that the low flow case is 
unstable and that the high flow case is stable. 

In summarizing the cool-down problem, it 
must be concluded that current considerations 
indicate a serious problem and that further 
analysis and experiments are required; possibly 
intermittent bursts of coolant at relatively high 
flow rates should also be considered. 
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REFLECTOR 

A knowledge of the hydrogen state as a func- 
tion of time is essential in the startup transient. 
One such typical history is shown in figure 44-5 
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FIGURE 44-5.—Hydrogen state at reflector inlet during 
startup. 

for the reflector inlet, in which time increases in 
the direction from the starting point to the 
steady-state full-power point. At startup, the 
hydrogen enters the reflector in a gaseous state 
(region 1) and at subcritical pressure. As time 
increases and the hydrogen temperature at the 
reflector inlet is reduced to about 90° R, a transi- 
tion region (region 2) extending to the satura- 
tion line is encountered. Then the entering 
condition reaches the two-phase state and re- 
mains in this region (region 3) until the other 
leg of the saturation curve is met. Region 4, 
which is supercritical, is then encountered; this 
region near the saturation line is another transi- 
tion region. The supercritical gaseous phase 
begins at about 90° R (region 5). Steady-state 
operation takes place in region 5. Hence, 
transition or pseudo-two-phase and two-phase 
heat transfer are all encountered at the reflector 
inlet, depending upon time after startup. 

Stable  Flow 

Two-phase hydrogen floio and heat trans- 
fer.—The presence of two-phase hydrogen flow 
through the reflector at some time during start- 
up is indicated in figure 44-5.   As the hydrogen 

entering the reflector in the two-phase state 
moves along the reflector passages, it picks up 
additional heat and an increase in quality re- 
sults. Even after 100-percent quality is at- 
tained, the hydrogen may not yet be in the gase- 
ous state, but in the pseudo-two-phase state. 
Both two-phase and pseudo-two-phase heat 
transfer and flow will be discussed in this 
section. 

Many investigations of two-phase or boiling 
fluids, especially in the nucleate boiling range, 
have been conducted. Data for hydrogen in the 
film boiling region, however, are limited. Some 
are presented in reference 3. In the reflector, 
the magnitude of the difference between the wall 
and the bulk temperatures is such that film boil- 
ing takes place. Film boiling is therefore of 
prime interest in reflector studies. 

The following paragraphs give the status of 
knowledge of heat-transfer and fluid-flow cor- 
relation equations, the need for more data for 
reactor design and study, and experimental 
work in progress at the Lewis Research Center 
related to this subject. 

Status of knowledge: According to reference 
4, reliable methods for predicting two-phase 
heat-transfer coefficients are unavailable, be- 
cause several different kinds of boiling region 
exist, heat transfer in these regions is affected 
in different ways by a variety of variables, and 
flow patterns in two-phase mixtures are not yet 
established. Some correlations have been pro- 
posed for restricted ranges of variables, but to 
date their limits of applicability are unknown. 
Moreover, the importance of local conditions is 
becoming more pronounced. The problem is 
reviewed in reference 5. 

A study of isothermal pressure drop for two- 
phase flow in a horizontal tube showed that 
turbulent-flow data for a number of fluids 
could be correlated on the basis of a dimension- 
less parameter (ref. 6) : 

The Martinelli parameter x*t represents the 
ratio of shearing forces in the two fluid phases; 
since only isothermal pressure drops were con- 
sidered, no momentum pressure drop was in- 
cluded.    This parameter, as will be discussed 
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later, has been used in several proposed heat- 
transfer correlations for two-phase flow. These 
correlations, according to reference 4, are form- 
ulated in terms of single-phase heat-transfer 
coefficients for the liquid and thereby imply 
that the liquid is in contact with the surface. 
Consequently, there is no assurance that such 
a correlation would be applicable for cases in 
which the gas phase is in contact with the sur- 
face. Reference 4 also states that xtt depends 
on vapor density, which in turn is a function 
of two-phase pressure drop; since two-phase 
pressure drop depends on the local density of 
the mixture, an iteration process is required to 
obtain x" ail(l the two-phase heat-transfer 
coefficient. 

The parameter xn was used in reference 7 to 
correlate two-phase heat-transfer data for 
water flowing through a vertical tube. Local 
heat-transfer coefficients were obtained for the 
nucleate boiling region during circulation 
vaporization in a long vertical copper tube. 
The heat flux contributed by nucleate boiling- 
was apparently additive to the convection heat 
flux. Although this information was not used 
in the correlation procedure in reference 7, it 
has been suggested as an alternative method of 
correlating nucleate boiling data (see ref. 8). 
Other suggested correlations are discussed in 
reference 9. 

Nucleate boiling heat transfer for five organic 
liquids flowing by natural circulation through a 
vertical single tube was correlated with the aid 
of xtt (ref. 10). Separation of the effects of 
convection and nucleate boiling by calculating 
a convection coefficient in terms of a liquid co- 
efficient and xn and applying a nucleate boiling 
correction factor to the convection coefficient 
to obtain the two-phase heat-transfer coefficient 
was attempted in reference 10. The correction 
factor used varied with the radius of the min- 
imum-size stable bubble and the laminar film 
thickness. 

Reference 3 reports heat-transfer and pres- 
sure-drop data for hydrogen flowing under 
forced convection through a vertical heated 
tube. In these experiments, the fluid model con- 
sisted of a liquid core and a gaseous annulus 
in contact with the wall. These conditions are 
opposite to those observed in reference 6; ref- 
erence 3, however, shows that a two-phase heat 

correlation can be obtained by use of the xtt 
parameter. The parameter xtt was originally 
used to correlate pressure-drop data for iso- 
thermal conditions and for the nucleate boiling 
region; it correlated heat-transfer two-phase 
hydrogen data in the film boiling region for a 
nonisothermal case. Data were also obtained 
for hydrogen at supercritical pressure just 
above and below critical temperature. 

In reference 11 are defined five regions into 
which hydrogen is arbitrarily divided in order 
to investigate its cooling capabilities. One of 
these is the two-phase region (region 3 in fig. 
44-5), in which the correlation equation of 
reference 12 was used. The part of region 4 
(fig. 44-5) between the saturation line and 
about 90° F and between the critical pressure 
line and the 100-atmosphere line is a so-called 
pseudo-two-phase region, and heat-transfer 
data for this region are correlated by means 
of a modified or pseudo x^- The 90° F limit 
attached to this region is used because it is at 
about this temperature that the specific heat 
of hydrogen attains its maximum value; this 
value corresponds to the temperature above 
which the transport and specific-heat proper- 
ties of hydrogen appear to be unaffected by the 
critical temperature condition (see ref. 11). 
Reference 12 gives a good discussion of boiling 
and near-critical heat transfer. 

Local heat-transfer data are presented in 
reference 13 for bulk boiling of water in ver- 
tically upward forced flow. These data were 
correlated by means of xtt and a boiling (or 
Sterman) number Bo. For low values of the 
boiling number, the local heat-transfer coeffi- 
cient is a function of x<t alone; for large values 
of the boiling number, the local heat-transfer 
coefficient becomes independent of xtt (ref. 13). 

In reference 14, the use of a two-phase Reyn- 
olds number for correlating two-phase heat- 
transfer data is proposed. One such number is 
found from 

Re, --ReSP, 

where 
•0 -x+x^) 

ReSP, ,= PiUl,lnD 

Mi 

The  model  contained  a  gaseous  core  and  a 
liquid annulus; for a liquid core and a gaseous 

94 



FLUID-FLOW   AND   HEAT-TRANSFER   PROBLEMS 

annulus, Iie8p,g may be required. A plot of 
Nug against ReTP correlates film boiling hydro- 
gen heat-transfer data very well. 

Data for the heat transfer to hydrogen in 
the liquid, nucleate and film boiling, and gase- 
ous regions under forced convection have been 
obtained in electrically heated stainless-steel 
tubes (ref. 15). These data covered velocities 
from 25 to 55 feet per second, inlet bulk tem- 
peratures from 40° to 57° R, outlet bulk tem- 
peratures from 40° to 147° R, inlet pressures 
from 28 to 213 pounds per square inch absolute, 
heat fluxes from 0.01 to 6 Btu per second per 
square inch, and wall temperatures from 51° 
to 1505° R, The two-phase data were cor- 
related at Los Alamos Scientific Laboratory by 
use of Ret, Pru Pf/P, and Tw/T; the resulting 
correlation equation is unpublished, to the best 
of the authors' knowledge. The absence of 
subscripts on P and T appearing in the denomi- 
nators of the two fractions leaves doubt as to 
what the basis for these terms should be. Since 
the correlation is for two-phase flow, these 
quantities might conceivably be based on mean 
fluid conditions and hence include quality. 

The static-pressure drop for two-phase flow 
in a horizontal pipe for isothermal conditions 
led Martinelli to the discovery of the parameter 
xn (ref. 6). The final correlation equation 
given in reference 6 predicts the static-pressure 
drop per unit length for two-phase flow in 
terms of that for gaseous flow and x>t', in the 
limiting case, as the gas-flow rate approaches 0, 
the equation reduces to that for liquid flowing 
alone. In reference 3, for hydrogen flow 
through a heated tube, it was found that the 
viscous shear forces at the wall could be ne- 
glected and that the two-phase pressure drop 
could be determined from the one-dimensional 
pressure drop due to momentum change alone. 

According to reference 11, most of the pres- 
sure drop in the pseudo-two-phase region re- 
ported was due to change in momentum; how- 
ever, some frictional drop also existed. It 
was concluded that both pressure losses should 
be calculated for the pseudo-two-phase region, 
but that sufficient information was not yet avail- 
able for the appropriate selection on the non- 
isothermal friction factors. Such factors, how- 
ever, are expected to be appreciably smaller 

than the isothermal values; the friction data 
of reference 16 verify this expectation. 

Experimental investigations at subcritical 
pressure: Few experimental data for the pseu- 
do-two-phase region are available. Some data 
for the two-phase region were presented in ref- 
erence 3; these data were determined for heated 
vertical tubes with inside diameters of 0.495 and 
0.313 inch and for steady-state conditions. 
Since both these two diameters are consider- 
ably larger than a typical reflector passage, and 
since it had not yet been ascertained as to what 
effect diameter might have on two-phase and 
pseudo-two-phase heat-transfer correlations, a 
test program was initiated at the Lewis Re- 
search Center to consider tubes of 0.188-inch 
diameter and 52-inch length; this size approxi- 
mates a typical reflector passage. 

The test program was set up to include both 
transient and steady-state investigations; ac- 
cording to figure 44-5, the reflector operates in 
both ranges. One of the objectives of the pro- 
gram was to determine whether the same cor- 
relation or different correlations are required 
for steady-state and transient data. 

Both unheated and heated tubes were in- 
cluded. Tube-inlet pressures from 22 to 46 
pounds per square inch absolute and weight- 
flow rates from 0.002 to 0.022 pound per second 
were considered. The heated tubes were sup- 
plied with up to 6 kilowatts of electrical power. 
Wall temperatures varied from 100° to 500° R. 

Apparatus and test procedure: A schematic 
diagram of the liquid-hydrogen heat-transfer 
facility is shown in figure 44-6. A hydrogen- 
supply Dewar is shown on the right of the fig- 

-MAIN-FLOW-LINE VENTURI 
1/      rTEST-SECTION  ENCLOSURE 

-MAIN- FLOW-LINE 
PRECOOL   INLET 

-VACUUM  JACKET 

MAIN FLOW LINE 

HELIUM 
PRESSURIZING 
SYSTEM 

^MAIN-FLOW-LINE 
PRECOOL   DISCHARGE 

FIGURE 44-6.—Schematic diagram of liquid-hydrogen 
heat-transfer facility. 
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ure. The main hydrogen flow line connecting 
the Dewar to the test section is surrounded by 
two annuli; the inner annulus precools the main 
flow line and the outer annulus, maintained at 
a high vacuum, minimizes external heat leaks. 
The test sections, complete with inlet and out- 
let plenums, were contained in a large test- 
section enclosure that could be evacuated to pre- 
vent external heat leaks. A Venturi was lo- 
cated in the vent pipe for flow-measurement 
purposes. The locations of the various valves 
are also indicated in figure 44—6. 

A photograph of the single-tube test section 
with three equally spaced electric heaters in- 
stalled for steady-state runs is presented in fig- 
ure 44-7.   Insulation was wrapped around the 

OUTLET PLENUM», 

-VACUUM ENCLOSURE 

INSULATED 
ELECTRICALLY 
HEATED TEST 
SECTION 

INLET PLENUM 

FIGURE 44-7.—Heated test section installed in heat- 
transfer facility. 

assembly to reduce external heat leaks. Figure 
44-8 is a closeup view of the inlet plenum of 
the test section in which the transparent win- 
dow and instrumentation techniques can be 
more clearly seen. The unheated-tube installa- 
tion is the same as that for the heated tube ex- 
cept that no heaters or power supply lines were 
used. 

Aluminum was chosen as a material because 
its thermal difFusivity is similar to that of ma- 
terial, such as beryllium, generally used in re- 
actor reflectors. The tube size (0.75-in. outer 
diameter and 0.188-in. inner diameter) was 
chosen to simulate the ratio of material volume 
to flow area typical of reflector geometries. 

Facility instrumentation consisted of supply 
Dewar pressure (pressurized with helium gas), 

ELECTRIC HEATERS 

PRESSURE 
MEASUREMENT LINES 

TEMPERATURE SEN 

PRECOOL LIN 
IN FLOW LINE 

FIGURE 44-8.—Inlet plenum, heated test section, and 
associated equipment. 

precool line temperature, liquid-level indica- 
tors in the Dewar, Venturi flow measurement 
at the exit end of the test section, and electric 
power when used for the heated test section. 
The inlet and the outlet plenums of the test 
sections were monitored by high-speed cameras, 
so that the quality of the hydrogen entering and 
leaving the test section could be appraised. 

A schematic diagram of the test-section in- 
strumentation used for single-tube experiments, 
typical for both heated and unheated tubes, is 
shown in figure 44-9. The pressure and the 
temperature of the hydrogen were measured in 
the inlet and the outlet plenums. The tube wall 
temperature was measured at four radial po- 
sitions at each of 10 stations along the 52-inch 
length of the tube. The local pressure of the 
hydrogen was also measured at the 10 stations. 

The output signals from the temperature sen- 
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TRANSDUCERS 
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MEASUREMENT STATIONS 

TEST-SECTION 
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INLET-PRESSURE 
MEASUREMENTS 

FIGURE 44-9.—Schematic diagram of instrumentation 
on heated test section. 
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sors and pressure transducers used for sensing 
the test variables were passed through appropri- 
ate signal-conditioning electronic equipment 
and readout was on direct-writing recording 
oscillographs or on magnetic tape that was then 
automatically processed to obtain the data. 

Details of typical pressure- and temperature- 
instrumentation installation methods are pre- 
sented in figure 44-10.   Considerable difficulty 

POTTING COMPOUND 

80%  ALUMINUM 

20% PLASTIC 

(a) Pressure- and temperature-measurement locations, 
(b)  Potted thermocouple, 
(c) Plugged thermocouple. 

FIGURE   44-10.—Typical   pressure-   and   temperature- 
instrumentation installation on test sections. 

was encountered in obtaining accurate tempera- 
ture measurements of the test-section material. 
Calculated radial-temperature profiles from a 
transient-conduction heat-transfer digital-com- 
puter program indicated a maximum radial 
gradient of about 10° El from the inner to the 
outer wall of the test section. 

Comparison of individual experimental ther- 
mocouple measurements indicated that each 
thermocouple measurement could vaiy by as 
much as ±15° (average deviations about ±5°), 
which resulted in an erratic measurement of 
radial gradient.   This variation is a result of 

differences in contact thermal resistance be- 
tween the thermocouple bead and the test sec- 
tion and the influence of the material that holds 
the thermocouple in place. Two thermocouple- 
installation methods that were used are shown 
in figure 44-10. Neither one, however, was sat- 
isfactory for precise measurements of radial 
profiles. For transient tests, in which the test 
section was cooling down with time, the slope of 
indicated temperature with time was consistent 
and the heat-flow rate based on this method was 
accurate within ±5 percent. 

The procedure for test operation is given in 
the following discussion: The hydrogen-supply 
Dewar was filled with liquid hydrogen (994- 
percent para-hydrogen) from large transport- 
able delivery Dewars through a transfer system 
incorporated in the test stand. Prior to a run, 
the flow line connecting the supply Dewar to 
the test section was precooled by flowing liquid 
hydrogen in an annulus surrounding the main 
flow line under control by the precool valves 
shown in figure 44-6. The test-section-inlet 
plenum chamber, which supplies hydrogen to 
the test section, was also precooled by flowing 
hydrogen through the main line and out the 
plenum precooling valve. The test section was 
kept warm during the precooling process by a 
reverse purge of warm helium gas through the 
test section that was also vented from the sys- 
tem through the plenum precooling valve. 
The flow from both precooling systems and the 
test-section flow were all vented through a com- 
mon vent stack to the atmosphere. 

During a run, an automatic timer controlled 
the valves, valve positions, data recorders, and 
camera over preselected time periods. 

The operating procedures for both the heated 
and the unheated tubes were generally the 
same, except that recording instruments were 
turned on before test-section flow started for the 
unheated-tube runs and after flow and power 
were stabilized for the heated-tube steady-state 
runs. 

Description of data-reduction methods: A 
brief summary of the calculations made in cor- 
relating the two-phase-flow data for the un- 
heated tube follows: (This study is for tran- 

sient heat transfer.) The flow rate w was de- 
termined at the vent Venturi located down- 
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stream of the test section proper. The standard 
Venturi equation and the data recorded at the 
Venturi were used; an iteration on the Venturi 
discharge coefficient was performed until calcu- 
lated and calibrated values agreed to within 0.2 
percent. The test-section inlet quality of the 
fluid was obtained with the aid of motion-pic- 
ture photographs taken of the inlet glass tube. 
From the photographs, a value of the inlet 
velocity of the mixture was determined. This 
value, together with the glass-tube passage area 
and the calculated flow rate, yielded an inlet 
mixture density. This density, together witli 
measured inlet pressure, permitted the reading 
of inlet quality from a chart in reference 17. 

The heat input to the hydrogen from a section 
of the tube of axial length Al was obtained from 

AT,,, 
QAi=Wmcp 

where 
7T 

=4 

At 

Wm='± PmAl{Dl-DV 

The term c„ was evaluated at the third radial 
temperature measured at the station at the mid- 
point of the section of length Al, and AT,„/At 
was taken as the temperature gradient at this 
position. A typical plot of Tm against time of 
the type that was used to determine the gradi- 
ents is shown in figure 44-11.   The third radial 

12        16       20      24      28      32      36 
TIME, SEC 

FIGURE 44-11.—Typical variation of tube-wall tempera- 
ture with time in single unheated tubes. 

position corresponds closely to the center of 
mass. The value of the local experimental heat- 
transfer coefficient was found from 

ftMP   A,(T„-T>) 

where 

As=TvBtAl 

and T„- is the inner wall temperature. 

The local fluid quality was evaluated from 

x=Xj-\-l>^,Ax 
where 

Ax~ 
w\ 

The heat of vaporization A was determined at 
the local pressure with the aid of reference 17. 

The initial attempt at correlating two-phase 
heat-transfer data was to follow the procedure 
in reference 3; other attempts will be made in 
the future. Since the tube diameter of refer- 
ence 3 differed from that for which the data 
herein were obtained, calculation of the pa- 
rameters required for the chosen correlation 
method was necessary because the correlation 
equation of reference 3 may not apply to other 
tube diameters. In fact, other investigators 
have already made use of the boiling or Ster- 
man parameter to account for diameter 
changes. In addition, the data of reference 3 
were for steady-state heat flow; hence, the cor- 
relation of NuexT,/Nucai<. against x« is used 
herein. The parameter x<< has already been 
defined by equation (3) ; values of x» were 
obtained by use of this equation. The values of 
/Vwexp were obtained from 

Nue 

and /i,exp has already been discussed. The value 
of A^aic was obtained from the equation used 
in reference 3: 

iV«calc=0.023(Pr/)°-4(ü;erp)0-8 

The value of ReTp, as in reference 3, was found 
from 

Re-, 
w D i Pfm 

Ai nf pt, 

and the densities required for this evaluation 
from 

1 
Pfm~ X      .  1 — X 

Pvs, f     Pi, sat 
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and 

Pb= x 1- -x 
Pg.sat     Pi, sat 

The two-phase Eeynolds number was defined, 
according to reference 11, to account for film- 
density changes incurred over a large range of 
qualities from the near-gaseous to the near- 
liquid values. As the fluid approaches the 
gaseous phase, the Eeynolds number becomes 
the same as the usual gaseous Reynolds 
number. 

For the pseudo-two-phase region, the pro- 
cedure suggested in reference 11 for super- 
critical conditions might be applicable for sub- 
critical conditions. The procedure employs the 
use of a light and a heavy species and bases 
property values for the heavy species on the 
melting temperature of the fluid and for the 
light species on the bulk temperature. The 
correlation is of the form Nuexp/Nu'ea.ic against 

Xt't, where 

"     V    X'    )     \Hpg,fJ     VPmelt/ 

iV^alc=0.023(Pr/)
0-H-Be'rp)° 

RßTP~ 
_W_ Di ßfrn 

1 
Pb 

Pfm 

x'   , 1-x' 
1 

Ppg,b       Pmelt 

1 
x'   , l-x' 

1 
Pvg.t      Pmelt 

The value of x'u may be determined as fol- 
lows : The equation for pi may be solved for x'. 
In order to determine the numerical value of x', 
the values of pw,& and pmeit can be found from 
tabulated or graphical hydrogen data and the 
value of pi can be determined by use of Good- 
win's iteration. This iteration requires the as- 
sumption of a value of specific volume and cal- 
culation until an output specific volume agrees 
with the input specific volume. 

In order to apply this procedure to the sub- 
critical cases, properties for the light species 
might be evaluated at the wall or the film tem- 

perature and for the heavy species, at the satu- 
ration temperature for either gas or liquid. To 
date, these attempts have not been made for a 
sufficient amount of data to permit any further 
comment. 

Steady-state heat transfer was investigated 
by use of heated tubes. A brief description of 
the method of correlation for these tests follows. 
Steady-state conditions were obtained by ma- 
nipulating flow rate and electric power to the 
heaters until thermocouples imbedded in the 
test section gave a steady reading. About 20 
seconds after a stable condition was visually de- 
termined, the 15-second recording of run condi- 
tions was made. 

All the steady-state tests were made with sub- 
cooled hydrogen entering the test section. The 
inlet flow lines and inlet plenum were precooled, 
and the supply Dewar was vented to the atmos- 
phere. After stabilization, the Dewar was pres- 
surized to obtain the desired flow conditions. 
Subcooling from 1.6° to 7.5° R was achieved; 
these values were obtained by taking the differ- 
ence between the measured and the saturated 
temperatures for the measured fluid pressure. 

The heat input to the hydrogen was deter- 
mined from 

QT=WAH 

The flow rate was obtained in the same way as 
that for the unheated tube, and the change in 
enthalpy was determined from measured inlet 
and outlet pressures and temperatures. Since 
the heaters were shorter than the test section, 
calculations of the heat entering the hydrogen 
from these unheated sections were made by use 
of the conduction equation: 

Q=kA§ 

where AT was the difference in measured tem- 
peratures in the heated and the unheated lengths 
and Al' was the distance between the end of the 
heater and the temperature sense point in the 
unheated section. The rate of heat addition to 
the hydrogen along the heated section of the 
tube was determined by subtracting the two 
conduction rates from QT. This heat addition 
was then assumed to be distributed uniformly 
along the heated tube length. Incremental 
lengths along the heated tube were taken be- 
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tween instrumentation points. The lengths re- 
quired to bring the hydrogen from the sub- 
cooled state to a saturated liquid and from a 
saturated liquid to a saturated gas were calcu- 
lated by use of inlet enthalpy, flow rate, and 
heat rate per unit length. 

The experimental heat-transfer coefficients 
were obtained from 

h  =    Q*   , 
"■exp A   (rp    rp \ 

where Tw was taken as the average value be- 
tween the measured end points of the incre- 
mental length Al. The remainder of the calcu- 
lations were made in the same way as those for 
the unheated tube. 

Both momentum and friction pressure drops 
were included to calculate pressure drop for 
these two regions. The momentum pressure 
drop, for each incremental length, was obtained 
from 

A^m0m=—( ) 
9  \Pout      Pin/ 

where (r = in/Ai and piu and pou, are evaluated 
for each incremental length from the entering 
enthalpy, the pressure, and reference 17. The 
frictional pressure drop was determined from 

A 0-184      /7\\ f±\ (_&_\ 
*P™-/GDiTt\°-> \Tt) \DJ \2gpJ 

\ »Pf ) 
Here 

Pin + Pout 

for the respective increment. 
Results: Figure 44-12 shows a plot of Q/As 

against Tw — Tj, for the unheated tests. Since 
published hydrogen data show the peak nucle- 
ate boiling point at a value of Tw — T^^i0 and 
the data on figure 44-12 indicate a value of 
Tw-Th ranging from 100° to 400°, the state- 
ment that film boiling predominates in the re- 
flector passages is confirmed. 

The two-phase heat-transfer data for both 
the heated and the unheated tubes are shown in 
figure 44-13. The ordinate consists of the ratio 
of the experimental Nusselt number to the cal- 
culated Nusselt number times the boiling num- 
ber to the — 0.4 power; the abscissa is the Mar- 

TWO-PHASE 
Q/As. |_      (X$$.W? .   A" Re  NUMBER 

BTU/ISQ IN.KSEC)        |~     <4>v     ""^"A A      0-0.5XI05 

.5 - 1.0 
O 1.0 - 2.0 
o 

FIGURE 44-12.—Typical hydrogen convective-film-boil- 
ing heat-transfer data. 

tinelli parameter. The exponent on the boiling 
number was determined empirically from the 
experimental data. Superimposed on the slide 
are some steady-state data from reference 3. 
The correlation curve was determined for the 
unheated-tube data and the data of reference 3; 
the heated-tube data fall into the same general 
pattern, but slightly higher; this difference may 
be attributed to the uncertainty in the determi- 
nation of heat input into the tube. Only the 
total heat to the tube was measured, and the 
assumption was used that this heat was uni- 
formly distributed. 

A plot of the ratio of experimental Nusselt 
number to a calculated Nusselt number against 
Xtt is presented in reference 3. When the data 
of the current experiments were plotted on this 
basis, the data separated into groups according 
to the boiling number in a manner similar to 
that presented in reference 13. The heat-trans- 
fer rate was more dependent on xtt at low values 
of boiling number than at high ones (ref. 13). 
The use of the boiling number in the correlation 
should thus improve the two-phase heat-trans- 
fer correlation. 

o REF. 3 
a  STEADY-STATE HEAT 
o TRANSIENT HEAT 

.1 I 10 
cs-25469 MARTINELLI  PARAMETER,  xH,f 

FIGURE 44-13.—Two-phase hydrogen-flow heat-transfer 
correlation. 
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A first attempt to apply the boiling number 
to the data in a simple manner resulted in the 
correlation presented in figure 44-13. Although 
this correlation appears satisfactory because it 
reduced an original ± 60-percent spread to a 
± 25-percent maximum spread for two differ- 
ent sets of data, it should be considered as only 
the beginning of the investigation. The study 
of liquid- and gaseous-interface geometries and 
the degree of wall wetting during two-phase 
flow with heat addition, together with the es- 
tablishment of an improved model based on 
visual observations, might yield more informa- 
tion on this subject. The theory developed in 
reference 13, for example, is based on a wetted 
wall with bulk boiling in forced flows; the 
wall- to bulk-temperature ratios in the current 
experiments (fig. 44-12), however, indicate film 
boiling. 

A plot of experimental against calculated 
two-phase pressure data is shown in figure 44- 
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FiouBE 44-14.—Transient two-phase hydrogen-flow 
pressure drop. 

14; data from several runs with the unheated 
tube are shown. A sample run is marked with 
an arrow that indicates the direction from the 
tube inlet. The calculated absolute pressures 
at the tube entrance are matched with the ex- 
perimental values for the calculations. As the 
flow proceeds up the tube, the calculated pres- 
sures become larger than the measured pres- 
sures; in other words, the calculated pressure 
drops are lower than the experimental pressure 
drops. The shearing forces between the liquid 
and the gaseous layers were not included in the 

calculations. Martinelli (ref. 6) correlated iso- 
thermal pressure-drop data for a gaseous core 
and a liquid annulus by including shearing 
forces between the liquid and the gaseous 
phases. If this procedure applies to the pres- 
ent model (liquid core and gaseous annulus), 
the pressure drop caused by these shearing 
forces should be included, and the absolute 
value of the calculated pressure would be re- 
duced. This should give better agreement be- 
tween calculated and experimental pressures 
along the tube length. 

Gaseous-hydrogen flow and heat transfer.— 
During the initial phases of startup, gaseous 
hydrogen is present in the reflector at subcritical 
pressure, as shown in figure 44-5. Steady- 
state operation in the gaseous region at super- 
critical pressure is also shown in this figure. 
In fact, even if two-phase hydrogen enters the 
reflector, somewhere along the reflector passage 
the hydrogen enters the gaseous phase. The 
following discussion reviews the current status 
of knowledge for gaseous flow and heat transfer 
and describes current Lewis tests involving gas- 
eous-hydrogen flow and heat transfer. 

Status of knowledge: Reference 11 presents 
a list of correlation equations, with pertinent 
limits, presented by various investigators for 
gaseous-phase hydrogen (and, in certain cases, 
helium). These equations were taken from ref- 
erences 16, 18, 19, and 20. Most of them are 
for an average heat-transfer coefficient for the 
entire test section and of the general form 

Nu=C(Re)UPr)^ ay 
The coefficients and exponents vary from inves- 
tigation to investigation; some of the proposed 
correlations contain a wall- to bulk-temperature 
ratio raised to different powers. A comparison 
of data from references 16, 18, 19, and 20 is 
presented in reference 11; the data were ex- 
trapolated over a range of values of Tw/Tb 

from less than 10 up to 100. The data of ref- 
erence 18, extrapolated, show a different trend 
with Tw/Th from those of references 16,19, and 
20; this difference might result from the fact 
that the original data of reference 18 covered 
temperature ratios from 1.5 to 2.8 and the ex- 
trapolation to a value of 100 may not be ac- 
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curate. The other three, sets of data indicate 
fairly good agreement in their trends with 
Tw/Ti>. The, respective curves are close, al- 
though not, perfectly correlated. 

Reference 11 also proposes that local coeffi- 
cients may he correlated by use of the equation 

7Vi/,/=0.02l7ie°/
8Pr°/

4 

This equation was applied to hydrogen data 
and worked well for the test section except for 
regions near the entrance and the exit. For 
entrance and exit regions, some, alterations are 
required. 

Local heat, fluxes are plotted against Tw —1\ 
in reference, 21 for hydrogen flowing through 
a 0.194-inch-diameter heated tube for hydro- 
gen at pressures from 680 to 1344 pounds per 
square inch absolute and at values of Tw/Th 

from 1.36 to 16.5. At a value of Tw-Th of 
about 500° R, an abrupt change in the slope of 
the line through the data occurred; two distinct 
correlation equations were therefore obtained, 
one for 7'w-7'6<500° R and one for T„-Tb> 
500° R, with property values based on bulk tem- 
perature.    These results appear in the form 

Nu= --CReyPt^ •m 
where O and d differ for the two regions. The 
explanation for the existence of these two 
correlations for this set of data is given in 
reference 21 and is repeated herein. At low 
heat fluxes, the unit, heat flux is proportional to 
a fractional power of the temperature driving 
force (Q/A<1 Btu/(sec) (sq. in) and Tw-Th 

< 500 ° R). At higher heat fluxes, the unit heat 
flux is proportional to the first power of the 
temperature driving force. A relation seems 
to exist between the first correlation (for low 
heat fluxes) and a transition region, according 
to reference, 21. 

In reference, 18, hydrogen data is compared 
with the helium data of reference 20 by means 
of the correlation 

Nu=0.027Re°-8Proi 

where all properties are based on wall tempera- 
ture. These sets of data were for comparable 
conditions: For H2, Z/Z>=42.6 and 67 and TJ 

r6=1.5 to 2.8; for He, Z/Z> = 60 and Tw/T„ = 
1.8 to 3.9. This correlation was satisfactory, 
since the same data did not correlate when 
plotted in reference 11 against Tw/1\, but cor- 
related well in reference 18. The statement 
made previously relative to the extrapolation 
of the data of reference 18 is confirmed. 

The, preceding discussion indicates that at 
least two correlations for local gaseous- 
hydrogen heat-transfer data have been success- 
ful.    Both are of the form 

Nu=CRe°-sPr°-i 

whore in one case C=0.021 and fluid properties 
are based on film temperatures and in the other 
case 0=0.027 and fluid properties are based on 
wall temperatures. 

The pressure drop in the gaseous region must 
include both momentum and frictional losses. 
The general pipe equation useful for this deter- 
mination is available in almost any advanced 
fluid-mechanics textbook. 

Experimental investigations at subcritical 
pressure: It was previously stated that even 
when two-phase hydrogen enters the test sec- 
tion, the gaseous phase will be attained at some 
point, farther up the tube. Hence, data for the 
caseous region were obtained from the same 
tests that supplied the two-phase data. Conse- 
quently, the test program and the ranges in 
variables are the same as those discussed for the 
two-phase state. 

Description of data-reduction methods: The 
method used for obtaining the heat input to the 
hydrogen for the gaseous data is the same as 
that used for the two-phase-flow data for both 
the transient and the steady-state experiments. 
The temperature and the other properties of the 
hydrogen required for correlations, however, 
had to be obtained from accumulated total en- 
thalpy gain of the hydrogen from the tube 
entrance (which was supplied with liquid 
hydrogen), local measured pressures, and avail- 
able hydrogen-property tabulations. Data re- 
duction was accomplished by means of a 
digital-computer code including a subroutine 
containing the hydrogen properties for the tran- 
sient experiments and by hand calculations for 
the heated-tube steady-state experiments. Val- 
ues of density, Reynolds number, Prandtl num- 
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ber, and experimental Nusselt number were all 
calculated three times on the basis of bulk, film, 
and wall temperatures of the hydrogen. With 
this information, the data could be plotted ac- 
cording: to the various heat-transfer correla- 
tions available. Friction, momentum, and 
total-pressure drops were also computed by the 
digital code. 

Results: Local heat-transfer data for gaseous- 
hydrogen points above 90° R were plotted as 
Nuexp/Pr0A against Be for bulk, film, and wall 
conditions, but the results indicated consider- 
able scatter. The next attempt to correlate the 
data used equations from the literature (sum- 
marized in ref. 11), which were successful for 
the case of supercritical pressures and tempera- 
tures greater than 90° R, which is region 5 in 
figure 44-5. Most of these equations include 
wall- to bulk-temperature ratios and an l/D 
term and use overall bulk or average tempera- 
ture for fluid-property evaluation. Defining 
the I in the equation posed a problem since liq- 
uid hydrogen entered the test section. The fol- 
lowing model was assumed: As hydrogen flows 
up the tube, the liquid is converted to gas in 
the two-phase region. When all liquid is evap- 
orated and warmed to 90° R, the gas region is 
assumed to begin and I is the distance from this 
point to the end of the tube. Uniform velocity 
distribution is also assumed at this point. 

With these assumptions, the best correlation 
to date, shown in figure 44-15, uses the equa- 
tion of reference 16. Data for both the steady- 
state (heated-tube) and transient runs are 
shown, as well as the line representing the equa- 
tion of reference 16.    The data points show 
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FIGURE 44-15.—Heat-transfer correlation for gaseous 
hydrogen. Bulk gas temperatures, >90° R; pres- 
sure, 1 to 3 atmospheres. 

that the heated-tube results are again somewhat 
higher than the transient points, such as was 
the case in the two-phase-flow heat-transfer 
data. 

Calculated pressure is plotted against experi- 
mental pressure for the gaseous region in figure 
44-16. Calculated pressures are shown to be 
larger than experimental pressures. Investi- 
gation revealed that the experimental friction 
factors were larger than those calculated in the 
usual way by use of the von Kärmän equation. 
This difference in friction factor apparently ac- 
counts for the discrepancy in the pressure data. 
A more careful study of friction factors may be 
in order, especially since low friction pressure 
losses exist with hydrogen and two-phase flow 
precedes the gaseous region in the tube. 

Oscillatory  Flow 

It has previously been stated that during re- 
actor startup two-phase flow occurs somewhere 
in the rocket flow system. For safe operation 
of the rocket, stable flow conditions must pre- 
vail. Consequently, an investigation of pos- 
sible two-phase-flow oscillations in the system 
is necessary to find methods for determining 
whether stable or unstable flows will exist in a 
system. From such knowledge, stable systems 
can be designed. 

Pressure oscillations are generated by the 
boiling process during two-phase flow. Par- 
ticles of liquid vaporize and cause pressure 
surges; the vapor is condensed when cooled by 
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surrounding liquid and this condensation causes 
pressure decreases. These processes occur at 
random rates, and a spectrum of frequencies of 
pressure perturbations results. 

In recent years, many attempts have been 
made to predict circumstances leading to par- 
allel channel instabilities. In 1938, unstable 
operation was reported whenever the steady- 
state pressure-drop-flow curve exhibited a nega- 
tive slope (ref. 22). More recently, pronounced 
flow oscillations were observed in a series of 
parallel channels in which the steady-state pres- 
sure-drop-flow curve exhibited a positive slope 
(ref. 23). In reference 23, the criteria for flow 
instabilities were attained in terms of initial 
fluid conditions, channel geometry, and heat- 
flux distribution. Other investigators have also 
been active in this field. 

Flow oscillations have recently been observed 
at the Lewis Research Center in some of the 
two-phase hydrogen heat-transfer tests con- 
ducted for single tubes. Some gross effects ob- 
served in these tests will be presented later. 
Existing methods for determining characteris- 
tics of the oscillations, such as amplitude, for 
example, are available and will be used to com- 
pare theoretical results with the experimental 
data being obtained. A brief resume of some 
of these approaches is given subsequently. 

Status of knowledge.—According to unpub- 
lished information from Los Alamos Scientific 
Laboratory, a simple spring-mass model that 
included a dashpot and a forcing function re- 
sulted in the successful simulation of the ampli- 
tudes of pressure oscillations obtained during 
an experimental run. The damping coefficient 
and hence the amplitude of the pressure oscil- 
lations varied with the cube of the passage 
diameter. The use, of course, of a spring model 
for determining oscillations depends upon the 
degree of nonlinearity of the system. 

Flow oscillations were analyzed in reference 
23 by considering the four basic transient 
equations for two-phase flow in a heated 
channel: energy, continuity, state, and momen- 
tum. Perturbations were applied to the var- 
iables and the resulting equations were in- 
tegrated in the flow direction. The channel 
enthalpy profile was assumed to be of the same 
shape (but not necessarily the same level)  as 

if steady-state operation existed. A second- 
order transfer function relating heat flux and 
inlet flow perturbations was obtained; from this 
transfer function, the criteria of flow insta- 
bilities in terms of initial fluid conditions, chan- 
nel geometry, and heat flux distribution were de- 
termined. Comparison with data showed that 
this analysis could predict coolant conditions 
at the inception of flow oscillations and the 
frequency of the oscillations. 

Another type of analysis was used in ref- 
erence 24 to study a two-phase natural-circula- 
tion system. An exact solution of equations 
expressing mass and energy conservation for 
a channel subjected to a cyclic variation was 
obtained by use of a Lagrangian coordinate 
model. Channel pressure drop was predicted 
by numerical integration; from a Nyquist dia- 
gram, channel stability was investigated. No 
slip flow or uniform-heat-flux profile is re- 
quired for this method. 

Another method of analysis was presented 
in reference 25. Differential equations for the 
transient conservation laws in the fluid and 
metal and heat-transfer conditions at the fluid 
metal interface were used to obtain difference 
equations (without perturbations). These 
equations permitted determination of fluid con- 
ditions and metal 'temperatures at a discrete 
number of points in the channel and a discrete 
number of times during a transient. The equa- 
tions were solved on a digital computer to de- 
termine fluid conditions in response to arbitrary 
time variations in heat-generation rate, plenum 
to plenum pressure drop, and inlet enthalpy. 
Channel oscillatory tendencies could then be 
predicted by determining flow as a function of 
time after a small step increase in heat genera- 
tion. Advantages of this approach over those 
of references 23 and 24 are also given in refer- 
ence 25. 

A number of responses to step inputs were 
calculated at different heat fluxes near those 
where oscillations occurred in the heated chan- 
nel experiments with boiling water. At heat 
fluxes slightly less than the flux required for 
oscillating flow, the calculated response to the 
step change (1 percent of steady-state heat 
flux) showed a slightly overdamped response. 
When the heat flux was equal to the experi- 
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mental condition, the response was slightly un- 
derdamped, but the oscillations converged rap- 
idly to the new steady-state operating condi- 
tion. When a larger heat flux was used in the 
calculations (e.g., a flux of 1.15 times the experi 
mental flux), the system oscillated with con- 
tinually increasing amplitude. The oscillating 
mass velocity (flow) curves had the appearance 
of sine waves until large amplitudes were 
reached, when the shape of the curves was dis- 
torted because of the increasing significance of 
nonlinear effects. The equations, however, in 
no case predict a sustained oscillation of con- 
stant amplitude, which is often encountered in 
two-phase-flow experiments (refs. 23 and 25). 

A certain amount of flow or pressure varia- 
tion with time or "noise" is always present in 
two-phase-flow systems. If the damping ratio 
is small (low friction), the existing noise will 
be greatly amplified when the frequency of the 
"noise" approaches the natural frequency of the 
system. This phenomenon is probably occur- 
ring in many of the experimental observations. 

The need for more theoretical work is re- 
quired in the study of these flow oscillations 
in order to predict when they will occur and 
their magnitude in complex systems. Experi- 
mental data with hydrogen should then be ob- 
tained and analyzed to confirm the calculations. 

Flow stability during experiments.—Flow 
oscillations have been recorded during the 
single-tube experiments. A typical pressure 
trace of one type of oscillation measured at one 
of the static-pressure locations along the test 
section during a transient run is presented in 
figure 44-17. At the beginning of the run 
(time, 0), high-amplitude oscillations existed; 
these oscillations persisted during the run un- 
til about 16.3 seconds later (fig. 44-17), at 
which point the amplitude was quickly damped; 
evidence of the frequency, however, still per- 
sisted. The resonant frequencies, in general, 
decreased during the transient runs. The flow 
rate at the test-section exit for the run shown 
in figure 44-17 oscillated ±25 percent about the 
mean value at the beginning of the transient, 
and the inlet liquid hydrogen had three degrees 
of subcooling. 

Some of the instabilities were traced to oscil- 
lation sources in the flow system and means 
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FIGTJKE 44-17.—Pressure-data trace of oscillatlng-flow 
transient run. 

were found to eliminate them. An initial 
criterion based on the frequency of the flow 
oscillations has been established for conditions 
that will produce oscillations greater or less 
than a selected value of frequency. The cri- 
terion for grouping the runs according to fre- 
quency will be discussed first, and then a model 
representative of the flow oscillation sources in 
the system will be described and discussed. 

The trend that developed during the heated- 
tube experiments is illustrated in figure 44-18. 
The dashed line separates the data into regions 
having higher (unstable) or lower (stable) fre- 
quencies than 2 cycles per second. If the liquid 
entering the test section is subcooled less than 
2° to 2y2° R and if there is sufficient heat input 
to attain an outlet- to inlet-velocity ratio in 
excess of 350, low-frequency runs will be at- 
tained. Conversely, when the entering fluid 
is more subcooled and the heat rate is insufficient 
to attain the high velocity ratios, the flow rate 
oscillates at higher frequencies. 
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FIGURE 44-18.—Variation of subcooling with velocity 
ratio. 
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It was operationally possible during heated- 
tube experiments to decrease the frequency of 
the flow oscillations either by decreasing the 
amount of subcooling in the inlet plenum or 
by increasing the test-section heat input, which 
increased the velocity ratio. 

This information should be considered as a 
status report on experiments and analysis now 
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FIGURE 44-19.—Model of oscillator In system. 

being performed and is presented primarily to 
cultivate interest in a recurring and unex- 
plained phenomenon. The terms velocity ratio 
and subcooling will probably be replaced by 
more pertinent parameters, and amplitude will 
probably be used as a criterion instead of 
frequency. 

Sources of oscillation in the system can be 
described by the model shown in figure 44—19. 
As the pressure rises in the liquid-hydrogen 

flow line, liquid flows through restriction A into 
volume C. The liquid is vaporized in the vol- 
ume because of heat addition. The phase 
change in the volume results in an increase in 
pressure; first liquid and then gas are forced 
back into the liquid flow line through the re- 
striction A. When the pressure in the volume 
approaches the line pressure, liquid may again 
enter volume C. Initially, the remaining gas 
in the volume will be cooled, with a further de- 
crease in pressure, which will allow more liquid 
to enter the volume. When the evaporation rate 
and the resulting increase in pressure balance 
the line pressure, the flow through the restric- 
tion reverses and the cycle continues. 

This phenomenon is cyclical (i.e., the distance 
X to the interface is periodic with time) and 
affects the mass-flow rate in the main flow line 
by alternately bleeding off liquid to volume C 
and then returning liquid and then gas to the 
flow line. The flow variations are then reflected 
as system pressure oscillations if there is a re- 
striction downstream of the flow oscillator, such 
as restriction D. 

A mathematical model that assumes that the 
evaporation rate is proportional to the liquid 
column height X has been shown to be unstable. 

Two points in the Lewis flow system were 
similar to the model.    One was a T in the trans- 
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(a)  Inlet-plenum oscillation. 

FIC.URE 44-20.—Enlargement of frames from high-speed motion pictures of oscillating hydrogen flow. 
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(to)  Test-section oscillation.    Arrows indicate relative flow velocity. 
FIGURE 44-20 (Concluded).—Enlargement of frames from high-speed motion pictures of oscillating hydrogen flow. 

fer line, where the hydrogen was diverted to 
the precooling annulus, and the other was the 
volume surrounding the glass tube at the en- 
trance to the test section. 

High-speed motion pictures were taken of the 
inlet plenum that supplied hydrogen to the test 
section. At least two forms of oscillation were 
identified. Enlargements of photographs taken 
during two runs showing the two oscillating 
modes are presented in figure 44-20. In figure 
44-20(a), the saturated liquid level rises and 
falls in the inlet plenum and the volume of gas 
surrounding the glass tube varys with time in 
a periodic manner. In figure 44-20 (b), the 
inlet plenum is full of subcooled liquid hydro- 
gen and the flow in the glass tube varys in such 

666582 0—62 8 

a periodic manner (19 cps) that the flow 
actually reverses during part of the cycle as 
shown. Static-pressure measurements along the 
tube for this type of oscillation showed high- 
amplitude variations such as illustrated in 
figure 44-17. Also observed in the photo- 
graphs were a few small bubbles that originated 
from a small amount of nucleate boiling in the 
upper part of the chamber and from the 
"breathing" of the instrumentation pressure 
lines connected to the chamber (fig. 44-20(b)). 

The technique of removing the oscillations 
from the test-section inlet plenum and the T in 
the system consisted merely of allowing suffi- 
cient flow through restriction B (fig. 44-19) 
that no meniscus could form or that if it did 
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form the gas generated would be vented out at 
a rate that held the meniscus fixed with time. 

When this model has been thoroughly ana- 
lyzed mathematically and verified by experi- 
mental data, the appi'oach can be applied to 
other parts of the flow system. During the ex- 
periments, only the test section, not the rest of 
the flow system, has been instrumented. In 
particular, a question arises as to whether the 
pressure-tap lines in the lower plenum and 
along the test section are acting as oscillators 
and generating the flow oscillations. 

Maldistribution  of Flow 

One of the most important problems en- 
countered in reactor design is the prevention of 
maldistribution of flow. Since both the re- 
actor reflector and the reactor core contain 
numerous different-size parallel coolant pas- 
sages, and since the power generation through- 
out a typical reactor is nonuniform, the maldis- 
tribution problem becomes even more severe. 
The different-size passages (with different sur- 
face areas) receive various amounts of heat 
from different volume elements, and hence the 
flow rates'in the passages must be different in 
order to maintain the same outlet pressure for 
each passage. Since most methods of reactor 
control tend to change the pattern of heat gen- 
eration, an extra difficulty is encountered. Ac- 
cording to reference 26, the designer must there- 
fore be prepared to sacrifice potentially achiev- 
able coolant-outlet temperatures by allowing 
for substantial differences between the maxi- 
mum (design) and the average coolant-outlet 
temperature or to incorporate such devices as 
orifices to counteract flow maldistribution and 
thus increase the average coolant-outlet tem- 
perature at the expense of increased pressure 
drop. The following sections will give some 
indication of the Lewis effort in this vital area 
of flow maldistribution. 

Description of typical reflector.—A typical 
reflector might consist of several annular seg- 
ments of a selected reflector material with cool- 
ant passages between the sectors and between 
the outermost sector and the pressure shell. 
Numerous coolant holes would also probably be 
required in the annular regions. In many re- 
actors, the control devices are located in the 

reflector. Additional holes and annular flow 
passages in the control devices will be required 
for such cases since the control devices would 
also have to be cooled. A typical reflector will 
thus contain numerous coolant passages of dif- 
ferent diameters and annuli of different sizes; 
adequate flow distribution among these many 
passages must be maintained. 

Power distribution in the reflector.—Accord- 
ing to reference 27, about 5 percent of the total 
heat release in the reactor takes place in the 
reflector and the pressure shell. The sources 
of this reflector heat are neutron leakage from 
the core and gamma radiation. These heat 
sources decrease in importance as the distance 
penetrated in the reflector from the core in- 
creases; that is, the greater the distance from 
the core within the reflector, the smaller is the 
neutron and gamma attenuation. In a typical 
reflector consisting of two annular rings and 
a pressure shell, it was estimated that about 3 
percent of the total reactor heat release occurred 
in the inner reflector annulus, about 2 percent in 
the outer reflector annulus, and about 1 percent 
in the pressure shell. These are average values, 
and because of the change in energy attenuation 
through these pieces, passages in the individual 
pieces do not all receive the same amount of 
heat. In fact, even for two similar passages, 
the one receiving the greater heat input will 
undergo a greater change in momentum pres- 
sure drop, and hence the two passages will have 
different temperatures and flow rates, which 
leads to the flow-maldistribution problem. 

Theoretical background.—When an appre- 
ciable change in density occurs in the coolant as 
it flows through a reactor, the distribution of 
fluid among parallel passages may be affected 
by a number of things. An analytical study of 
the variations in outlet fluid temperatures and 
maximum tube-wall temperatures resulting 
from nonuniformity of heat flux, mass-flow 
rate, tube shape, or tube dimensions among the 
members of a group of flow passages is pre- 
sented in reference 26. All these factors are in- 
terrelated and dependent upon the physical 
properties of the coolant. Analytical expres- 
sions for partial derivatives that measure flow 
variations are determined for a number of situ- 
ations and are applied to the study of water 
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FIGTJKE 44^21.—Simulated reflector piece for maldistri- 
bution studies. 

flowing through a system at supercritical pres- 
sure. In the example, if one tube should receive 
1 percent more heat than its neighbors, the fluid 
outlet temperature would be 67° F hotter, the 
wall temperature would be increased 80° F, and 
the flow rate reduced 3.75 percent. 

Experimental apparatus.—In order to study 
reflector heat transfer and flow maldistribution 
during reactor startup, a simulated aluminum 
reflector segment was used. A photograph of 
the test section installed in the test facility and 
a sketch of the cross section, including the hy- 
drogen passages (circular and annular), are 
shown in figure 44—21. 

Contemplated instrumentation for a typical 
passage will include that for inlet and outlet 
plenum temperatures and pressures, static pres- 
sures along the tube, and tube-exit pressure. 
From the exit total and static pressures, the 
relative flow rates can be determined. Metal 
temperatures at several planar locations will 
also be obtained. Cameras will be provided to 
photograph the inlet and outlet plenums. 

Calculation of reflector design parameters.— 
One of the objectives of the test program is to 
compare experimental parameters, such as indi- 
vidual passage flow rates, bulk temperatures, 
heat-transfer coefficients, pressure drops, and 
metal temperatures with purely analytical cal- 
culated values. The design of workable reac- 
tors for nuclear rockets requires the ability to 
predict these parameters accurately. 

The largest contributor to the difficulty of 
making these predictions is the interdepend- 
ence of metal temperatures and coolant tem- 
peratures.   As previously mentioned, for flow 

systems with multipassages, variations in heat 
flux into the fluid produce maldistribution of 
flow in the passages. The calculation of this 
heat flux under both transient and steady-state 
conditions is dependent upon the metal tempera- 
tures, which in turn are dependent upon the 
boundary conditions (fluid temperature and 
heat-transfer coefficient) existing at a given 
axial location. 

For one passage and the material surround- 
ing it, iteration techniques are thus required to 
obtain material and coolant temperatures that 
are compatible, in terms of heat flux, out of the 
material and into the coolant. If this situation 
is compounded with several passages that must 
be handled simultaneously, a very complex 
mathematical procedure is definitely required. 

The procedure that would be required for a 
part of a possible reflector design will be de- 
scribed so that this complexity may be illus- 
trated more clearly. The reflector segment be- 
ing considered, which for cooling and fabrica- 
tion purposes could conceivably be divided into 
an inner and an outer reflector section sur- 
rounded by the pressure vessel, is represented 
in figure 44-22. A cooled control rod is con- 
sidered as being located in the outer reflector 

section. 
If the control rods are assumed to be evenly 

spaced, symmetry can then be used to reduce the 
complication of calculations. Figure 44-23 
shows this symmetrical section and indicates 
how this section can be further broken down 
into individual symmetrical parts. These parts 
are still related through the same boundary 
conditions at adjoining coolant passages. For 
temperature solutions, each symmetrical part 
can be divided into nodal points, and calcula- 

FIGURE 44-22.—Typical reflector segment showing sym- 
metric arrangement of individual parts. 
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FIOURE   44-23.- 

SECTION  C 

-Individual   symmetric   parts   within 
symmetric system. 

tions can be made that utilize the appropriate 
equation listed in figure 44-24. 

High - speed - electronic - computer programs 
can be and have been set up to solve these heat- 
transfer equations for a three-dimensional body. 
As discussed in the preceding paragraphs, how- 
ever, necessary input to this type of program 
is the boundary conditions (coolant temperature 
and heat-transfer coefficient). Other programs 
can be written to calculate these values, but part 
of the required input for these programs is heat 
flux into the coolant. Iteration between these 
two types of programs could result in final 
numbers. Ideally, both programs would be 
combined into one large overall program. Ei- 
ther approach results in the previously men- 
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FIGURE 44-24.—Typical nodal point.    Applicable equa- 
tions for calculating metal temperatures are as fol- 

lows: transient, V27'= -~T~;steady state, V22' = 0. 
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tioned complex mathematical procedure. Even 
with the use of high-speed computers, the time 
to perform these calculations becomes rather 
lengthy and correspondingly expensive. This 
calculation procedure, however, will be used 
until an improved method becomes available. 

Experimental results fro?n reflector seg- 
ments.—A few preliminary experimental tran- 
sient runs with the simulated reflector segment 
shown in figure 44-21 have been made with 
liquid nitrogen and liquid: hydrogen as the 
fluid. These experiments demonstrate a prob- 
lem in multiple-parallel-passage geometries that 
was not mentioned in the preceding paragraphs. 

In an actual system, the flow passes through 
the nozzle cooling passages before it enters the 
reflector, and often there are abrupt changes 
in flow direction at such interface locations as 
the connection between the nozzle and the re- 
flector. During the startup transient, gas and 
then liquid enter the reflector (see fig. 44-5) 
from the nozzle coolant-passage discharge. 

The experiments were run with the fluid, first 
gas and then liquid, entering the inlet plenum 
at a position 90° to the flow direction in the 
test section; a structure that approximately 
simulated a mechanical support structure found 
in an actual system was included. 

Enlargements of high-speed motion pictures 
showing views of the test-section inlet are shown 
in figure 44-25. The photographs show liquid 
nitrogen entering the inlet plenum, impinging 
on the diagonal structural member, flowing 
around the end of it, and then into the upper 
half of the chamber in which the nitrogen en- 
tered the five cooling passages. Near the be- 
ginning of the transient, gross maldistribution 
occurred because of the presence of the struc- 
tural member, which threw most of the liquid 
into test-section passages at the right side of the 
photographs. Much of this maldistribution 
could be avoided by more careful engineering 
design; the phenomenon, however, indicates an- 
other fundamental problem. Any passage that 
happens to have more liquid flowing through it 
initially than through any other passage during 
the start transient (when the reflector material 
is cooling down) will tend to continue to have 
more liquid flowing through it because that part 
of the reflector system will be colder than the 
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TIME, 
SEC 

0.02 

.07 

TEST  SECTION 

-SIMULATED 
MECHANICAL 
SUPPORT 
STRUCTURE 

LIQUID  NITROGEN 
ENTERING  PLENUM 

.67 

.73 

GASEOUS-NITROGEN 

POCKET 

1.07 

C-62298 

FIGURE 44-25.—Enlargements of high-speed motion pictures of inlet plenum of simulated reflector piece showing 
flow phenomena during startup transient. 
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other parts. This factor complicates the calcu- 
lations of reflector geometries and requires 
knowledge of the initial flow distribution in the 
system. 

Force  or Gravity  Effects 

The use of the nuclear rocket is proposed for 
deep-space probes and interplanetary travel. 
For such missions, a rocket capable of several 
restarts is necessary. Since the initial rocket 
startup will probably take place in an Earth 
orbit and subsequent starts will occur in space, 
knowing what effects a low- or zero-gravity con- 
dition will have on the rocket flow system, 
especially during startup, is essential. This, of 
course, involves a knowledge of boiling heat 
transfer under low-gravity conditions. 

Numerous investigations into low-gravity 
effects have been and are being made. Ac- 
cording to reference 3, nucleation and the rate 
of bubble growth arc not affected by a reduction 
in the gravitational force field; the rate of vapor 
removal, however, depends upon the nature of 
the force field. In forced convection flow, the 
velocity gradients are highest near the solid 
surface. Bubbles in this region are subjected to 
lift forces and tend to travel toward the tube 
center. The vapor, concentrated in the high- 
velocity region, moves at a faster rate than it 
would under a uniform distribution. The result 
is that the mean velocity of the vapor is larger 
than that of the liquid. The ratio of these mean 
velocities is the slip velocity %/w-;. Reference 
3 further states that in the bubble-flow region, 
the slip velocity exceeds the value of 1, which is 
the slug-flow-region value for this factor in a 
low-gravity field. 

Under force fall, a definite decrease in heat 
flux occurs in all boiling regions except perhaps 
the nucleate boiling region (ref. 28). This 
conclusion was based on short-time force-fall 
tests of boiling heat transfer to liquid nitrogen 
at atmospheric pressure from a 1-inch-diameter 
copper sphere. One possible explanation for 
the fairly large heat fluxes obtained in these 
short-time tests has been offered: The momen- 
tum of the liquid set up by the action of vapor 
departing from the sphere during 1-g condi- 
tions may continue to sweep vapor from the 
vicinity of the sphere under the zero-gravity 
conditions.    This situation would be most pro- 

nounced in film boiling. In addition, this well- 
defined maximum heat flux in saturated liquid 
nitrogen under zero-gravity conditions may be 
linked to the dynamics of bubble formation and 
growth; that is, the hydrodynamic forces of 
bubble growth far overpower the buoyant 
forces. 

Many other zero-gravity investigations of 
nucleate and pool boiling, with various fluids, 
have been made. Many have been limited to 
the study of the flow phenomena of fluids con- 
tained within a sphere or Dewar. The problem 
of concern in the nuclear rocket, however, 
deals with a flowing system. One such investi- 
gation for a. water system was reported in ref- 
erence 29. A forced-flow water heat-transfer 
apparatus using a resistance-heated tube was 
flown in an airplane for a 15-second near-zero- 
gravity test. The test was conducted to deter- 
mine whether a zero-gravity environment in- 
fluenced the nature of two-phase-flow patterns; 
such changes would be observed in the heat- 
transfer results. An instability, initiated by a 
momentary interruption of flow, forced the 
transition from a highly subcooled bubbly flow 
to a slug-type phenomenon that resulted in a 
16-percent increase in local heat-transfer co- 
efficients. 

Not only must the effects of low gravity on 
flow and heat transfer be known, but the effects 
of high-gravity fields are also of interest, since 
the nuclear rocket will pass through such en- 
vironments in its proposed missions. Not many 
investigations in this area have been made. 
Pool boiling of distilled water at approximately 
atmospheric conditions up to 21 g's has been 
tested (ref. 30). The influence of acceleration 
was greatest in heat fluxes up to 50,000 Btu per 
hour, where a transition in the convective mech- 
anism apparently took place. The acceleration 
decreases the value of Tw — Tsat required for a 
given flux. Above this heat flux, a reversal of 
the effect of acceleration on Tw — T^t was ob- 
served. Data of reference 31 agree with those 
of reference 30. 

As noted previously, the nuclear-rocket low- 
gravity problem deals with a flowing system. 
Reference was made to one such investigation 
using water. An experiment is currently being 
planned at Lewis that will involve a hydrogen 
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flowing system. The multiple-passage reflector 
simulation shown in figure 44-21 is being pre- 
pared for insertion into a so-called drop pack- 
age. This package will be dropped from a 
drop tower, and a force fall of about 2 seconds 
will be attained. Recorded data and motion 
pictures taken during this test will be compared 
with similar data obtained for the same test 
section in a 1-g experiment. 

One phenomenon that might be expected is 
that the initial flow distribution into a multiple- 
passage test section might be different in a zero- 
gravity environment than in other gravity 
fields. Maldistribution of flow in the passages 
as previously discussed may therefore be 
different. 

NOZZLE 

The design of a regeneratively cooled rocket 
nozzle is based on calculation of a balance be- 
tween the heat flux from the hot gas to the noz- 
zle wall and from the nozzle wall to the cool- 
ant. Such calculations require accurate esti- 
mates of heat-transfer coefficients on both the 
hot gas and the coolant sides of the nozzle. In 
addition, accurate estimates of coolant pressure 
drop are also necessary. An excellent review 
of the nozzle-design problem and the shortcom- 
ings of current nozzle-design methods is given 
in reference 12. 

A nozzle design is usually determined for 
full-power operating conditions. Startup times 
for nuclear rockets, however, are much longer 
than those for chemical rockets, and the serious 
problem of possible choking in the cooling pass- 
ages at the nozzle throat during startup must 
not be overlooked. The tapered cooling pass- 
ages have minimum cross-sectional area at the 
throat. A nozzle intended for use on a nuclear 
rocket should therefore be designed for full- 
power operating conditions and then for pos- 
sible choking at startup. A redesign may then 
be required. 

Current design methods are dependent upon 
the hot-gas-side heat flux, and to date adequate 
methods for estimating this flux are not avail- 
able. Two methods are currently being used, 
but each has discrepancies. The first uses a 
turbulent-flow heat-transfer correlation that 
assumes a constant coefficient for the entire 
nozzle and uses the local diameter; this method 

is an adaptation of the correlation originally 
determined for a constant-diameter pipe in 
which there are no appreciable axial pressure 
gradients. The determination of the Reynolds 
number for use in the correlation equation, 
moreover, involves a term psVs that may be cal- 
culated in two ways, a one-dimensional or a 
three-dimensional determination of psVs at the 
wall. Reference 12 explains discrepancies en- 
countered in these calculations and how they 
differ for conical or bell-shaped nozzles.   The 

COOLANT PASSAGE 

/>SVS = CONSTANT 

COOLANT PASSAGE 

?SVS = CONSTANT 

FIGURE 44-2G.—Surfaces of constant psVs for typical 
conical and bell nozzles. 

lines of constant psVs for typical conical and 
bell-shaped nozzles are shown in figure 44-26, 
taken from reference 12. No essential differ- 
ence exists between a one-dimensional calcula- 
tion (a point on the centerline) and a three- 
dimensional calculation (a point at the wall) 
for the conical nozzle. On the other hand, for 
the bell-shaped nozzle, a considerable difference 
in the one- and the three-dimensional calculated 
values of psVs will exist. The three-dimen- 
sional procedure has been recommended for 
bell-shaped nozzles. 

The second approach to gas-side heat-flux 
calculations involves boundary-layer solutions. 
For turbulent flow, only approximate boun- 
dary-layer solutions exist. Two distinct ap- 
proaches to this type of solution are also cur- 
rently employed. The first case assumes that 
the boundary-layer thickness is zero at the core 
end of the nozzle; the second case assumes that 
there is a finite boundary-layer thickness at 
this point. 

A comparison of calculated and experimen- 
tal values of heat-transfer coefficient for the 
bell-shaped nozzle is presented in figure 3 of 
reference 12 and is summarized for several 
locations along the nozzle as follows: 
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Location alone; 
nozzle, l/I)t 

Comparison of calculated with experimental heat-transfer coefficients 

Turbulent-flow solution Boundary-layer solution 

One-dimensional determination Three-dimensional determination Case 1 Case 2 

-1. 9 
0 

>• 5 

40 percent low 
Good  
50 percent low 

40 percent low                 
Good       _                         

30 percent low 
35 percent high 
35 percent high 

45 percent low 
16 percent high 
16 percent high 23 percent low  _   . 

The degree of accuracy varies with distance 
from the nozzle throat. The turbulent-flow 
correlation underestimates experimental data 
in both the convergent and the divergent sec- 
tions of the nozzle and agrees with experimental 
data at the throat. The largest discrepancy 
(50 percent) is in the divergent section. The 
boundary-layer solutions underestimate ex- 
perimental data by as much as 45 percent in the 
convergent part of the nozzle and overestimate 
the experimental data by as much as 35 percent 
in the divergent part of the nozzle. Experi- 
mental data are required in order to determine 
the type of variation that the coefficient in the 
turbulent-flow correlation should follow. 

The preceding discussion illustrates inade- 
quacies in nozzle design heat-transfer relations. 
For nuclear rockets, in which nozzle-throat 
heat fluxes may be twice those for chemical 
rockets, and in which nozzle wall temperatures 
may be limited to 1600° or 1800° F and tem- 
perature differences greater than 2000° F are 
required between the nozzle wall and the hot 
gas, the nozzle cooling and design problem be- 
come more severe. Hot-gas-side nozzle, heat 
transfer must be more thoroughly investigated. 

Coolant-side heat transfer is similar in both 

nozzle and reflector, and the latter has been dis- 
cussed in some detail in a preceding section. 

CONCLUDING  REMARKS 

Core, reflector, and nozzle heat-transfer and 
flow problems that require solutions before ade- 
quate nuclear rockets can be designed are pre- 
sented. Core problems, such as maintaining 
allowable temperatures and calculating ther- 
mal stresses, are included. Core flow-stability 
problems are also discussed. Reflector two- 
phase- and gaseous-hydrogen heat-transfer and 
pressure-drop correlations are illustrated with 
experimental data. Examples of oscillations 
and maldistributions in the reflector and dis- 
cussion of gravitational effects on flow and heat 
transfer are included. Limitations of nozzle- 
design methods are reviewed. 

A careful investigation of the aforemen- 
tioned problems revealed that adequate knowl- 
edge is not yet available for the determina- 
tion of satisfactory solutions. More intensive 
research in such areas as oscillatory flow, mal- 
distribution of flow, two-phase flow, nozzle heat 
transfer, stress-calculation methods, etc. is 
urgently needed before improved nuclear 
rockets can be designed. 
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APPENDIX—SYMBOLS 

A area V Poisson's ratio 

a constant p density 

Bo boiling number, (Q/A,)/(\w/Ai) p. nozzle stream density 

b constant <Tth thermal stress 

C constant Xtt Martinelli parameter 

c constant Subscripts: 

cp specific heat av average 
D diameter b bulk 

d constant calc calculated 

E Young's modulus exp experimental 

f frequency / film 

G mass-flow rate, iv/Ai fm film mean (for two phase) 

9 gravitational constant frict friction 

H enthalpy 9 gas 

h heat-transfer coefficient i inner 

k thermal conductivity in in 

I length I liquid 

Al' distance between end of heater and temperature Al incremental length 
sense point in unheated section m metal 

Nu Nusselt number, hDJk max maximum 

Pr Prandtl number melt melting point 

P pressure mom momentum 

Q heat-flow rate 0 outer 
Re Reynolds number out out 

T temperature P9 perfect gas 

t time ref reference 

u velocity SP single phase 

V, nozzle stream velocity s surface 

w weight sat saturated 

w flow rate T total 

X distance to interface t nozzle throat 

X quality TP two phase 

a coefficient of linear expansion V per unit volume 

8 distance between Tmal and T„ w wall 

A heat of vaporization Superscript: 

M viscosity ' pseudo-two-phase quantities 
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The problems and the behavior of a complete 
nuclear rocket, and, in particular, problems in 
control, are considered herein. Topics covered 
are damage limits, performance, stability dy- 
namics, startup, and control selection. Listing 
of fields where further research and develop- 
ment would be helpful is presented. 

NUCLEAR-ROCKET FLOW SYSTEM 

One possible nuclear-rocket flow system is 
shown in figure 45-1 together with an indica- 
tion of the control problems. This system is 
called the hot bleed cycle because the power to 
drive the pump is derived from hot gas ex- 
tracted at high pressure from the reactor out- 
let region. 

REACTOR CONTROL 
ROD AND MOTOR — 

REACTOR 

NOZZLE-1 

PUMP STALL 
CAVITATION 
VAPOR LOCK 

— TURBINE TEMP OVERSPEED 
POWER FOR STARTUP 
("BOOTSTRAP") 

-TURBINE CONTROL VALVE 
AND MOTOR 

-MAX. MATERIAL TEMP 
THERMAL GRADIENT 
THERMAL SHOCK 

RUNAWAY NEUTRON 
MULTIPLICATION 
MANY DECADES 
OF FLUX TO DETECT  cs-25545 

FIGURE 45-1- -Control problem areas and operational 
limits. 
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One of the most important operational limits 
the control must observe is the rate of neutron 
multiplication; this rate should be slow enough 
that the control can always move quickly 
enough to avoid a runaway multiplication. 
This control function is most stringently de- 
manded in the startup maneuver. Eeference 1 
presents a good exposition of some of the prob- 
lems of reactor control for the maneuver of 
raisins: the neutron flux from source level to a 
level that produces significant heat in the 
reactor. 

A second control requirement is that the max- 
imum gas temperature be obtained without 
damage to the material of the reactor. This 
control function is most important because the 
specific impulse is proportional to the square 
root of the gas temperature, and, consequently, 
the highest temperature that will not damage 
the reactor is desired. 

Within the core are additional limitations on 
engine operation. Thermal gradients induce 
high stresses or may result in hot spots at higher 
temperature than the material can stand. Simi- 
larly, quick changes in temperature can induce 
high thermal shock stresses. 

Another control problem associated with the 
core is the wide range of neutron flux (10 dec- 
ades) that must be sensed for safe control. 

In regard to the other parts of the system, the 
pump is limited in operating condition to avoid 
stall and possible damage during startup. 
Cavitation within the pump can cause erosion 
and damage and perhaps lead to a "vapor lock," 
which is the presence of a large enough quantity 
of gas in the liquid to impair the pumping ca- 
pability of the pump. Such a condition can 
arise in starting if the pump and the lines have 
not been chilled down. Also, it can occur near 
the end of powered flight when the propellant 
that has picked up heat in the tank enters the 
pump. 

A CONTROL SYSTEM 

One possible control system would utilize 
measurement of reactor outlet gas temperature, 
reactor outlet pressure, and neutron flux to ma- 
nipulate turbine valve and control rod. Figure 
45-2 is a block diagram of this control scheme. 
Such a control would fulfill most of the re- 
quired functions, provided a dependable tem- 

perature sensor was available. Also, the flux 
sensor must provide a good enough signal to 
permit rapid calculation of the rate of change 
of flux, particularly during startup. 

DESIRED 1 
p -*&-* 

CALCU- 
LATOR 

TURBINE 
VALVE REACTOR 

AND 
FLOW 
SYSTEM 

PRESS 
_  4. 

NEUTRON 
DESIRED^_^ CONTROL 

ROD 
FLUX 

1   ^ 
TEMP 

44 

P,  CORE  OUTLET  PRESSURE T,  CORE  OUTLET  TEMP 

FIGURE 45-2.—A control for maximum power operation 
of a nuclear rocket. 

Selection of the computer functions for dis- 
patching commands to the valve and control 
rod is aided by a knowledge of the dynamical 
behavior of the components of the system. 

DYNAMICS  OF  REACTOR  AND  FLOW SYSTEM 

For control stability purposes (accurate, fast 
controls may suffer from instability), the dy- 
namical relations among the manipulated and 
output variables may be expressed in terms of 
steady-state gain and frequency response. The 
gains are derived from a steady-state calibra- 
tion, such as shown in figure 45-3.    Here the 

5000,—      TURBINE 
VALVE 
POSITION 

4500 

,33°     55°      ,37° 

4000 
REACTOR 

GAS 
OUTLET   3500 
TEMP 

°R 
3000 

2500 ~25 "50 75 100 125 
REACTOR  OUTLET  PRESSURE   (OR  THRUST) 

FIGURE 45-3.—Control parameters near maximum 
power for a nuclear rocket. 

steady-state settings of turbine valve and con- 
trol rod to generated selected value of gas tem- 
perature and reactor pressure are shown. The 
gains about point A in the map are as follows: 
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Valve Rod 

dP/09, percent/percent 
Ö27ÖÖ, °R/percent  

1.1 
14 

0.7 
21 

Incidentally, figure 45-3 gives a view of some 
damage limits and their relation to controls. 
Directly observable are the maximum tempera- 
ture limit and the conditions of pump stall. 
Derivable from this data is a function of ther- 
mal gradient; this gradient increases with pres- 
sure at a selected temperature. 

An alternate map, replacing temperature 
with reactor neutron flux, could be prepared 
for use in the event that sensing of neutron flux 
proves to be more reliable than temperature 
sensing. 

Of great interest to the control designer is 
the strong effect of the flow system on the re- 
actor power. For illustration, if the turbine 
valve is closed from 39° to 37° while the re- 
actor control rod is held fixed at 45°, the pres- 
sure and temperature are reduced (when an in- 
crease in temperature might be expected). This 
strong reverse effect almost equals the effective- 
ness of the control rods and is explained by the 
large effect of hydrogen in the reactor on its 
reactivity. Here, then, is a significant differ- 
ence between this reactor system and others 
commonly studied. The effect of hydrogen in 
the core is to make the system less stable (run- 
away rather than oscillatory) than a reactor 
in which the coolant does not influence the nu- 
cleonic processes. 

The time-varying portion of the dynamic 
relations among control variables is shown in 
figure 45-4.    The information is in the con- 

NUCLEONIC  POWER 
TO  CONTROL  ROD 

AMPLITUDE 
RATIO,  C 

\   ,-PRESSURE  TO 
. \       TURBINE 

.10 I 10 
FREQUENCY,  CPS 

CONTROL  VALVE 

100 

venient frequency-response form. This fre- 
quency-response information is combined with 
the steady-state gains to give a complete dy- 
namic description through the following rela- 
tion: 

"la 

FIGURE 45-4.—Frequency responses among control vari- 
ables for a nuclear rocket. 

where 

G frequency (or time) variant portion of 
the description 

K        steady-state gain 

0„ut      change  in output  function  being  ob- 
served 

0ln       change  in  input  function  being  dis- 
turbed 

The response of nucleonic power to control 
rod position, shown in figure 45-4, is not unlike 
published reactor behavior, such as shown by 
Schultz in reference 1. The high-frequency 
dynamics, above 10 cycles per second, are gov- 
erned by the mean neutron lifetime between 
generations and are, therefore, related to the de- 
gree to which the reactor is moderated. At low 
frequency, below 1 cycle per second, the be- 
havior of the nucleonic power differs somewhat 
from the published literature because the inter- 
action of the hydrogen with the nucleonic proc- 
ess is significant. 

Of considerable interest is the fact that, al- 
though the system is quite complex, including 
pump, turbine, heat exchangers, and so forth, 
the responses of pressure and temperature are 
reasonably described by a single time constant. 
Phase measurements show a similar result. 

The time constants of the flow system vary 
approximately inversely as the flow rate. 
Thus, it is possible to estimate the dynamics at 
other than maximum power. This approxi- 
mation is not good for extension down to 
startup; also, some of the high-frequency dy- 
namics of the reactor are not closely related to 
the flow system. 

DYNAMICS IN  STARTUP  REGIME 

In the startup transient, several dynamical 
properties not observable at high power must 
be considered. Some of these properties arise 
from the phase change of hydrogen from gas 
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FREQUENTLY UNSTABLE 

INCREASE  IN COLUMN 
OF  SUBCOOLED  LIQUID 
PROMOTES  INSTABILITY 

■ SLUGS  OF  LIQUID 
SOMETIMES  EJECTED 

FIGURE 45-5.—Dynamic model of evaporation in cooling 
jacket. 

to liquid at low pressure. The boiling of hy- 
drogen while flowing through a tube has been 
observed to be quite oscillatory in many in- 
stances. This problem is illustrated in figure 
45-5. The change from all liquid to a mixture 
of a liquid and vapor and thence to some sort 
of gas is accompanied by momentum pressure 
drop that is a function of the flow, which is, in 
turn, a function of pressure drop. Several 
modes of severe oscillation are possible and 
have been observed. Oscillations violent 
enough to cause ejection of slugs of liquid from 
the exit even when the steady-state heat balance 
would indicate superheated gas have been 
observed. 

Flow instability due to inadvertent stall of 
the pump is an occurrence that can be intro- 
duced by inadequate control of flow and power 
during startup. Attempt to start flow before 
the pump is adequately cooled is also a source 
of unstable flow. 

PRESSURE, 
LB/SQ  IN. I2° 

REACTIVITY .002 

FIGURE 45-6.—An estimated flow oscillation and  re- 
activity excursion. 

The dynamics of unstable flow are of great 
concern because the periodic ingestion of large 
amounts of hydrogen into the reactor could 
cause severe and perhaps runaway transients in 
reactivity. A rough estimate has been made to 
show the effect on reactor period of a severe 
oscillation in flow such as might be induced by 
pump stall. The results are shown in figure 
45-6. In this instance sharp spikes in period 
occur, reaching the dangerously short period of 
1 second. Only slight more reactivity would 
produce periods of milliseconds and possible 
destruction. 

CONTROL DURING STARTUP 

One control scheme for conducting the engine 
from a condition where hydrogen has been ad- 
mitted to the core to a terminal condition of full 
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FIGURE 45-7/—Example startup transient. 

power would be to use the control of figure 
45-2, imposing thereon demanded pressure and 
temperature scheduled with time. (This sys- 
tem is not necessarily the best or recommended.) 
The program calls for a linear rise in tempera- 
ture to maximum temperature in 28 seconds; the 
linearity is desired to minimize thermal shock. 
A schedule in pressure to avoid stall and to 
reach full thrust in 28 seconds is also used. 
These schedules of demanded pressure and tem- 
perature and the calculated behavior of the 
system are shown in figure 45-7. 

The resultant performance shows inadequacy 
of the control at the start and gives a very rapid 
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rise in flux corresponding to a dangerously 
short period and subsequent rapid rate of rise 
of material temperature, more than twice the 
desired 'rate. Similar results have been pub- 
lished for a somewhat different nuclear rocket 
system by Mohler and Perry (ref. 2). 

Thus, the results shown here illustrate that 
careful selection of the control is needed to 
avoid trouble in the early part of the startup. 
Modern control theory appears to be quite ade- 
quate at high power near maximum thrust. 

Another thought induced by the foregoing 
results is the possible consequence of simultane- 
ously imposed flow instability and improper 
control. Such a combination could produce 
more severe reactor and pump excursions than 
shown. 

SENSOR PROPERTIES THAT INFLUENCE CHOICE 
OF  CONTROL 

The control system of figure 45-2 depends 
upon a temperature sensor that is dependable 
and accurate in a severe environment of up to 
5000° R, intense nuclear radiation, and high 
flow velocities. A temperature sensor meeting 
these requirements may not be developed for a 
long time, and other means of control will be 
sought. 

One alternative might be to use the neutron 
flux sensor to measure the nucleonic power, and, 
since nozzle pressure is measured, the mean gas 
temperature can be inferred. This system is 
particularly attractive since the neutron detec- 
tor is used to measure nucleonic power and to 
control the reactor from source level up to a 
power level where the temperature sensor gives 
a readable and accurate signal. 

The primary difficulty in using the neutron 
detector to control at maximum power is that 
it is not accurate enough. This inaccuracy is 
due not as much to the inaccuracies in the in- 
strument itself as to the nonuniformity of the 
neutron flux field in regions where the detector 
might be located. Presence of volumes of 
hydrogen, changes in control rod position, and 
many other disturbing factors cause consider- 
able uncertainty in the relation between the 
flux at a selected point and the reactor nucleonic 

power. Furthermore, the reactor that is used 
in a space vehicle will never have been operated 
at high power before flight; thus calibration is 
made very uncertain. If a good temperature 
sensor is not created, however, the neutron de- 
tector system could be used, but reduction of 
maximum temperature to allow for error would 
be necessary. 

SOME PROBLEMS NEEDING FURTHER WORK 

As may be seen, treatment of the problems of 
dynamics and controls in the nuclear rocket is 
in an embryonic state, and much progress is yet 
needed. Most of the problems are of a general 
nature, applicable to a variety of possible de- 
signs of nuclear rockets. Some of these prob- 
lems that could be explored further by inde- 
pendent investigation are mentioned in the fol- 
lowing paragraphs. 

A reliable temperature sensor capable of sur- 
viving in hydrogen at 4000° to 5000° R for 
1 hour is urgently needed. Fast response time, 
less than 1-second time constant, would simplify 
the control system using the sensor. 

A neutron flux detector that could be cali- 
brated accurately to 1 percent could be used in 
a control system that does not need the tempera- 
ture sensor. The source of error here seems to 
be the spatial variability of the neutron flux 
field in the vicinity of the detector. The cali- 
bration difficulty is compounded by the fact that 
the particular reactor used in a space mission 
will never have been operated at power prior to 
the mission. 

A statement of the dynamic properties of 
hydrogen boiling while flowing through an 
evaporator tube is needed. Progress is being 
made, but considerably more work ia needed, 
both in experimental observation and in theory. 

The mathematical tools used to select opti- 
mum control f unctions should be extended to fit 
a particular class of large-scale disturbances in 
nonlinear systems. The particular case is for a 
dynamical system having square-law relations 
among some of its parameters (i.e., flow to pres- 
sure drop). Current linear techniques seems to 
be satisfactory for transients around maximum 
flow. 

121 



NUCIEAR   PROPULSION 

REFERENCES 

1. SCHULTZ, M. A.: Control of Nuclear Reactors and Power Plants.    McGraw Hill Book 

Co., Inc., 1955. 
2. MOIILER, RONALD R., and PERRY, JOSEPH E., JR. : Nuclear Rocket Engine Control.   Nucle- 

onics, vol. 19, no. 4, April. 19G1, pp. 80-84. 

122 



SESSION O 

Power for Spacecraft 
Chairman, NEWELL D. SANDERS 

666582 O—62 9 



46. Power for Spacecraft 
By Newell D. Sanders, Charles A. Barrett, Daniel T. Bernatowicz, Thomas P. Moffitt, 

Andrew E.  Potter, Jr., and Harvey J. Schwartz 

NEWELL D. SANDERS is Chief of the newly organized Space Power Generation 
Division at the NASA Lewis Research Center, responsible for the advanced 
developments in nuclear, chemical, and solar poiver systems for spacecraft. He 
is a graduate of Virginia Polytechnic Institute, where he received B.S. and 
M.S. degrees in Mechanical Engineering in 1936 and 1937, respectively. 
Joining NAG A, NASA's predecessor, in 1938, Mr. Sanders has done research 
on engine fuels, jet engine research instrumentation, aircraft noise, and com- 
puter techniques. He recently returned from NASA Headquarters, where he 
worked for the past four years in the formation and management of space 
programs. He is an Associate Fellow of the Institute of the Aerospace Sciences, 
a Senior member of the American Rocket Society, and a member of the Institute 
of Radio Engineers. 

CIIARI.ES A. BARRETT is an Aerospace Scientist at the A7ASA Leiois Research 
Center. While at Lewis, he has specialized in research in high-temperature 
metallurgy. Mr. Barrett received his B.S. degree in Metallurgical Engineering 
and his M.S. degree in Physical Metallurgy from Case Institute of Technology. 

DANIEL T. BERNATOWICZ, currently conducting research on nuclear electric 
poiverplants for space vehicles, is Head of the Nuclear Systems Section of the 
NASA Leiois Research Center. A native of Worcester, Massachusetts, Mr. 
Bernatoiüicz earned his B.S. degree in Mechanical Engineering from Worcester 
Polytechnic Institute in 1952, and his M.E. in Aeronautical Engineering from 
Case Institute of Technology in 1958. He is a member of the American Society 
of Mechanical Engineers. 
THOMAS P. MOFFITT of the Turbodrive Section of the NASA Lewis Research 
Center, has specialized in the field of gas-turbine aerodynamics and currently 
is doing research in the field of alkali-metal-turbine aerodynamics. He earned 
his B.M.E. degree from Marquette University in 1951. For three years he 
taught thermodynamics and fluid mechanics at the United States Naval 
Academy.   He is a membef of Tau Beta Pi and Pi Tau Sigma. 

DR. ANDREW E. POTTER, JR., is Head of the Reaction Kinetics Section of the 
NASA Leids Research Center. A graduate of the University of Florida in 
191^8 with a Bachelor's degree, he obtained his Ph. D. from the University of 
Wisconsin in 1953. Dr. Potter has specialized in combustion, solar energy, and 
upper atmosphere chemistry. He is currently conducting research on the 
photochemistry of cometary atmospheres, thin-film photovoltaic effects, and 
ozone releases in the upper atmosphere. Earlier this year, the Cleveland 
Technical Societies Council presented Dr. Potter the Junior Technical Achieve- 
ment Award. 

125 



POWER   FOR   SPACECRAFT 

HARVEY J. SCHWARTZ, Aerospace Technologist at the NASA Lewis Research 
Center, is currently active in research on fuel cells, batteries, and other areas 
of electrochemical energy conversion. He attended Case Institute of Tech- 
nology, receiving his B.S. degree in Chemical Engineering in 1954. He is a 
member of the American Rochet Society and the American Institute of 

Chemical Engineers. 

INTRODUCTION 

NEWELL D. SANDERS. The electric-power 
requirements for spacecraft may be classed in 
two categories, power for auxiliary systems and 
power for electric propulsion. Examples of the 
first category are the requirements established 
by life support, attitude and course control, 
scientific measurements, and communications 
systems. These requirements for auxiliary 
power systems face us today. The demands of 
electric propulsion are in the future but be- 
cause of the great size and stringent require- 
ments on these systems, their development will 
be difficult and lengthy. 

Sources of energy that are available to space- 
craft are chemical sources, the sun, and nuclear 
energy from reactors or isotopes. Energy from 
these sources may be converted to useful elec- 
tric power by devices or techniques, such as fuel 
cells, thermodynamic engines, photovoltaic ef- 
fect, thermionics, and thermoelectricity. 

Certain aspects of the interrelation of power 
requirements, energy sources, and conversion 
techniques are discussed in this paper. 

MISSIONS  ILLUSTRATING  REQUIREMENTS 

DANIEL T. BERNATOWICZ. Up to now 
the electric-power systems used in NASA space 
missions have differed little in basic character. 
The power required on board most satellites 
and space probes launched to date has been less 
than a few tens of watts. This power has been 
supplied by solar cells with batteries for peak 

power demands and for storage for dark pe- 
riods. For future missions, the diversity among 
the power systems will be more striking than 
the similarity. One of the principal factors 
influencing this diversity is the wide range of 
power level required. Figure 46-1 shows antic- 
ipated maximum requirements for nonpropul- 
sive and propulsive electric power plotted 
against calendar year. The nonpropulsive 
power needs grow about a thousandfold in 10 
years, from less than 100 watts for early satel- 
lites to several hundred kilowatts in the early 
1970's. Power requirements for electric propul- 
sion start at about 60 kilowatts for unmanned 
probes to the planets and extend well above 1 
megawatt for manned interplanetary missions. 

A few examples will illustrate the need for 
this wide spectrum of power. Typical of the 
small solar-powered satellites is Explorer XII 
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FIGURE 46-1.—Anticipated nonpropulsive and propul- 
sive space-power requirements. 
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(fig. 46-2), which,was launched in August 1961 
to study the zones of energetic particles around 
the Earth. Solar cells mounted on the four 
panels furnished about 20 watts of power. 

FIGURE 46-2.—Explorer XII. 

A mission requiring a few kilowatts of power 
is Apollo, the objective of which is the landing 
of men on the Moon in this decade (fig. 46-3). 
The main power supply will be hydrogen- 
oxygen fuel cells providing an average power 
of about 2 kilowatts for 2 weeks. Two of the 
three astronauts will land on the Moon in a 
lunar excursion module. The power system 
for the landing module has not been selected, 
but it may be a fuel cell or a chemically fueled 
engine. It must supply several hundred watts 
for a period of up to 1 week. 

An application requiring 20 kilowatts or 
more of power is the orbiting space platform, 

FIGURE 46-4.—Orbiting space laboratory- Estimated 
power requirement, 60 kilowatts; booster, Saturn 
0-5 ; gross weight, 200,000 pounds. 

one concept of which is shown in figure 46-4. 
Because the useful life will have to be at least 
1 year, a nuclear or solar power system will be 
selected. The figure shows men assembling a 
radiator for rejecting the waste heat from a 
nuclear powerplant. 

When exploration of the distant parts of the 
solar system is undertaken, even unmanned 
vehicles may require huge powers.    Figure 46-5 

FIGURE 46-3.—Apollo vehicle. 

FIGURE 40-5.—Unmanned television probe of Jupiter. 
Estimated power requirement, 1 megawatt. 

shows an unmanned probe to Jupiter for which 
the power requirement may be as high as 1 
megawatt in order to send television pictures 
back to Earth. 

The application that imposes the most diffi- 
cult requirements on the powerplant is electric 
propulsion. Figure 46-6 shows one concept of 
a manned, electrically propelled, interplanetary 
spacecraft. The most prominent part of an 
electrically propelled vehicle is the radiator, 
which rejects the waste heat from the power- 
plant. For the vehicle shown, the total radiat- 
ing area is 10,000 to 20,000 square feet. At the 
near end of the vehicle are the nuclear reactor 
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and shield. Behind them is the electrical gen- 
erating machinery and the radiator. At the far 
end of the vehicle are the living quarters and 
the electric propulsors. The length of the vehi- 
cle is about. 600 feet. 

A round trip to Mars will take iy2 
to 2 years 

and the, powerplant will have to provide 10 to 30 
megawatts of power continuously for this pe- 
riod.    Furthermore, the powerplant will have 

FIGURE 4fr-6.—Manned, electrically propelled, inter- 
planetary spacecraft. Estimated power require- 
ment, 10 to 30 megawatts. 

lo be very lightweight. Only nuclear power 
systems can fulfill these requirements. 

SOLAR  CELLS 

A. E. POTTER, JR. All scientific satellites 
that require power for more than a few months 
rely on solar photovoltaic cells. Silicon cells 
have been used exclusively up to the present, 
although other cell materials, such as gallium 
arsenide, may eventually be used. Although 
they are well suited for space use, solar cells 
could be improved in several areas. In this sec- 
tion are discussed some of these problem areas, 
specifically, radiation damage to solar cells and 
the complexity and weight, of large solar-cell 
power systems. 

An important problem facing the designer of 
solar-cell power systems intended to operate in 
space is radiation damage to the solar cells. 
The ultimate limit to the lifetime of spacecraft 
powered by solar cells is set by radiation dam- 
age, which occurs principally in the Van Allen 
belt. The procedure in the past has been to 
protect the solar cell by covering it with a 
quartz or sapphire window 10 to 30 mils thick. 
This protective covering has been sufficient to 
prolong the lifetime of the unshielded cell in 

the heart of the Van Allen belt from a few days 
to months or years. This lifetime is sufficient for 
most purposes. The situation however, has 
been changed by the U.S. high-altitude nuclear 
detonation, Starfish, on July 9, 1962. This ex- 
plosion injected large numbers of energetic elec- 
trons into the magnetic field of the Earth and 
formed a new radiation belt around the Earth. 
The altitude and the contours of the new radia- 
tion belt greatly resemble the natural Van Allen 
radiation belt. A significant difference between 
the old natural belt and the new artificial belt 
superimposed on it is that the new belt has 
about ten times as many energetic electrons as 
the old one. The new electrons are disappear- 
ing rapidly at low altitudes, but very slowly 
at hiffh altitudes. The mean lifetime of the 
artificial belt is estimated to be between 10 and 
100 years. Since the density of energetic elec- 
trons has increased by an order of magnitude, 
the lifetime of solar cells in the artificial radia- 
tion belt (which for convenience is called the 
new Van Allen belt herein) has decreased by 
an order of magnitude. Furthermore, this state 
of affairs is not temporary but will continue for 
a decade or more. The effect of the nuclear 
blast on solar-cell lifetime is shown in figure 
46-7, where the lifetime (defined herein as the 
time required for solar-cell output to drop 25 
percent) of an unshielded solar cell in the heart 
of the radiation belt is compared before and 
after the blast. Lifetime was reduced a factor 
of 10 by the nuclear blast. The reduction in 
cell lifetime was shown 3 days after the nuclear 
detonation, when the British satellite Ariel 
ceased to operate because of radiation damage 
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FIGTIRK 46-7.—Effect of nuclear detonation Starfish on 
lifetime of unshielded p-on-n solar cells. 
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(a) 

(a)  n-on-p cell.        (b)  p-on-n cell. 
FIGURE 46-8.—The p-on-n and n-on-p type solar cells. 

to the solar power supply. Shortly after, two 
other satellites ceased to operate for this same 
reason. 

There are two ways in which this problem 
can be solved. The quartz or sapphire shield 
covers could be thickened. To be effective, how- 
ever, they become so thick as to make the power 
system extremely heavy. A better solution is to 
use more radiation-resistant solar cells. Joseph 
Mandelkom, formerly of the Signal Corps, now 
at Lewis, has discovered how to make radiation- 
resistant solar cells. These new cells are called 
n-on-p cells to distinguish them from the older 
p-on-n cells commonly manufactured. These 
two types of cells are illustrated in figure 46-8. 
The old silicon cell, the p-on-n cell, is made by 
diffusing boron into the surface of an n-type 
silicon crystal wafer to make a p-type layer on 
the wafer surface. Hence, a p-on-n cell. The 
new n-on-p cells are made by diffusing phos- 
phorous into the surface of a p-type silicon 
crystal so as to make an n-type layer on the 
surface. Hence, an n-on-p cell. The radiation 
resistance of the new cells is shown in fig- 
ure 46-9. In the figure, the lifetime in the 
heart of the artificial radiation belt for the 
old p-on-n cells is compared with that for the 
new n-on-p cells. The lifetime of the new cells 
is more than an order of magnitude longer than 
the old cells. Therefore, the lifetime of the 
new cells in the new radiation belt is compa- 
rable to the lifetime of the old cells before the 
nuclear detonation. The Bell Telstar satellite 
is equipped with these new cells, and its long- 
lifetime is directly attributable to this fact. It 
is intended that future U.S. satellites shall be 
equipped with the new n-on-p cells. Mean- 
while, our research on radiation-resistant solar 
cells continues. Possibilities that seem promis- 
ing at present are as follows: 

(1) Gallium  arsenide solar cells:  These 
cells appear definitely to be very resistant to 

radiation damage, but are difficult to make 
with useful conversion efficiencies. 

(2) Superpure silicon cells: Use of very 
pure silicon may make cells more resistant 
to radiation damage. 

(3) Thin-film cadmium sulfide cells: These 
cells, while of low efficiency, seem to be 
resistant to radiation damage. 
There are many potential uses for large solar- 

cell power supplies that yield 1 kilowatt or more 
of electric power. The fabrication of large 
solar-cell arrays, however, is both difficult and 
costly principally because of the small size of 
the cells. Cells are available in areas of only 
a few square centimeters. Hence, many thou- 
sands must be wired together to produce large 
amounts of power. It has been estimated that 
30,000 cells would be required to make a 1-kilo- 
watt array, and that the labor involved in as- 
sembling the array would cost in excess of a 
half-million dollars. Naturally, such an array 
is complex. Such complexity is very undesira- 
ble for any system intended to operate for years 
in space. 

In addition to complexity, large solar-cell 
power systems are heavy. The silicon cells 
alone are quite lightweight, but by the time the 
cells have been shielded from radiation dam- 
age, wired together, and placed on a support 
the weight has increased considerably. An 
optimistic estimate of the weight of a 1-kilo- 
watt solar-cell array is 100 pounds. A smaller 
weight would be very desirable. 

A further difficulty with large solar-cell ar- 
rays is that of packaging them in rockets. 
Some means is required of folding the array 
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FIGURE 4G-9.—Lifetimes in new Van Allen belt for un- 
shielded p-on-n and n-on-p solar cells. 
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into a small volume for launch, followed by de- 
ployment of the array when orbit is achieved. 
Further undesirable complexity is introduced 
by this requirement. 

A possible solution to the problems of com- 
plexity and weight may be found in the devel- 
opment of large-area thin-film photovoltaic 
cells. Such, cells can be made by evaporation 
of thin layers of semiconductors onto thin flexi- 
ble metal or plastic substrates. The familiar 
selenium cell as used in lightmeters is an exam- 
ple of a photovoltaic cell that is made in this 
way. Other materials, such as silicon, cad- 
mium sulfide, cadmium telluride, or gallium 
arsenide can also be used. Thin-film cells are 
characteristically of low efficiency, not more 
than a few percent, Because they can be made 
very thin, however, they are lightweight, An- 
other important advantage gained from the 
thinness is flexibility. Flexible cells can be 
rolled up or folded into small volumes suitable 
for rocket payloads. An additional major ad- 
vantage of the thin-film cells is the simplicity 
with which large areas can be made. Evapora- 
tion processes are easily adaptable to making 
very large areas in a single operation. This 
possibility should greatly reduce the complexity 
and cost of a large power supply. 

Research on such cells is being done at, Lewis 
and is also being sponsored by NASA at non- 
government organizations. Work is going on 
with both gallium arsenide and cadmium sulfide 

CS-25527 

FIGURE   46-10.—Flexible   thin-film   cadmium   sulfide 
photovoltaic cell. 

(a) Silicon cell array,    (h) Cadmium sulfide cell array. 

FIGURE 46-11.—Comparison of 1-kilowatt silicon solar- 
cell panel with 1-kilowatt cadmium sulfide film solar- 
cell panel. 

film cells. Promising thin-film cadmium sulfide 
cells have been made by the Harshaw Company. 
An example of one of these cells is shown in 
figure 46-10. This cell is about 6 inches square 
and has an efficiency of about 1.5 percent. It is 
thin (about 0.008 in.) and flexible. Cells of 
this kind have been made with efficiencies of 
over 2.5 percent, At the present state of the 
art, thin-film cadmium sulfide solar cells that 
are 2 percent efficient, flexible, and lightweight 
(weighing approximately 70 lb/kw of power 
output) can be made in large numbers. The 
unshielded lifetime of such cells is estimated at 
100 to 1000 days in the heart of the new radia- 
tion belt. 

It is interesting to compare a large silicon 
solar-cell array with a large cadmium sulfide 
film cell array. This is done in figure 46-11, 
A 1-kilowatt silicon cell array will weigh of the 
order of 100 pounds and occupy an area of about 
100 square feet. About 30,000 cells are required. 
A 1-kilowatt cadmium sulfide film cell array 
will weigh about 70 pounds and occupy an area 
of about 500 square feet. The larger area is 
required because of the low efficiency of the cells. 
About 2000 film cells 6 inches square are re- 
quired. It appears that significant savings in 
weight and complexity of large arrays can be 
achieved with the use of cadmium sulfide film 
cells. The larger area required for the film-cell 
array is offset by the fact that the film cells are 
flexible enough that folding into small volumes 
for launch appears possible. This problem of 
storage in the rocket with subsequent deploy- 
ment in space, however, is a major one that 
must be solved before large power supplies are 

practical. 
Solar-cell arrays are unique in that they pro- 

vide power at a constant level and only in sun- 
light.   If large peaks of power, or operation in 
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darkness are required, batteries must be used 
for energy storage. These batteries may weigh 
as much as the solar-cell array itself. There- 
fore, an important problem area for solar-power 
supplies is the energy-storage system. 

BATTERIES 

HAEVEY J. SCHWAETZ. In almost every 
space vehicle launched to date, batteries have 
been used for energy storage. This energy stor- 
age capability is used in several ways. 

Secondary batteries, that is, those which may 
be recharged, like the battery in an automobile, 
are used in combination with solar cells for 
orbiting satellites. The orbital paths of these 
vehicles pass from sunshine to shade on each 
trip around the Earth. The solar panels supply 
power during the sun portion of the orbit and 
additional energy to recharge the batteries. 
During the shade period, battery power is ex- 
pended. 

Primary batteries, those which are used once 
and then discarded, as a flashlight cell, supply 
all the power requirements of the Mercury cap- 
sule in manned orbital flight. Batteries are 
used to supply power for instrumentation, te- 
lemetry, communications, and general capsule 
housekeeping. 

Batteries also find application where surges 
of power are required. Typical of this appli- 
cation is the Eanger vehicle shown in figure 
46-12. Here, the solar panels are the main 
source of power. Battery power is used during 
the launch phase of the mission and for deploy- 
ment and orientation of the solar panels. The 
batteries are then recharged and maintained in 
a charged state until required to meet peak 
power-load conditions later in the mission. 
Thus, batteries are actually used to supplement 

FIGURE 46-12.—Ranger 3 spacecraft. 

the power output of the solar array, which re- 
sults in a smaller, lighter power system. 

Smaller and lighter are key words in the 
design of power systems for space use. The 
energy densities available from conventional 
batteries operated at low discharge rates are 
compared in table 46-1. Several significant 
points are evident from this table. The most 
commonly used batteries for space purposes are 
alkaline electrolyte cells that use nickel-cad- 
mium, silver oxide—cadmium, and silver ox- 
ide^—zinc as the electrode reactants. Of con- 
cern here are energy outputs ranging from 15 
to 80 watt-hours for each pound of battery car- 
ried on the mission. In addition, a great dif- 
ference exists in the ability of these cells to 
withstand the repeated charge-discharge cy- 
cling required for secondary-battery applica- 
tions. 

In selecting the proper cell for a particular 
mission requirement, it is necessary to consider 

TABLE 46-1.—Energy Densities Available from Conventional Batteries 

System 

Zinc-silver oxide, Zn/KOH/AgO  
Silver-cadmium, AgO/KOH/Cd  
Nickel-cadmium, NiO OH/KOH/Cd_ 

Primary battery 

Power density, watt-hr/lb 

Theory 

193 
118 

99 

Actual 

80 
33 
17 

Expected 
maximum 

95 
40 
20 

Secondary battery 

Actual power 
density, 
watt-hr 

40 
30 

7-10 

Shallow discharge life, 
cycles 

80-100 
2000-3000 
1000-11, 000 
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FIGURE 46-13.—Variation of primary-cell capacity with 
discharge rate at. a temperature of 80° F and a volt- 
age drop of 20 percent. 

factors other than capacity and cycle life. 
Characteristics such as storage life, temperature 
stability, and the effect of discharge rate on 
capacity must be considered. In general, in- 
creases in temperature or discharge rate will 
decrease capacity and cycle life. Likewise, in- 
creasing the depth of discharge beyond the de- 
sign level will limit cycle life in a secondary 
battery. One such effect, the variation of ca- 
pacity with discharge rate is illustrated in fig- 
ure 46-13. Here, the capacity in watt-hours 
per pound is plotted against the discharge time, 
which is the time required to discharge to 80 
percent of the initial potential. Capacity is 
lowest at the high discharge rate portion of the 
curve and reaches a maximum value at dis- 
charge times from 10 to 100 hours. 

The problem areas in conventional batteries 
are readily apparent. Efforts are being made 
to produce cells with increased capacity under 
rapid deep discharge conditions, better shelf 
life, and more favorable charge-discharge char- 
acteristics over extended cycling. In addition, 
new systems that have theoretical energy densi- 
ties of 500 to 2500 watt-hours per pound are be- 
ing explored. Realization of only a small frac- 
tion of these yields will be marked improvement 
over today's batteries. 

Batteries are not exotic power sources, but 
they will continue to play an important role in 
space-power systems. They will be used, even 
when far more advanced power systems become 
available. They offer a safe reliable power 
source for use prior to startup of the main sys- 
tem, for meeting transient load peaks in mis- 

sion power profiles, and for emergency power 
supplies. 

RADIOISOTOPE  POWER SUPPLIES 

A. E. POTTER, JR. When small amounts of 
power are required for longer times than avail- 
able from chemical batteries and solar cells can- 
not be used, radioisotope heat sources are 
useful. Radioisotope heat sources may be com- 
bined with a thermoelectric converter to pro- 
duce a source of electric power suitable for use 
in space. The odd-numbered Snap (Systems 
for nuclear auxiliary power) generators are 
this type of power supply. For example, Snap- 
3 is a 3.3-watt generator, which uses polonium 
210 as the heat source and lead telluride ele- 
ments as the thermoelectric converter. Radio- 
isotope-thermoelectric generators have the dis- 
advantage that they are heavy, 1000 pounds or 
more per kilowatt, and hence, are not useful for 
large powers. 

A novel idea for the use of radioisotopes is 
the radioisotope balloon for generation of high 
voltages. This device is discussed in the paper 
by Edmund E. Callaghan. 

FUEL CELLS 

HARVEY J. SCHWARTZ. If a battery is 
the power system of today, the fuel cell will be 
the power system of tomorrow's missions. This 
is pointed out clearly by the fact that NASA 
has selected fuel-cell power systems for both the 
Gemini and Apollo missions. 

A fuel cell is an electrochemical device in 
which i\\& reactants and the reaction products 
are not stored within the case as they are in a 
battery. In a fuel cell, reactants are stored 
separately and fed continuously to the elec- 
trodes, and the reaction product is removed con- 
tinuously. As long as these processes continue, 
power is generated. 

Fuel cells may be classified in a number of 
ways. There are primary cells, in which fuel 
and oxidant are continuously used up, and re- 
generative systems, in which the reaction prod- 
uct is dissociated to regenerate the reactants. 
Systems may be classified as low-, medium-, or 
high-temperature according to the cell operat- 
ing temperature involved. Electrolytes may be 
aqueous solutions   (27 percent potassium hy- 
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FIGURE 46-14.—Typical hydrogen-oxygen fuel cell. 

droxide is typical), solid electrolytes such as ion- 
exchange membranes, or fused salts. Electro- 
lytes that are liquids may reside freely between 
the electrodes or be retained in a suitable matrix. 
In regenerative systems, the required dissocia- 
tion may be achieved by adding either thermal, 
electrical, or photochemical energy. 

Primary systems using hydrogen and oxygen 
as reactants are of greatest interest today. The 
reason is simple: We know the most about these 
systems and they work the best. A typical hy- 
drogen-oxygen fuel cell is shown in figure 46-14. 
A single cell looks much like a battery. It con- 
sists of a pair of electrodes between which is an 
electrolyte. The electrolyte must be not only an 
ionic conductor but also an electronic insulator. 
The gases are admitted to their respective elec- 
trodes and ionize. Electrons are released at the 
hydrogen electrode, travel through an external 

load to do useful work, and then return to the 
cell at the oxygen electrode. The simplified in- 
dividual electrode reactions for an alkaline cell 
are as follows: 

Anode: H2(#)^2H (ads.) 
2H (ads.)+20H--»2H20+2e 

Cathode: 02+H20+2e^H02-+OH- 

H02~ catalyst OH_+^ 02 (reused) 

Overall cell reaction: H2(g)+^ 02(gr)-»H20(Z) 

These reactions differ slightly for acid electro- 
lyte cells, but the overall reaction, H2+ 02—»i 
H20, remains the same. 

It would appear then that all hydrogen- 
oxygen fuel cells should be the same. They do 
share common problems of rejecting the heat 
formed during cell operation and removing the 
reaction product water. 

There are a large number of possible combina- 
tions of electrolyte, electrodes, and operating 
conditions that can be combined to form a work- 
able hydrogen-oxygen fuel cell. Each combina- 
tion leads to different solutions to the problems 
cited before. To illustrate this point, consider 
the ion-exchange membrane fuel-cell system 
being developed by the General Electric Com- 
pany for the Gemini mission and the modified 
Bacon-type fuel-cell system designed by Pratt & 
Whitney Aircraft Company for the Apollo mis- 
sion. A comparison of these two systems is 
given in table 46-11. 

TABLE 46-11.—Comparison of Hydrogen-Oxygen Fuel-Cell Systems 

Type of system  

Operating temperature, CF  
Operating pressure, lb/sq in. gage 
Electrolyte  

Electrodes  
Operating current density, 

amp/sq ft 
Water removal  

Heat rejection  

Modified Bacon cell (Apollo)  

500 
60 

Concentrated  potassium   hydrox- 
ide (solution) 

Sintered dual-porosity nickel  

200 
Evaporation   into  circulating  gas 

stream 
Circulating gas stream  

Ion    exchange    membrane    cell 
(Gemini) 

140 
>10 

Cation      exchange      membrane 
(solid) 

Woven metal screen 

40 
Capillary transport 

Circulating coolant to individual 
cells 
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FIGURE 46-15.—lon-exchange-niembrane cell for space 
application. 

The values shown in the table are representa- 
tive of these systems but are not necessarily 
design points for the respective missions. 

The ion-exchange-membrane fuel cell de- 
signed for space use is shown in figure 46-15. 
The electrolyte consists of a solid ion-exchange 
resin; a sulfonated polystyrene is shown. The 
resin has the property of selectivity; it trans- 
ports cations and does not transfer anions. 
Hydrogen gas ionizes at its electrode; the ions 
formed travel through the electrolyte, and then 
combine with oxygen to form water at the 
oxygen electrode. Heat is removed by circulat- 
ing a liquid coolant to each cell. A woven cloth 
wick is placed in the channel of each oxygen- 
electrode current collector. Since the water 
formed has an appreciable vapor pressure at 
the cell operating temperature, water vapor is 
transported to the wick, where it condenses. 

-». CURRENT 

-FINE 
PORE  LAYER 

ELECTROLYTE 

-REACTION  SITE 

Capillary   forces  then   remove  the  water  to 
storage. 

The modified Bacon-type fuel-cell system to 
be used on the Apollo mission is a medium-tem- 
perature system. The electrolyte, a highly 
concentrated potassium hydroxide solution, is 
contained between sintered porous nickel elec- 
trodes. In this alkaline cell, water is formed at 
the hydrogen electrode, and the heat- and mass- 
transfer operations occur here as shown in figure 
46-16. Excess hydrogen gas is circulated past 
the back face of the porous electrode. Water 
formed by the cell reaction is evaporated into 
the gas stream. The stream is cooled to con- 
dense the water and the two phases are then 
separated. Water is pumped to storage while 
the jras stream is recirculated. 

HYDROGEN 
1_X ■OXYGEN 

FUEL 
CELL TO     .»-WATER TO 

COOLANT RADIATOR  STORAGE 

SEPARATOR 

FIGURE 46-16.—Hydrogen electrode processes in Bacon- 
type fuel cell. 

REGENERATOR 
BYPASS CS-Z5507 

FIGURE 46-17.—Schematic representation of Bacon-type 
fuel-cell system. 

A schematic diagram of the Bacon-type sys- 
tem is shown in figure 46-17. The hot, moist 
hydrogen stream leaving the cell warms the re- 
circulating gas stream and thus conserves heat. 
The stream is cooled to condense the water; the 
waste heat is transferred by a coolant to a space 
radiator for rejection. The two phases are then 
separated in a rotating separator capable of 
operating at zero gravity. The circulating gas 
serves as a means of transferring heat to the 
system radiator. 

As different as these systems are, they offer 
the same advantages for their respective mis- 
sions. The weight of the system and fuel re- 
quired is considerably less than the weight of 
the batteries needed to produce the same power 
output. In addition, both systems are capable 
of producing potable water as a byproduct, 
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which can be consumed by the astronauts. This 
byproduct yields a savings of several hundred 
pounds of payload on a mission of the Apollo 
type. Since the Apollo mission as originally 
conceived called for landing of the fuel cell on 
the lunar surface, a medium-temperature sys- 
tem has definite advantage with respect to heat 
rejection. The Gemini mission permits use of 
a low-temperature fuel cell. Advantage can 
therefore be taken of the lighter weight offered 
by the ion-exchange membrane system. 

Other types of fuel cells are under active in- 
vestigation. Eegenerative fuel cells are of in- 
terest, In these cells a simple energy source 
such as heat, light, or electricity is used to dis- 
sociate the cell product to reactants for recircu- 
lation. Since fuel cells offer a higher energy 
density than batteries, they may some day re- 
place batteries as an energy storage means for 
orbiting satellites. Electricity from the solar 
array could be used to electrolyze the water 
formed during the shade part of the orbit when 
the fuel cells are in use. 

Another interesting facet of electrochemical 
power generation is the biological generator. 
Biochemical fuel cells have received much pub- 
licity in the popular press lately. "While it is 
unlikely that the results obtained to date justi- 
fy the amount of attention received, biological 
systems may some day find use where long life, 
very-low-power output systems are required. 

Fuel cells offer attractive power systems 
where moderate power outputs are required 
over periods of days to several weeks. They 
offer a simple static generating device with 
highly efficient fuel utilization. They will con- 
tinue to be important over the next several 
years. 

CHEMICALLY  FUELED  ENGINES 

DANIEL T. BEENATOWICZ. Several 
types of chemically fueled engines are being 
considered for applications similar to those for 
fuel cells. The weight of these engines is esti- 
mated to be considerably less than the weight 
of the fuel cells, but they are less efficient and, 
therefore, consume more reactants. For peri- 
ods of operation up to a few days, the combined 
weight of engine and reactants is estimated to 
be less than that of a fuel cell and its react- 

ants. An engine could be used as a stand-by 
power unit to provide power while repairs are 
made on the main power system, as the main 
power supply on a vehicle like the Apollo lunar 
landing module, or as a portable power unit 
during lunar surface operations, for example, 
for digging postholes. 

SOLAR  HEAT COLLECTORS 

NEWELL D. SANDEBS. Stored chemical 
energy is not generally practical as a sustain- 
ing power source where the mission duration 
exceeds 2 weeks because of the great weight of 
reactants required. Examples of the longer 
duration missions are orbiting laboratories, 
manned lunar bases, and communications and 
weather satellites. The lifetimes of these mis- 
sions are measured in months or years. For 
these and similar missions, solar and nuclear 
power are needed. 

Perhaps the most important problem con- 
nected with the use of solar energy is the col- 
lection of the energy. The Sun's radiation at 
the Earth's orbit amounts to 125 watts per 
square foot. The efficiency of conversion may 
lie in the range between 3 percent to better 
than 15 percent. To produce 5 kilowatts, the 
Sun's energy must be collected from an area 
lying in the range of several hundred to more 
than 1000 square feet. The launching of such 
large-area reflectors can be accomplished only 
by using folding structures which can be placed 
in small packages for launching and later de- 
ployment in space. 

The use of thin-film solar cells on a flexible 
support, as described earlier, is a very promis- 
ing technique for producing power in the range 
of several tens of kilowatts. If good new ideas 
are forthcoming concerning deployment and 
orientation of acres of this material, power in 
the megawatt range may be possible. 

Collectors that concentrate the Sun's energy 
are required for thermodynamic or thermionic 
power systems as they are now conceived. A 
folding collector for the 3-kilowatt Sunflower 
system is shown in figure 46-18. The diameter 
is 32 feet. It consists of rigid petals made 
of 3-mil aluminum skin bonded to a i^-inch 
honeycomb core. The inner surface is formed 
to a paraboloid and is polished.    The assembled 
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mirror focuses the Sun's image into the mer- 
cury boiler (not shown) of the power-generat- 
ing system. The petals are hinged to the frame 
at the center and can be folded into a 10-foot- 
diameter shroud for launching. The specific 
weight of this collector is 0.26 pound per square 
foot. It is being made by the Thompson Kamo 
Wooldridge Corporation. 

A smaller 10-foot-diameter folding petal re- 
flector using a truss-and-skin-type structure is 
also being constructed by the Eyan Company. 
Its specific weight is 0.37 pound per square foot. 

A small 4-foot-diameter folding Fresnel re- 
flector has been made by the Allison Division 

FIGURE 46-18.—Furlable petal collector of aluminum 
foil bonded to honeycomb core. 

of General Motors. The Fresnel reflector re- 
sembles a serrated flat plate. This flat shape 
eases the problem of folding and storing and 
the serrations give rigidity to the reflector. The 
Allison unit is made by depositing nickel on a 
master and then coating the reflecting surface 
with aluminum. Its specific weight is 0.46 
pound per square foot. 

Collectors made of flexible inflatable plastic 
films are especially attractive because of the po- 
tential capability of very large size and small 
storage volume during launch. Figure 46-19 
shows such a collector made by Goodyear. It 
consists of segments or gores made of preshaped 
Mylar envelopes. The bundle at the bottom 
of the photograph illustrates the size of the col- 
lapsed   unit.   After  launching into   space,  a 

FIGURE 4G-19.—Inflatable rigidized collector of foam- 
backed aluminized Mylar. 

foaming plastic is injected into the gores and 
the collector is caused to take the desired shape. 
The rigid foam maintains the extended shape 
of the collector. The collector shown here is 10 
feet in diameter and the specific weight is esti- 
mated to be 0.2 pound per square foot for a 30- 
foot collector. 

The accuracies of the collectors, just dis- 
cussed, are expected to be satisfactory when the 
collectors are used with heat engines operating 
at relatively low temperatures near 1300° F. In 
the case of thermionic conversion devices, how- 
ever, much higher temperatures are required 
and reflectors of much greater accuracy are 
needed.    Small fixed reflectors might be de- 

FIGURE 46-20.—Solar thermionic power system. 
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veloped with the desired accuracy. A 9y2-foot 
rigid metal mirror is under development by 
by the Electro-Optical Systems Company. 
Several of these mirrors might be clustered as 
shown in figure 46-20 to give the desired power. 

In addition to the highly accurate shape 
required for the high-temperature systems, 
accurate pointing systems are required. 

NUCLEAR  REACTORS  FOR SPACE  POWER 

CHAELES A. BARRETT. A promising 
heat source, especially in the kilowatt and 
megawatt range, for a Eankine cycle system is 
an alkali-metal, cooled nuclear reactor. In 
most of the current concepts, a reactor loop is 
coupled to the Eankine cycle working loop 
through the heat exchanger. 

Fortunately for the space program, alkali- 
metal reactor technology has been developed 
for various military and commercial applica- 
tions so that it can be readily adapted for 
space nuclear powerplants. These reactors fall 
into two general classes: (1) a low-temperature 
system with a fluid-out temperature as high as 
1400° F and (2) a high-temperature system 
with a fluid-out temperature close to 2000° F. 
The cores in such reactors are quite small; they 
range from less than 1 foot in diameter (if 
spherical cores are used) in the lower-tempera- 
ture reactors to almost 2 feet in the advanced 
reactors. 

The low-temperature system uses either a 
sodium-potassium alloy or sodium as the cool- 
ant and conventional alloys such as stainless 
steels and nickel-base alloys as the clading and 
piping material. The fuel and moderator 
material is also fairly conventional. A major 
problem in such systems is to keep the oxygen 
and carbon contamination low enough in the 
reactor fluid that corrosion and subsequent 
plugging is not a problem. This involves 
proper purification analysis and handling of 
the alkali metal prior to loading the system and 
generally trapping the impurities in the metal 
or gettering the impurities while the system is 
in operation. Sources of contaminants within 
the system such as carbon in high-carbon steels 
must also be minimized. Because the problem 
can be so severe, continual monitoring of the 
system, usually by a plugging meter, is neces- 

sary. If such precautions are taken, these 
systems are very reliable. Current commercial 
powerplants are using this general type of 
reactor, such as Hallam in Nebraska and Fermi 
in Michigan, which are designed for many 
years' operation (though attended)—much 
longer than the 10,000 hours for space power 
systems. The original Sea Wolf submarine 
reactor was also this same type and was 
operated successfully to design conditions. 

Another problem at temperatures above 
1200° F, unique to the space powerplant reac- 
tors that are to be hydride moderated, is dis- 
sociation of the hydride moderator into free 
hydrogen. Some sort of coating is required to 
minimize diffusion. 

The advanced alkali-metal reactor was de- 
signed originally for the now defunct Aircraft 
Nuclear Propulsion program and was still in 
an early state of development. The originally 
designed lifetime was much shorter—of the 
order of 1000 hours. Because of the very high 
operational temperatures, a new fluid, lithium, 
had to be used as the reactor coolant. Because 
operating temperatures were close to 2000° F, 
conventional alloys had neither the strength 
nor corrosion resistance to hold up for even a 
few hours. In a sense this was fortunate be- 
cause the system was forced to use and develop 
the refractory metal columbium (chosen mainly 
because of its low capture cross section for ther- 
mal neutrons) which was a rare metal up to 
that time, 1956. It appeared that columbium 
had sufficient strength and corrosion resistance 
but also some limitations, which made develop- 
ment of such a system lengthy and costly. This 
advanced reactor now rechristened Snap-50, 
although quite promising, is far from being 
truly operational. 

Another possibility would be to use gas-cooled 
reactors with either helium or argon as the 
coolant. Little work has been done by the AEC 
on developing small compact gas-cooled reac- 
tors. Most of the development has been done 
on very large reactors for very high power 
levels. Scaling down both in size and power 
to compete with liquid-metal-cooled reactors 
does not seem likely at this time. 

The obvious problem in using a nuclear reac- 
tor, especially where human beings might be 
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in proximity, is that of shielding them from 
harmful radiation. The design of such a sys- 
tem must take this into consideration. The 
required shield is very heavy. Its weight ap- 
proaches 20 percent of the system weight. 
Wide separation of crew and reactor helps to 
minimize shield weight. 

Additional radiation-hazard problems are 
associated with launch and rendezvous. These 
problems must be considered in the selection 
of the power system. 

LOW-POWER  RANKINE CYCLE SYSTEMS 

THOMAS P. MOFFITT. Either a reactor 
or a solar heat source can be used for the 
Rankine power conversion system. Figure 
46-21 is a schematic diagram of a typical Rank- 
ine cycle utilizing a reactor as the heat source. 
The example shown is a'two-loop system: a 
liquid loop using a liquid metal as the heat- 
transport fluid between the reactor and the 
boiler, and a two-phase loop where a liquid 
metal is vaporized, expanded through the tur- 
bine producing power, condensed in the radi- 
ator, and pumped back to boiler pressure by the 
condensate pump. 

The main advantage of the Rankine cycle 
is that high conversion efficiencies are obtain- 
able, because both heat-transfer processes can 
be made to take place at essentially constant 
temperature. The cycle can thus approach 
Carnot efficiency, which is the theoretical limit 
between any two given temperatures. 

The reliability and life requirements of this 
type of system are very stringent.    The equip- 
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FIGURE 46-21.—Rankine cycle space power system. 

ment may have to run for years with unat- 
tended operation. The principal disadvant- 
ages of the Rankine cycle are related to the life 
problem. These disadvantages are the use of 
corrosive liquid metals as working fluids and 
the necessity of using rotating components in 
the conversion system. The implied problems 
become more acute with increasing tempera- 
tures, which are desired for the high-power 
systems of the future. 

Although the Rankine cycle is attractive in 
the multimegawatt range, it is competitive in 
the relatively low-poAver level, the multikilo- 
watt range. 

Systems under development in the low-power 
range include both nuclear and solar heat 
sources. Snap-2, which is a nuclear Rankine 
system, uses NaK, a sodium and potassium al- 
loy, as the reactor coolant liquid. The NaK, 
then, is the heat source to boil mercury, which 
drives the mercury-vapor turbine. It is de- 
signed to produce 3 kilowatts of electric power 
and operate with a maximum NaK tempera- 
ture of 1200° F at the reactor outlet. The only 
other nuclear Rankine space powerplant under 
development is Snap-8, which is similar to 
Snap-2, but is to produce 30 kilowatts of elec- 
tric power and operate at a higher reactor-outlet 
temperature, 1300° F compared with 1200° F 
for Snap-2. An example of a solar Rankine 
space cycle system under consideration is Sun- 
flower, which is shown in figure 46-22. The 
system utilizes a solar collector to concentrate 
solar energy to a mercury boiler. Because Sun- 
flower must operate continuously in the sun or 
shade, a stored heat source is requii*ed to boil the 
mercury during shadow time. Lithium hy- 
dride is used for this purpose. The boiler is 
contained within the lithium hydride thermal 
storage medium, which absorbs the collected 
heat during sun time and transfers its latent 
heat of fusion to the mercury while it freezes 
during shadow time. The system is to produce 
3 kilowatts of electric power and to operate at a 
maximum mercury-vapor temperature of 1250° 
F. The mercury technology and alternator 
from Snap-2 are to be used in Sunflower with 
minor changes in the power-conversion system. 

In the development of the Snap-2 and Snap-8 
systems, several major problems have arisen 
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FIGURE 46-22.—Sunflower. 

that were either unforeseen or of unforeseen 
severity. These problems are generally related 
to (1) bearing integration into a complex ther- 
mal package, (2) containment-material prob- 
lems involving corrosion and system contamina- 
tion, and (3) boiling heat transfer as affected by 
tube wetting, temperature, and pressure-drop 
distribution. 

BRAYTON   CYCLE  SYSTEMS 

DANIEL T. BEKNATOWICZ. Another cy- 
cle being given serious consideration is the re- 
generative Brayton cycle. Figure 46-23 depicts 
schematically  a  Brayton  cycle space  power- 
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FIGURE 46-23.—Regenerative Brayton cycle space power 
system. 

plant. In the Brayton cycle the working fluid 
remains gaseous throughout the cycle. Cold 
gas is compressed in the compressor and passes 
through a regenerator in which it is preheated 
by gas from the turbine exhaust. The gas is 
then heated to its maximum temperature in the 
reactor and is expanded through a turbine that 
drives the compressor and an electrical genera- 
tor. The gas then passes through the regenera- 
tor, where it gives up some of its heat to the gas 
leaving the compressor. More heat is given up 
in the radiator, and this heat is radiated to 
space. The cold gas enters the compressor and 
passes through the cycle again. 

A nuclear reactor is shown as the heat source ; 
gas passes through the reactor core. If a gas- 
cooled reactor is not suitable, a liquid-metal- 
cooled reactor could be used, with the liquid 
metal heating the gas in a heat exchanger. 
Also, a solar or chemical heat source could be 
used if either fitted the application better. 

For the same temperature limits the Brayton 
cycle is less efficient and requires a larger radia- 
tor than the Rankine cycle. For comparable 
performance, the Brayton cycle system must op- 
erate with a higher maximum temperature and 
would impose more difficult requirements on the 
heat source. The Brayton cycle is also very sen- 
sitive to compressor and turbine performance 
and pressure losses in the system, more so than 
the Rankine cycle. The Brayton cycle system 
is estimated to weigh more than the Rankine 
cycle system. For nonpropulsive power appli- 
cations, however, the weight of the powerplant, 
although important, is not of overriding im- 
portance. The absence of zero-gravity prob- 
lems with a single-phase fluid, the lack of corro- 
sion if an inert gas is used, and the large backlog 
of experience with turbomachinery suggest that 
quick development of a reliable Brayton system 
may be possible. A decision on whether to use 
a Brayton system will depend on the penalties 
in system weight and radiator size and on the 
ease of development relative to a Rankine 
system. 

POWER  FOR  ELECTRIC  PROPULSION 

DANIEL   T.   BERNATOWICZ.     It   was 
pointed out earlier that very lightweight long- 
lived powerplants capable of furnishing tre- 
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mendous amounts of power will be required 
for electric propulsion of manned interplane- 
tary spacecraft. Before these powerplants and 
associated problems are described, an indication 
of why there is enough interest in electric pro- 
pulsion to warrant undertaking such a difficult 
course is appropriate. 

The basic motivation can be seen from a 
simple consideration of rocket propulsion. 
Chemical rockets expel a large mass of material 
at moderate velocities. As the missions become 
more difficult, the mass of propellant becomes 
a very large fraction of the mass of the entire 
vehicle. Obviously, the way to improve the sit- 
uation is to increase the velocity of the expelled 
propellant, but in ordinary rockets the velocity 
is limited by the temperature to which the pro- 
pellant can be raised. For a given temperature 
limit, the velocity is higher for propellants of 
low molecular weight. One improvement over 
ordinary chemical rockets is the nuclear rocket, 
in which hydrogen is heated by a nuclear re- 
actor and expelled. In this system, the maxi- 
mum velocity is limited by the temperature that 
the reactor can tolerate. 

Charged particles can be electrically acceler- 
ated to very high velocities, up to near the speed 
of light. With electric acceleration, the pro- 
pulsion problem takes on different aspects. Be- 
cause the kinetic energy in the exhaust rises as 
the square of the velocity and the thrust only 
as the first power, the power added to the stream 
per pound of thrust increases linearly with 
velocity. In order that the power requirements 
be reasonable, low-thrust rockets can be used, 
and the mission objectives must be achieved by 
operating the thrustors for very long periods, 
perhaps continuously throughout the mission. 
In fact, for practical vehicles the thrust is so 
low that the acceleration is only 10"3 to 10"4 g. 
Such vehicles must be launched into orbit by 
chemical or nuclear rockets and then will pro- 
ceed to the planets using electric propulsion. 

Figure 46-24 shows the results of a study of 
a mission to send seven men to Mars. A nuclear- 
rocket vehicle is compared with an electrically 
propelled vehicle, both starting from an orbit 
around Earth. Initial gross weight of the vehi- 
cle is presented against the time required to 
perform the mission.    For a mission time of 
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FIGURE 46-24.—Study of seven-man mission to Mars. 

about 450 days, the powerplant specific weight 
must be 10 pounds per kilowatt or less to be 
superior to the nuclear rocket. If longer mis- 
sion times can be tolerated, heavier powerplants 
can be used. Then, however, the powerplant 
must operate for a longer period of time and 
the low specific weights are more difficult to 
achieve. The power level required is 10 to 30 
megawatts. 

The specific weights shown in this figure are 
extremely low. The specific weights of systems 
under development, for example, Snap-2, 
Snap-8, and Sunflower, range from 70 to 250 
pounds per kilowatt. Although enough infor- 
mation is not available to make accurate weight 
calculations for the advanced systems, studies 
indicate that such low weights may be possible, 
but only after enough technology is acquired to 
permit highly refined engineering design. Only 
two systems look attractive for this applica- 
tion, the nuclear Eankine turbogenerator sys- 
tem and the thermionic reactor system. 

HIGH-POWER  RANKINE  CYCLE  SYSTEMS 

THOMAS P. MOFFITT. Consider the high- 
power Eankine conversion system utilizing a 
reactor as the heat source. Such a closed cycle 
can reject waste heat to space only by radiation, 
which is an inefficient method from area con- 
siderations. Furthermore, the best systems 
available must reject more than 75 percent of 
the reactor thermal power as waste heat. Con- 
sequently, the radiators for large power systems 
become massive and may constitute up to 50 
percent of total system weight. Therefore, a 
system is required to maintain this weight with- 
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FIGURE 46-25.—Effect of turbine-inlet temperature on 
radiator area. 

in reason. Of the systems available, the 
Rankine cycle turboelectric system is the only 
one likely to yield lightweight systems in the 
near future. The principal unknown in the field 
of radiator design is the meteroid damage and 
protection required. This subject is discussed 
in the paper by Seymour Lieblein. 

The necessity of minimizing radiator weight 
specifies certain requirements on the system: 

(1) The system must operate at extremely 
high temperatures, 2000° F and higher. Figure 
46-25 shows the effect of turbine-inlet tempera- 
ture on relative radiator area, which is the par- 
ameter used to describe radiator weight. More 
than a fourfold difference in area exists between 
turbine-inlet temperatures of 1200° and 2000° F. 
This difference is due to the fact that radiation 
area is inversely proportional to the fourth 
power of the absolute radiation temperature. 
This fact, then, indicates the need for high sys- 
tem temperatures to achieve low system weight. 
The upper limit on temperature would be lim- 
ited by either the reactor or the rotating compo- 
nets within the turbine. 

(2) The system must use alkali metals as the 
working fluid. These metals appear to be the 
most attractive fluids from considerations of 
such things as heat-transfer characteristics, 
critical temperature, vapor pressure, and ther- 
modynamic properties. 

(3) Refractory-based alloys must be used as 
the fluid-containment material. At the extreme 
temperatures involved, the refractories appear 
to be the best materials to retain strength prop- 

erties and also afford corrosion resistance to the 
alkali metals. 

These requirements greatly magnify and gen- 
erate new problems not encountered in the 
development programs under way in the low- 
power field, such as the Snap programs previ- 
ously discussed. The problems result mostly 
from the higher temperatures involved and 
cover both the heat-transfer processes and the 
rotating components of the Rankine conversion 
system. 

Heat Transfer 

Although the alkali metals have long been 
recognized for their excellent heat-transfer 
characteristics, the data resulting from their 
use have been largely restricted to single-phase 
liquid flow at temperatures below 1600° F. 

Of more significance is the lack of data for 
two-phase heat transfer, notably forced-flow 
boiling. In the nucleate boiling regime, where 
very high heat fluxes are obtainable, the only 
data available are for nonflowing or pool boil- 
ing at temperatures less than 1600° F. Even 
here, the data can be scattered as much as an 
order of magnitude. There are no known data 
available for film boiling of the alkali metals, 
nor for the critical heating rate in the transi- 
tion from nucleate to film boiling. 

The two-phase problem is further compli- 
cated by the requirement of zero-g operation in 
space. Such problems as flow stability, phase 
separation, and keeping the desired phase on 
the heat-transfer surface are magnified. Tech- 
niques under investigation include the use of 
twisted ribbons and wires to sling the liquid 
phase outward to the heater surface, the gen- 
eration of vapors by flashing centrifugal sepa- 
rators, and the use of liquid condensers. 

There are extensive research programs under 
way at government laboratories, universities, 
and within the industry. These projects are ex- 
pected to provide much high-temperature heat- 
transfer data in the next 2 to 3 years. 

Rotating  Components 

Turbine.—There are three parameters asso- 
ciated with the turbine that have a gross effect 
on the radiator weight. These parameters are 
turbine-inlet   temperature,   turbine   efficiency, 
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FIGURE 46-26.—Effect of turbine efficiency on radiator 
area. 

and the condition of the vapor entering the tur- 
bine. It has previously been shown that more 
than a. four fold difference in radiation area 
exists with an 800° F difference in turbine-inlet 
temperature, which indicates the need for high 
turbine temperatures. 

The effect of turbine efficiency on radiator 
area is shown in figure 46-26. This figure shows 
the change in required relative radiator area 
for constant system power output at varying 
turbine efficiencies. As turbine efficiency in- 
creases from 50 to 100 percent, radiator area 
decreases by a factor of about 2y2. In view of 
the massive size of the radiator, it is apparent 
that high-performance turbines are a prerequi- 
site to lightweight systems. 

The condition of the vapor as it enters the 
turbine has an important effect upon the radia- 
tor weight. The vapor can either be super- 
heated above its boiling temperature, or it can 
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FIGURE 46-27.—Effect of superheat on radiator area. 

be saturated, that is, at its boiling temperature. 
At the saturated condition, the vapor will start 
to condense as soon as the pressure drops dur- 
ing the turbine expansion process. For a fixed 
limiting turbine-inlet temperature, figure 46- 
27 shows the effect of using saturated or super- 
heated vapor at the turbine inlet. A radiator 
area value of 1 represents a condition of satu- 
rated vapor at the turbine inlet. Increasing 
superheat from the saturated-vapor condition 
has a marked effect. For example, reducing 
turbine moisture at the exit from 14 to 4 per- 
cent by use of superheated vapor increases the 
radiator area by a factor of 1.5. Therefore, it 
appears desirable to use saturated or nearly 
saturated vapor at the turbine inlet. 

The requirements on the turbine of high tem- 
perature, high efficiency, and wet-vapor opera- 
tion impose many severe turbine design prob- 
lems if good performance and high reliability 
are to be achieved. 

A major factor affecting system reliability is 
the choice of proper materials of construction. 
Long-time strength properties are required for 
the refractory metals considered as containment 
material. In addition, if different materials are 
used in the rotating machinery system (shaft, 
bearings, rotors), a bimetallic condition will 
exist that could result in severe mass-transfer 
problems. Since little or no information exists 
on material long-time strength, corrosion re- 
sistance, and fabricability, many problems re- 
main to be solved. 

There are additional problems. For example, 
as the temperature and life requirements in- 
crease, allowable design stress decreases. Con- 
sequently, turbine-blade speeds must be reduced 
below present limits. This speed reduction re- 
sults in an increase in the number of turbine 
stages required to produce high efficiencies. Al- 
though the associated increase in turbine weight 
may not significantly affect gross system 
weight, such factors as bearing alinement, 
clearance allowance for thermal expansion, and 
moisture-removal techniques become more com- 
plex. Figure 46-28 illustrates the moisture 
formation within the turbine if the condensate 
is not removed as it forms. As noted, approxi- 
mately 14 percent liquid, by weight, may be 
present in the turbine exhaust. The turbine 
blade material must be able to resist the erosion 
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FIGURE 46-28.—Moisture formation within turbine with 
no moisture removal. 

damage that can be caused by the impinging 
liquid droplets. Condensation, in addition to 
affecting turbine life by erosion, also causes 
reduced turbine performance. The perform- 
ance loss has been estimated at 1 to 1.5 percent 
for each 1 percent of liquid present. 

The state of technology for alkali-metal- 
vapor turbines may be summarized as follows: 

(1) There are no performance data avail- 
able for vapor turbines, nor are there any 
data on moisture damage or its effect on per- 
formance. 

(2) There is very limited experience on 
two-phase flow7 of the alkali metals in the 
engineering-size facilities required for com- 
ponent investigations. 
(3) The vapor-property data required for 
the   turbine-design    phase    are   extremely 
limited. 
The present research programs include two 

experimental vapor turbines operating at inter- 
mediate temperatures (1600° F), one to be tested 
at Lew7is and the other by the General Electric 
Company. These studies will cover areas such 
as turbine design and performance, moisture 
formation and removal, moisture erosion dam- 
age, and turbine-life characteristics. A re- 
search study is also being conducted by the 
Atomic Energy Commission on the effects of 
alkali-metal erosion on materials. 

Pumps.—The functions performed by pumps 
in closed-loop systems include the circulation 
of high-temperature liquids and the raising of 
pressure to the level required by other com- 
ponents in the system. In the vapor loop of the. 
system, the working fluid experiences a change 

of phase, and a condensate pump must be used 
that is capable of pumping the alkali metal at 
or near boiling conditions. Under these con- 
ditions, the liquid will form vapor bubbles (or 
cavitate) in the pump impeller passages when 
its pressure is reduced below the vapor pressure 
corresponding to the inlet temperature. This 
formation and collapsing of the vapor bubbles 
can result in severe cavitation damage to the 
pump parts. The combination of pump cavita- 
tion damage and liquid-metal corrosion imposes 
a severe design problem for condensate pumps 
requiring long life reliability. 

The cavitation problem can be alleviated by 
moving the condensate away from its boiling- 
point before the pump inpeller inlet. One of 
two methods, or a combination of these methods, 
may be used. First, the condensate can be sub- 
cooled below its boiling temperature by the 
addition of heat-transfer area in the radiator. 
Figure 46-29 shows the effect of subcooling on 
additional radiator-area requirements. Ap- 
proximately 200° to 300° E of subcooling is re- 
quired to substantially remove the condensate 
away from boiling for the alkali metals of inter- 
est. Required radiator size must, then, be in- 
creased about 8 percent. The second method 
of moving the condensate away from its boiling 
point is to prepressurize the liquid above the 
vapor pressure corresponding to the inlet tem- 
perature. Figure 46-30 shows a schematic 
diagram of a typical inducer used for such a 
purpose. The inducer is designed to gently 
raise the pressure of the incoming liquid above 
vapor pressure before entering the impeller pas- 
sages. This type of pump has potential, but 
its effectiveness in liquid-metal pumps has yet 
to be determined. Another method of prepres- 
surizing the liquid is presented in figure 46-31, 
which shows a combination jet centrifugal 
pump used to boost the inlet pressure by a mo- 

12 

INCREASE      8 
IN RADIATOR 

AREA, 4 

CS-25566 
IOO 200        300 

SUBCOOLING, °R 
400 

FIGURE 46-29.—Effect of subcooling on radiator area. 
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FIGURE 46-30.—Typical inducer for prepressurizing 
liquid. 

mentuni exchange with high-pressure liquid 
from the centrifugal-pump discharge. Ap- 
proximately half of the flow through the cen- 
trifugal pump is recirculated through the jet 
pump. Even with this device, some radiator 
subcooling will be required to prevent cavita- 
tion in the jet pump. 

The state of technology for alkali-metal con- 
densate pumps is as follows: 

(1) Experience has been primarily for 
single-phase-flow circulating pumps oper- 
ating at intermediate temperatures (1500° 
F). 

(2) Only very limited performance data 
exist for condensate pumps operating under 
eavitating conditions with alkali metals. 

(3) There is no information on the inter- 
action of cavitation damage and alkali-metal 
corrosion. 

(4) No accurate method exists for predict- 
ing cavitation damage rate, even for simple 
fluids such as water. 
Figure 46-32 shows an example of one of the 

many projects under way to investigate cavita- 
tion in condensate pumps.    This particular test 

CONDENSATE 
FLOW 

FIGURE 46-31.—Typical jet centrifugal pump for pre- 
pressurizing liquid. 

FIGURE 46-32.—Pump inducer operated in Lewis water 
tunnel. 

rig uses water as the test fluid. A transparent 
casing is used in conjunction with a synchro- 
nous light source and camera to study cavitation 
as affected by operating conditions. 

MATERIALS FOR  RANKINE CYCLE SYSTEMS 

CHARLES A. BARRETT. The three princi- 
pal materials problem areas for nuclear Ran- 
kine systems are the reactor, the boiler, and 
the radiator. In the low-temperature systems 
(typified by Snap-2 and Snap-8), the reactor 
and the radiator do not appear to be a major 
problem. In this system, the mercury boiler 
presents the problem. A boiler alloy must com- 
bine suitable strength, weldability, and fabri- 
cability along with good corrosion resistance to 
boiling mercury on the inside and sodium- 
potassium from the reactor on the outside. The 
problem of corrosion is not only the eating away 
of the wall in the boiler but also the carryover 
of corrosion products to small passages down- 
stream in the system, such as bearing passages. 
Figure 46-33 indicates the possible magnitude 
of this problem. The figure shows boiling re- 
flux corrosion capsules, which were machined 
from three conventional alloys that were of in- 
terest as a Snap-8 boiler material. Figure 46- 
33(c) is the high-strength, highly alloyed, duc- 
tile, cobalt superalloy HS-25.    In the center is 
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(a) Sicromo9M. (b) Stainless steel304. (c)HS-25. 

FIGURE 46-33.—Mercury compatibility capsules after 1000 hours at 1200° F. 

the conventional austenitic stainless steel 304. 
In figure 46-33(a) is the high-chromium mar- 
tensitic boiler alloy Sicromo 9M. These cap- 
sules are approximately 2 inches long and y2 

inch in diameter with a 40-mil wall. The cap- 
sules were etched on the inside and then filled 
approximately one-third full with high-purity 
mercury. They were then evacuated and sealed 
under high vacuum by an electron beam welder. 
The capsules were then placed in small furnaces 
and heated for 1000 hours at 1200° F. There 
is a slight gradient of 20° to 40° F between the 
boiling interface and the tops of the capsule. 
The liquid region quickly becomes saturated 
with the more soluble elements such as nickel 
and chromium.    The vapor condenses on the 

cooler top part of the capsule and runs down 
the wall. This virgin liquid continuously 
leaches out the more soluble elements and builds 
up a deposit at the boiling interface. This 
buildup is greatest in the heavily alloyed HS- 
25, less so in the 304, and very low in the 9M. 

The photomicrographs below each capsule in 
figure 46-33 are cross sections in the heavily 
leached condensing areas at an original magni- 
fication of 250 diameters. The white portion is 
the unetched metal and its lower edge is the 
mercury-metal interface. The porous area in 
the HS-25 photomicrograph is the heavily 
leached area. The 304 stainless steel shows more 
of a grain-boundary-type leaching, while the 
9M is much less attacked.   The 9M still would 
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generate some buildup, and its creep strength is 
too low to be used in the boiler. 

Although these capsule studies cannot truly 
simulate the corrosion conditions in an actual 
boiler, they do indicate that these and similar 
alloys are quite corrosion prone with mercury. 

It was hoped that conventional alloys such as 
these general-type steels or superalloys could be 
used as boiler-tube alloys in such systems. The 
experimental indications, however, are that too 
large an amount of corrosion products is gen- 
erated. The present approach, therefore, is to 
use refractory-metal-lined boilers (such as co- 
lumbium or tantalum), which by their very na- 
ture are virtually insoluble in mercury and gen- 
erate no corrsion products. This refractory al- 
loy must be clad with stainless steel, however, 
for suitable strength and compatibility with the 
reactor materials and fluid. The major prob- 
lems in this clad-boiler concept are the making 
of reliably bonded, clad, stainless steel—refrac- 
tory-metal tubing and the ease and reliability 
of welding such tubing. 

In the advanced system with reactor operat- 
ing temperatures close to 2200° F and boiler 
temperatures close to 2000° F, the reactor, the 
boiler, and the radiator all present formidable 
problems. In such systems the reactor will set 
the upper limit. At the present state of the art, 
a reactor-fluid outlet temperature of 2000° F to 
the boiler seems reasonable. 

For these very high temperatures, none of 
the conventional stainless steels or nickel- or 
cobalt-base alloys are satisfactory. An upper- 
limit temperature of 1500° F is set not by low 
strength or excessive corrosion but rather by 
excessive vaporization in the vacuum of space. 
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This effect is shown in figure 46-34. Virtually 
all the conventional high-temperature alloys 
contain chromium for oxidation resistance in 
air. In vacuum, however, chromium has an 
extremely high vapor pressure, above 1500° F. 
In an alloy, it would tend to diffuse to the sur- 
face and evaporate (or boil away) provided 
that it was not combined somehow—perhaps as 
a carbide. Even if chromium could be elimi- 
nated, the evaporation temperature of iron and 
nickel at 1800° F is close to that of chromium 
at 1500° F, and this proximity would tend to 
place a temperature limit here. The lower the- 
oretical curve in figure 46-34 is typical for any 
chromium-containing alloy and shows that for 
10,000 hours at 1500° F, 100 mils of chromium 
would be depleted; this amount is greater than 
any contemplated boiler-wall thickness. 

The advantage of using the refractory metal 
columbium is also shown on figure 46-34. One 
of the advantages of the refractory metals 1 is 
their very low vapor pressures at 2000° F. As 
long as columbium, for example, is alloyed with 
other refractory metals or metals such as zir- 
conium, hafnium, or vanadium, evaporation is 
not a problem. The curve in the figure shows 
that vanadium in a columbium alloy (again as- 
suming ideal solution and nondiffusion con- 
trol) would not give 100 mils depletion in 10,000 
hours until a temperature of 2500° F was con- 
sidered. For this reason, as well as strength 
and corrosion considerations, the refractory 
metals and their alloys are necessary in the 
reactor and the boiler. For overall system 
compatibility, the same metals may have to be 
used in the radiator also, even though its use 
temperature may be as low as 1300° F. 

Fortunately, the old Aircraft Nuclear Pro- 
pulsion Program (ANP) developed a suitable 
high-temperature, compact liquid-metal reac- 
tor using the refractory metal columbium. The 
reliability of such a reactor for the long 10,000- 
hour life along with adequate corrosion resist- 
ance must be proven. 

The advanced boiler presents a formidable 
problem. It involves literally thousands of 
feet   of   high-quality,   small-diameter,   thin- 

'FIOTJKE 46-34.—Calculated depth of vaporization deple- 
tion for typical high-temperature alloys in space. 
Ideal solution and nondiffusion control assumed. 

1 Refractory metals may be arbitrarily defined as 
the transition metals columbium, tantalum, molyb- 
denum, tungsten, and rhenium with melting points 
over 4000° F, exclusive of the platinum group metals. 
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walled tubing that must be butt welded in suit- 
able locations to make numerous helixes and 
then attached to a header with many high-relia- 
bility welds. The alloy to be used is still 
in doubt. Presumably columbium—1-percent- 
zirconium alloy will be used as tubing because 
a great deal of fabrication and corrosion experi- 
ence was obtained with it during the ANP pro- 
gram. There is some question of whether it 
has the long-time creep strength and corrosion 
resistance needed for space power systems. 
There may be an embrittlement problem on 
welding also. Other refractory-metal alloys 
based on columbium and tantalum are currently 
being developed which, supposedly, have better 
overall tubing properties than columbium— 
1-percent-zirconium alloys. These alloys must 
still be further evaluated. 

A major problem with columbium and tanta- 
lum alloys (as with all refractory metal alloys) 
is not only that they oxidize catastrophically 
at elevated temperatures, so that they cannot 
be tested in air unless coated or clad, but also 
that they dissolve large quantities of gases like 
oxygen when exposed at high temperatures. 
They are "getters" and essentially act as pumps 
to pick up these gases. These gases change the 
properties of the alloys drastically, change their 
fabricability, weldability, creep strength, and 
resistance to alkali-metal corrosion. The main 
problem in testing these alloys is to provide 
conditions under which their properties are not 
being altered by their test environment. This 
probably means testing in ultrahigh vacuums, 
which is not only expensive but, because so few 
test facilities are available, gives rise to long 
delays in securing design data. In addition, 
the turbine problem exists for which long-time 
detailed corrosion, erosion, and especially creep- 
rupture data must be obtained. 

Strength curves for refractory metal alloys 
are shown in figure 46-35. The lower curve 
is for the columbium tubing alloy columbium— 
1 zirconium and is shown in comparison with 
the cobalt-base alloy HS-25. Most of the ad- 
vanced tubing alloys fall between the cohun- 
bium-1-zirconium and the tantalum-10-tung- 
sten alloys.   It shows that the hoop stress gen- 
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FIGURE 46-35.—Strength requirements for advanced 
space power systems. Turbine hoop stress at tem- 
perature of 1000° F. for potassium. 

erated in the boiler at 1900° F by potassium 
should not cause rupture of two possible sizes 
of boiler tubing in 10,000 hours. These curves 
are extrapolated from short-time data (from 
100 to 300 hr) and from higher level stress 
data. The data must be verified for long times 
and low stresses before they can be used in an 
actual system. 

More important than rupture data are low- 
stress creep data, which must be obtained for 
tubing alloys before they can be used. 

The dashed line at 20,000 psi represents a 
turbine stress, and here a whole new class of 
very-high-strength refractory metals are 
needed. Fortunately, high-strength tungsten 
and molybdenum alloys can also be considered. 
These alloys, because of their limited ductility 
and fabricability, as yet have not been consid- 
ered for tubing. Here, also, long-time rupture 
and creep data are very meager. 

Even the existing data for columbium and 
tantalum alloys are questionable, for it is not 
known how the environment affected the re- 
sults. Obviously, a detailed testing program is 
needed, not only in ultrahigh vacuum but 
eventually in the alkali-metal environment. 

Compounding the problem of contaminating 
the refractory alloy is that of contaminating 
the alkali metal, which must be purified, ana- 
lyzed, and transferred all under high vacuum 
wherever possible to minimize the pickup of 
deleterious gases. 
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In summary, in the advanced systems an en- 
tire new technology exists that involves alkali 
metals and refractory metals where a contam- 
ination-free environment is an absolute must. 
For the alkali metals, such as potassium, 
rubidium, and cesium, there is little purifica- 
tion, analyzing, and handling experience. 
High-reliability tubing using tantalum- and 
columbium-base alloys is still in an early state 
of development, It will also be necessary to 
run complicated corrosion and component test 
loops, which as yet have not been run success- 
fully, even at lower temperatures under easier 
test conditions. Obviously, a great deal of re- 
search is needed before such a system can be 
seriously considered. 

Additional materials problems exist in the 
pump and alternator, along with bearing prob- 
lems in the various rotating components. 

Finally, the radiator presents, for the ad- 
vanced system, the third major problem area. 
Here must be fabricated literally thousands of 
feet of refractory-metal-alloy tubing (colum- 
bium or perhaps vanadium base) over which 
is clad a bumper-finned material of pyrolytic 
graphite or beryllium, both extremely brittle 
and difficult to fabricate and of uncertain com- 
patibility with columbium or vanadium. Pro- 
ducing a reliable radiator of several thousand 
square feet of this combination of material, 
with the numerous brazed or welded joints hav- 
ing the required reliability, is extremely diffi- 
cult. For this reason, the radiator appears to 
be the most severe problem in the advanced 
system, at least from a materials standpoint. 

THERMIONIC  CONVERTERS 

A. E. POTTER, JR. As stated previously, 
another technique for converting reactor ther- 
mal energy to electric power involves the use 
of thermionic converters. The essential fea- 
tures of a thermionic converter are shown in 
figure 46-3G. It consists of a high-temperature 
electron-emitting surface (the cathode) and a 
lower-temperature electron-collecting surface 
(the anode). The number of electrons boiling 
off the hot emitter is greater than the number 
from the cooler collector, so that a charge builds 
up on the collector.    This charge or voltage can 
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FIGURE 46-36.—Thermionic converter. 

be used to drive current through an external 
load. 

The thermionic converter has several attrac- 
tive features for space power. It can be quite 
efficient, converting up to 17 percent of heat to 
electricity. It is small and compact. It op- 
erates at high temperatures, 2000° to 3000° F. 
High operating temperatures for heat engines 
working in space are a great advantage, since 
high temperatures mean small and lightweight 
radiators. 

Although the principle of the device is old— 
Edison held the first patent on a thermionic 
generator—it is only recently that practical con- 
verters have been made, and the device is not 
yet completely perfected. The bulk of the re- 
search on thermionic converters has been aimed 
•at improving efficiency. The principal route 
to improvement of efficiency has been to reduce 
space charge between the electrodes. Space 
charge limits current flow between the elec- 
trodes. Two good methods of reducing space 
charge have emerged. One is to reduce spacing 
between the electrodes to less than 0.004 inch. 
This reduces space charge, but makes the device 
difficult to fabricate in large sizes. Another 
way of reducing space charge is to introduce 
cesium vapor between the electrodes. This pro- 
cedure seems to be the most useful method yet 
devised, although research is continuing to find 
still other ways of reducing space charge. 
Another route to improved efficiency is to reduce 
heat losses by conduction through the sealing 
material and radiation losses across the elec- 
trode gap. Choice of electrode materials 
having the proper work functions is also impor- 
tant in achieving highest efficiencies.   When 
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properly used, cesium vapor plays a dual role, 
not only suppressing space charge, but also ad- 
justing the work function of the collector to a 
suitably low value by means of partial absorp- 
tion of cesium on the collector surface. 

The remainder of research in thermionics can 
be classified as research on the lifetime of the 
device. Some of the problems are the follow- 
ing. Evaporation of electrode material from 
the emitter and its subsequent deposition on the 
collector can eventually build up needlelike de- 
posits, which can short out the device. If 
cesium is used to suppress space charge and 
control work function, it corrodes the sealing 
materials and may eventually cause a leak. If 
no cesium is used and close-spaced electrodes 
are employed to suppress space charge, creep 
and flow of the electrodes will eventually alter 
the spacing from its optimum value. The gen- 
eral problem of maintaining the device in op- 
eration for 10,000 to 20,000 hours at 2000° to 
3000° F is a difficult problem. Progress is slow, 
although some 3000° F converters have been 
operated for 1000 hours. 

When the practical difficulties associated with 
the use of the thermionic converter are over- 
come, it seems likely that its major use in space 
will be in conjunction with a very-high-temper- 
ature nuclear reactor to provide power in the 
megawatt range. 

THERMIONIC-REACTOR  POWER SYSTEM 

DANIEL T. BEKNATOWICZ. Several ways 
exist in which thermionic converters can be in- 
corporated into a system, but the most promising 
way is to put the converters into the reactor 
core, integral with the fuel elements. Figure 
46-37 is a schematic diagram of a thermionic 
reactor system. Cylindrical thermionic con- 
verters are connected in series and are stacked 
inside tubes. The central region of each con- 
verter is filled with nuclear fuel. The surface 
of the fuel can is the emitting surface. Co- 
axial with the emitter is the collector, and the 
space between the electrodes is filled with low- 
pressure cesium vapor. Between the wall of 
the containment tube and the collector is a layer 
of electrically insulating material to prevent 
short circuiting of the converters. Heat gen- 
erated in the nuclear fuel maintains the emitter 
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FIGURE 46-37.—Thermionic-reactor power system. 

at a high temperature. The collector is cooled 
by conduction through the insulator and the 
tube wall. The tube wall is cooled by a liquid 
metal, which probably will be lithium. 

Several hundred of these tubular thermionic 
fuel elements are assembled into a reactor core. 
Liquid-metal coolant is pumped through the 
core assembly and the heat is rejected in a 
radiator. 

Because only the fuel and the emitter operate 
at the maximum temperature, it is reasonable to 
expect that this system can operate at higher 
temperatures than the Rankine cycle system, in 
which the liquid metal and the turbine are ex- 
posed to the maximum temperature. Also, the 
small number of moving parts in the thermionic 
system suggests high reliability. If an electro- 
magnetic pump, which is composed only of static 
elements, is used, moving parts are needed only 
in auxiliary equipment, such as the reactor con- 
trol system. 

Studies of the thermionic systems as well as 
the Rankine cycle system are based on informa- 
tion inadequate to justify a selection of one sys- 
tem over the other at this time. Weight esti- 
mates, however, indicate that the thermionic 
system may be lighter than the Rankine cycle 
system. 

Although the potential for the thermionic 
system is high, difficult problem areas and seri- 
ous deficiencies in knowledge and technology 
are recognized. The very feature that makes 
the thermionic reactor system appear so attrac- 
tive, that is, that the heat source and the energy 
conversion device are closely integrated, com- 
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pounds the engineering problems. Informa- 
tion on nuclear fuels, seal and insulator mate- 
rials, and fabricating techniques is not sufficient 
to assure that the converters can operate relia- 
bly for years at high temperature under the in- 
tense radiation in the reactor core. Also, little 
work has been done on systems of converters. 
Several thousand converters will be connected 
in a series-parallel network in the system de- 
scribed here. Because of reactor heat-genera- 
tion characteristics, there will be a variation in 
temperature among the converters. How seri- 
ously this variation will affect the performance 
of the system as a Avhole has not been estab- 
lished. There may also be electric oscillations 
or large stray currents in such a large network. 
Furthermore, thermionic converters are low- 
voltage d-c devices. Power conditioning equip- 
ment will be needed to raise the voltage to the 
several thousand volts d-c required by the elec- 
tric propulsors. The weight of tliis equipment 
may be a substantial part of the total weight- 
Nevertheless, the high performance that may 
bo possible for the thermionic reactor system 
certainly justifies undertaking the solution of 
these many problems. 

CONCLUDING  REMARKS 

NEWELL D. SANDERS. The long dura- 
tions of space missions place severe require- 
ments upon space power systems. Trips to the 
planets will take 1 or 2 years or perhaps more. 
Elaborate satellites such as those being planned 

for communication, weather observation, and 
space stations are expensive to build and launch. 
A long life, at least a year, is a requirement with 
respect to economy and practical operation. 

This requirement of a long life without atten- 
tion has a profound effect upon the course of de- 
velopment. Many paths may be pursued in the 
initial laboratory and bench investigations of 
components and breadboard systems. A tre- 
mendous gap exists, however, between the bench 
proof of performance and the actual achieve- 
ment of a flyable power system with the desired 
lifetime. The development cost involved in 
crossing the gap is measured in tens of millions 
of dollars for even the simplest systems. In the 
case of the very large multimegawatt systems, 
the development cost will be hundreds of 
millions. 

Because of the great cost and the drain on 
technical manpower, unwise choices of systems 
for development will impede seriously the space 
program. Technical information is absolutely 
necessary for making these decisions. The 
technical information must be provided by a 
broad-based program of research and prelimi- 
nary development in critical areas. 

In the light of the foregoing discussion and 
because of the many unsolved technological 
problems that were discussed in earlier portions 
of the paper, it is concluded that a healthy 
program of supporting research is absolutely 
necessary to a successful program of space 
power development. 
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Introduction 
By Wolfgang E. Moeckel 

The NASA program of research and devel- 
opment in the field of electric propulsion is 
aimed at eventual use of electric rockets for 
propulsion of unmanned and manned space 
vehicles, primarily for interplanetary missions. 
There are several other promising applications, 
such as control of the orientation and orbit of 
Earth satellites and propulsion of lunar supply 
vehicles, but many mission studies have shown 
that electric propulsion is most attractive for 
missions beyond the Moon. 

This attractiveness, however, depends on the 
attainment of certain goals with regard to 
weight and performance. Perhaps the most 
critical of these goals is that of developing 
electric-power generation systems with low 
enough weight per unit electric power pro- 
duced and with long enough lifetime. Many 
of the problems involved in developing such 
systems have already been discussed, but one 
of the most difficult, namely, the radiation of 
waste heat, will be discussed in one of the fol- 
lowing papers. 

The importance of low specific powerplant 
weight is illustrated in figures 1 and 2. Fig- 
ure 1 shows the payload ratio as a function of 
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FIGURE 1.—Interplanetary probe missions.    (Numbers 
beside curves are specific weight, lb/kw.) 

FIGURE 2.—Payload ratio for Mars round trip. 
Mars, 50 days. 

trip time for scientific probe missions to Mars 
and to Jupiter. In this payload ratio, the ini- 
tial weight is that of the electrically propelled 
vehicle launched into a low Earth orbit; and 
the payload is the weight, exclusive of electric 
power, delivered into the Mars or Jupiter orbit. 
For electrically propelled vehicles, no addi- 
tional power supply is required for communica- 
tion and payload operation, so that the actual 
payload advantage of electrically propelled ve- 
hicles is correspondingly enhanced by the 
amount of weight that would be required to 
provide adequate nonpropulsive power with 
other propulsion systems. For many space- 
probe missions, the availability of large 
amounts of electric power should prove to be 
invaluable in increasing the amount and the 
variety of data that can be accumulated and 
transmitted in a single mission. Among the 
possibilities, for example, is continuous tele- 
vision transmission from a mobile vehicle on 
the surface of Mars or Venus. 

Figure 1 shows that reasonable payloads can 
be carried to Mars and Jupiter with specific 
weights as high as 50 pounds per kilowatt. 
These specific weights are in terms of pounds of 
powerplant weight per kilowatt of power in the 
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propulsive jet. They therefore include the in- 
efficiencies of the electric rocket (also called 
thrustor) in converting electric power into jet 
power. The specific weights of the power gen- 
eration system (in lb/electric kw) are the values 
shown in this figure divided by the thrustor 
power efficiency. The figure shows that large 
reductions in trip time are possible as specific 
weight is reduced. 

Shown for comparison are values of the pay- 
load ratio obtainable with a nuclear rocket with 
a specific impulse of 850 seconds and a power- 
plant weight about 10 percent of the initial 
vehicle weight. The nuclear rocket is com- 
petitive with electric propulsion systems having 
specific weights greater than 10 to 20 pounds 
per kilowatt for the Mars trip and somewhat 
higher for the Jupiter mission if the required 
electric powerplant for the payload and com- 
munication is neglected. A similar comparison 
for the more difficult Mars round-trip mission 
is shown in figure 2. This mission corresponds 
approximately to a manned exploration expedi- 
tion except that the payload in the case shown 
has been assumed to be fixed, whereas for an 
actual manned mission, supply consumption en 
route and the abandonment of the Mars landing 
vehicle should be considered. These more de- 
tailed calculations, however, yield the same 
relative weights as those given in figure 2, 
where results are given in terms of ratios that 
are independent of abolute size. The conclu- 
sion to be reached from figure 2 is that manned 
missions to Mars can be accomplished with 
greater payload ratios (less initial weight) 
with electric rockets than with nuclear rockets 
if powerplant specific weights of the order of 
10 pounds per kilowatt can be attained. Nuclear 
rockets, however, can achieve shorter total mis- 
sion time unless the specific weight of electric 
rockets is reduced to 5 pounds per kilowatt or 

less. 
Figures 1 and 2, then, illustrate the goals of 

electric propulsion systems with regard to 
specific weight, i.e., less than 50 pounds per 
kilowatt for interplanetary probes, and less 
than 10 pounds per kilowatt for the higher- 
power manned interplanetary missions of the 
more distant future. The figures also show the 
very large savings in trip time that are possible 

if specific weight can be greatly improved. 
The very low values of specific weight shown in 
figures 1 and 2 may be considered academic 
with regard to power generators now under 
development. Mr. Edmund Callaghan, how- 
ever, discusses two propulsion systems for 
which values of specific weight in the range of 
1 pound per kilowatt or less appear theo- 
retically possible. 

The specific weights discussed are, as men- 
tioned before, the weights per kilowatt of jet 
power. If the efficiency of the thrustor in con- 
verting electric power into jet power is very 
high, these values are close to those for the 
weight per kilowatt of electric power gen- 
erated. An inefficiency in the thrustor effec- 
tively degrades the specific weight of the entire 
propulsion system. Another performance goal 
in electric propulsion research is therefore high 
efficiency in conversion of electric power into 
thrust. 

As will be pointed out in subsequent papers, 
the efficiency of electric thrustors is a strong 
function of the specific impulse, or jet velocity, 
produced. Consequently, the range of specific 
impulse required for contemplated space mis- 
sions must be known. As shown in table I, this 
range can be determined roughly from the total 
impulse required for the mission and the allow- 
able ratio of propellant weight to initial weight. 
For satellite orientation and orbit control, the 
total impulse, even for several years of opera- 
tion, can be quite low, but the propellant ratio 
must also be low.    For the remaining missions, 

TABLE I.—Specific Impulse Range for Electric 
Propulsion Missions 

Mission (constant-thrust) Typical total Typical specific 
impulse, ajt,, sec impulse, °I, sec 

Satellite orbit 
control.        30-100 300-5000 

Mars and Venus 
orbiters 1000-3000 2000-6000 

24-Hr satellite 
orbit  500 1000 

Mars and Venus 
round trips . 2500-6000 5000-12,000 

Jupiter orbiter 
(106 mile orbit) 3000 6000 

F _ FtlWp       ai total impulse , 
*/=:j|7 ~WpjWo~ WplWc"propellant ratio 
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FIGURE 3.—Specific impulse program for constant-power 
Mars round trip. Total trip time, 500 clays; specific 
powerplant weight, 10 pounds per kilowatt. 

where electric rockets are the primary propul- 
sion system, propellant weight ratios in the 
neighborhood of 0.5 are allowable. Table I 
shows that, for const ant-thrust missions, a large 
range of specific impulses from below 100 to 
over 10,000 seconds is needed. 

Shown in figure 3 are the specific impulses 
required during a round-trip Mars mission. 
These values are for a particular family of tra- 
jectories for which the total power is constant, 
but specific impulse and thrust are allowed to 
vary. Trajectories of this type are somewhat 
more efficient with regard to propellant con- 
sumption for a given trip time than constant- 
thrust trajectories. Figure 3 shows that, to fol- 
low such trajectories, thrustors that can operate 
efficiently over a very wide range of specific 
impulse from 2000 through 40,000 seconds are 
needed. 

Table I and figure 3 show that the further 
goal of electric propulsion research should be 
to develop thrustors that can operate with high 
efficiency over a range of specific impulses from 
below 1000 to above 40,000 seconds. It is doubt- 
ful whether such a range can be covered effi- 
ciently with a single type of thrustor. Conse- 
quently, research is proceeding on several 
varieties of electric thrustor, which will be de- 
scribed subsequently. 

Another major goal of electric propulsion re- 
search is a very long, reliable operating lifetime 
for all components of the system. The diffi- 
culty of achieving this goal for lightweight 
power-generation equipment was discussed in 
the Space Power Session. These problems are 
reviewed and elaborated upon by Mr. Lieblein, 
particularly with regard to the radiator prob- 

lem for systems that use a closed thermody- 
namic cycle. The need for long lifetimes with 
electric propulsion systems stems mainly from 
the fact that they are basically low-thrust sys- 
tems. Since the power delivered by the jet is 
the product of thrust and jet velocity, it is 
evident that, for any given power level, thrust 
decreases as jet velocity or specific impulse in- 
creases. Furthermore, for a closed thermody- 
namic cycle, the weight required to generate a 
given power level is much greater than for open 
cycles such as in chemical or nuclear rockets. 
Consequently, thrust is reduced and weight is 
increased to achieve the high specific impulses 
possible with electric propulsion systems. Thus 
to achieve a given total impulse (thrust multi- 
plied by propulsion time) needed for a mission 
requires greater propulsion time as thrust is 
reduced and weight is increased. Typically, for 
specific weights of the order of 10 pounds per 
kilowatt at 10,000 seconds specific impulse, the 
ratio of thrust developed to weight of the 
powerplant is of the order of 5X10-4. These 
low thrust-weight ratios require that thrust be 
applied for months, or almost continuously, 
throughout an interplanetary mission. Life- 
times of the order of 1 year are therefore a goal 
in electric propulsion research. 

To summarize these goals, extensive use of 
electric propulsion for space missions requires 
development of power-generation equipment 
with specific weights less than 50 pounds per 
kilowatt for unmanned probe missions and less 
than 10 pounds per kilowatt for manned inter- 
planetary missions. 

Also required are thrustors capable of operat- 
ing at high efficiency (greater than 70 percent, 
e.g.) over a range of specific impulses from 1000 
to over 10,000 seconds. Also, all components 
of the electric propulsion system should operate 
reliably for periods of time of the order of 1 
year or longer. 

SYMBOLS 
aQ F/W0 

F thrust, lb 
/ specific impulse, sec 
R, radius of satellite orbit 
t time, sec 
W0 initial vehicle weight, lb 
Wv propellant weight, lb 
a specific powerplant weight, lb/kw 
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47. Special Requirements on Power Generation 
Systems for Electric Propulsion 

By Seymour Lieblein 

SEYMOUR LIEBLEIN, Chief of the Flow Processes Branch of the NASA Lewis 
Research Center, is currently involved in research on waste-heat rejection 
systems for space powerplants. He received his B.S. degree in Mechanical 
Engineering from the City College of New York in 19U and his M.S. degree 
in Aeronautical Engineering from, Case Institute of Technology in 1952. He 
received the NACA Exceptional Service Medal in 1957 for his toork in jet 
engine and compressor research. Mr. Lieblein is a member of the Institute 
of the Aerospace Sciences, the American Society of Mechanical Engineers, the 
American Rocket Society, and the American Astronomical Society. 

INTRODUCTION 

In the preceding paper, Mr. Moeckel describes 
briefly the long-range electric propulsion mis- 
sions contemplated by NASA. In the Space 
Power Session, power generation systems and 
some of the problems involved in their develop- 
ment for space application are discussed in gen- 
eral. A further discussion of the powerplants 
required specifically for long-range interplane- 
tary missions in which electric rockets are used 
is presented herein. 

POWERPlftNT 
SPECIFIC 
WEIGHT, 
LB/KW 

200 400 600 800 
TOTAL TRIP TIME, DAI'S 

FIGURE 47-1.—Electric powerplant specific weight for 
equal payload weight for nuclear rocket and electric 
rocket. 

The requirements placed on powerplants for 
advanced electric propulsion missions can best 
be summarized as shown in figure 47-1 for the 
sake of reiteration. Powerplant specific weight 
in pounds per kilowatt of jet power is plotted 
against total trip time for equal payloads for 
electric rockets and nuclear rockets for several 
missions. Values below each curve indicate the 
electric rocket to be superior. The lower the 
power-plant weight, the shorter is the total trip 
time required for each mission. In particular, 
extremely low powerplant weights by present 
standards are required for manned round-trip 
interplanetary missions with electric rockets. 

In summary, power levels from around 600 
kilowatts up to 50 megawatts are required; 
specific weights of the order of 10 pounds per 
kilowatt or less up to 50 pounds per kilowatt 
must be achieved; and operating lifetimes from 
100 to 800 days have to be considered. In addi- 
tion, extreme emphasis must be placed upon 
powerplant reliability to achieve continuous 
unattended operation for the duration of the 
mission. In this respect, reduction of power- 
plant weight is doubly important in that re- 
duced weight leads to shorter trip times, which, 
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in turn, leads to a better chance of achieving the 
desired reliability. 

Electric powerplants suitable for interplane- 
tary missions are discussed, and a brief review 
of the various problem areas involved in their 
development is given herein. In particular, a 
detailed discussion of the problems involved in 
the dissipation of waste heat, namely the radi- 
ator problem, is given with particular reference 
to the question of protection against impact 
from meteoroids. It is believed that the radi- 
ator currently constitutes the largest obstacle in 
the achievement of low weight and long-time 
operation for these powerplants. 

POWER  GENERATION SYSTEM 

General  Characteristics 

(1) For the long mission times and low spe- 
cific weights required for interplanetary mis- 
sions, it is clear that a nuclear reactor power 
source must be used. Therefore, the power- 
plant must be started in orbit because of safety 
considerations. 

(2) The systems must operate on closed 
thermodynamic cycles; cycle efficiencies are 
therefore governed by Carnot considerations. 
Furthermore, considerable amounts of waste 
heat must be continuously rejected, and since, 
thermal radiation is the only mechanism for the 
rejection of waste, heat in space, large, radiating 
surface areas will be, required. 

(3) In view of the need for high cycle effi- 
ciency and low radiator area, high operating 
temperatures must be utilized. The, use of these 
temperatures results in problems in the, selec- 
tion of materials and working fluids. 

To date, the type of powerplant system that 
appears most attractive for long-range missions 
is the nuclear turbogenerator power conversion 
system. As is discussed previously, the nuclear 
thermionic, and magnetohydrodynamic con- 
verter systems have also been proposed to 
achieve the low weights required for advanced 
missions. These, systems contain no moving 
parts; however, they do need higher operating 
temperatures in order to produce the same cycle 
efficiencies as the turbogenerator systems. In 
addition, since they are closed cycles, they will 
also require waste-heat removal, and the basic 

radiator problem remains. In general, the 
thermionic and magnetohydrodynamic systems 
have, not reached the state of development that 
the turbogenerator has. Accordingly, attention 
is centered on the turbogenerator system. 

Rankine  Cycle  Turbogenerator 

The basic elements of the turbogenerator sys- 
tem based on a Rankine vapor cycle are illus- 
trated in figure 47-2. Heat from the reactor 
is supplied to the boiler where working fluid is 
vaporized. The vapor then drives the turbine, 
which, in turn, powers the generator producing 
the desired electric-power output. The vapor 
exhausting from the turbine is then condensed 
in a condenser-radiator where its heat of con- 
densation is given up to space by thermal radia- 
tion. The condensate is then returned to the 
circuit through a pump. Inasmuch as conden- 
sation of vapor is involved, heat, rejection occurs 
at a constant temperature. For this type of 
cycle, an alkali metal working fluid, such as 
potassium, cesium, rubidium, or sodium, is re- 
quired to keep the fluid pressures at reasonable 
values for the, temperatures involved. 

As is indicated previously, the Brayton cycle 
using an inert gas such as helium or argon has 
also been proposed in an effort to circumvent 
the alkali metal corrosion and two-phase flow 
problems of the Rankine cycle. Since single- 
phase flow is involved in the gas cycle, however, 
radiation occurs at a decreasing temperature 
from radiator inlet to outlet. Radiators for 
gas cycles, therefore, have a greater surface area 

GENERATOR 

FIGURE 47-2.—Rankine cycle space power system. 
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requirement than those for the corresponding 
Eankine cycle. For this and other reasons, the 
gas cycle will not be considered in this 
discussion. 

For the Rankine vapor cycle, there is a fur- 
ther degree of freedom in how the vapor from 
the turbine is condensed, as shown in figure 
47-3. In figure 47-3(a) is shown the direct 
condenser in which vapor from the turbine 
passes directly into the radiator and is con- 
densed in the radiator tubes. 

In the second method (fig. 47-3(b)), called 
the heat-exchanger condenser, a form of heat 
exchanger similar to the shell and tube type 
is used to condense the vapor.   Subcooled liquid 
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FIGURE 47-4.—Radiator-specific-area requirements for 
several power-conversion systems. 
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FIGURE 47-3.—Condensing methods for Rankine cycle. 

is provided by a circuit that passes through an 
all-liquid radiator. 

In the third method (fig. 47-3 (c)), vapor 
from the turbine is physically mixed with sub- 
cooled liquid,- which is obtained from an all- 
liquid radiator circuit. Part of the mixed con- 
densate is returned to the cycle and the 
remainder to the liquid radiator loop. There 
are various advantages and disadvantages asso- 
ciated with these three condensing systems, and 
they are currently under intensive study. 

Radiator Characteristics 

As far as radiator characteristics are con- 
cerned, typical surface area requirements will 
be considered first. Figure 47^ shows spe- 
cific radiator area in terms of electrical out- 
put power against radiator temperature for 
fixed values of peak cycle temperature.    The 

upper curves are for the Brayton cycle, the 
center curves are for the Eankine cycle, and 
the lower curves represent the thermionic con- 
verter. Obviously rather substantial radiator 
areas are required for these systems. For ex- 
ample, for a Eankine cycle turbogenerator, be- 
tween 1000 and 2000 square feet of isothermal 
surface area might be required for every mega- 
watt of desired power output. Such large sur- 
face areas can result in complex problems for 
the powerplant system such as structural com- 
plications ; difficulties in system startup due to 
large heat capacity; and, finally and most im- 
portant, high vulnerability to damage from 
impact with meteoroids. 

An example of a radiator configuration cur- 
rently being considered for electric rocket sys- 
tems is given in figure 47-5. This type is re- 
ferred to as the fin-and-tube radiator and is the 

VAPOR 
IN HEADER 

-TUBE 

ARMOR" 

FIGURE 47-5.—Fin-and-tube radiator. 
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general type being used in low-power-level de- 
signs such as Snap 2 and 8. In this configura- 
tion for a direct radiator, vapor from the tur- 
bine entering the header is distributed to a large 
number of parallel finned tubes. The vapor 
condenses within these tubes, and the heat of 
condensation is radiated to space from the outer 
surfaces of the tubes and the fins between them. 
The condensate is then collected in a header and 
returned to the cycle. 

A typical fin-and-tube construction is indi- 
cated in the lower part of the figure. The tube 
is shown to be composed of an inner liner of 
refractory material to contain the corrosive 
liquid-metal working fluid. Around the liner 
is a sleeve of armor sufficiently thick to stop an 
impacting meteoroid particle. Conducting 
fins that act as extended heat-transfer surfaces 
are spaced between the tubes. Radiators for 
all-liquid circuits will be similar in configura- 
tion except that the inlet header and the tube 
diameters will be smaller. 

Fin-and-tube radiators can be used in a large 
number of configurations for integration with 
the vehicle. Some are shown in figure 47-6. 
For the flat-plate type of radiator, means must 
be provided for packaging the radiator during 
launch and unfolding before startup in orbit. 
The cylindrical type can be used if the radiator 
forms part'of the vehicle outer skin; conical 
shapes can also be used in this respect. Finally, 
a modification of the flat-plate radiator that 
can be utilized is the triform configuration. 
This configuration can also fit within the con- 
fines of the launch vehicle skin. 

Weight Breakdown 

Inasmuch as specific weight is the crucial 
item for interplanetary applications, the weight 
breakdown for the components of the power- 
plant system is of great interest. Representa- 
tive values for the weight breakdown for a 1- 
megawatt-level Rankine cycle using the tubular 
radiator configuration illustrated herein are 
shown in the following table: 

Component Percent of 
total weight 

Reactor and shielding (unmanned)___ 
Primary loop (pump, boiler, piping) - 
Turboalternator   and   power   condi- 

tioning                        - - 

15-20 
5-10 

20-25 

40-50 
10-15 

Heat-rejection    system    (condenser, 
unsegmented radiators) _ _   _      

Other   

It should be noted that the large weight per- 
centage associated with the radiator may also be 
typical of other closed-cycle power generating 
systems. Unfortunately, as will be shown 
later, this largest weight contribution also con- 
stitutes the greatest area of uncertainty in 
current design techniques. 

Analysis of tubular radiators indicates that 
the specific weight involved in the protective 
armor tends to increase as power level and sur- 
face area are increased. Furthermore, most of 
the weight of the radiator is contained in the 
protective armor for high-power-level appli- 
cations (ref. 1). Figure 47-7 shows the varia- 
tion of tubular radiator weight in pounds per 
square foot of surface area as a function of sur- 

FIGURE 47-6.—Fluid radiator configurations. 

I03 I04 10s 

RADIATING SURFACE  AREA,  SO   FT      cs-aswi 

FIGURE 47-7.—Effect of meteoroid protection on radi- 
ator weight. 
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face area for a meteoroid-protected and an un- 
protected radiator for a typical Eankine cycle. 
It is seen that, in the megawatt range where 
thousands of square feet of surface are re- 
quired, the armor protection can well constitute 
over three-fourths of the weight of the radiator. 
It is important, therefore, that the question of 
the meteoroid hazard and the protection re- 
quired to defeat it be investigated further. 

METEOROID PROTECTION 

Present knowledge of meteoroid characteris- 
tics (ref. 2) comes primarily from photo- 
graphic and radar observations of meteors 
striking the Earth's atmosphere and also from 
limited data taken from satellites and ballistic- 
rocket experiments. It is believed that about 
80 percent of the meteoroids are sporadic in 
nature and that only 20 percent appear as show- 
ers whose location and time of occurrence are 
reasonably predictable. More than 90 per- 
cent of meteoroids are believed to be of com- 
etary origin with densities ranging from 0.05 to 
3.5 grams per cubic centimeter (av., 0.6g/cc). 
The remaining few percent are asteroidal in 
origin with densities ranging from 3.5 to 8.0 
grams per cubic centimeter. For each category, 
the density tends to vary with the mass of the 
meteoroid particle. 

Most of the meteoroids lie near the plane of 
the ecliptic and are in direct orbits similar to 
that of the Earth. Velocities with respect to 
the Earth range from 11 to 72 kilometers per 
second and with respect to a vehicle radiator, 
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FIGURE 47-9.—Comparison of penetration theories. 

from 0 to 84 kilometers per second. Maximum 
velocities can therefore occur up to around 
250,000 feet per second (av., 90,000 ft/sec). 
The meteoroids vary in structure from a solid 
to a matrix form and in size from a micron up to 
several miles in diameter. Fortunately, how- 
ever, the very large sizes are very infrequent 
near Earth. 

Information on the number of hits likely to 
be encountered in space is shown in figure 47-8. 
Here the cumulative frequency in number of 
hits per square foot of surface per day is plotted 
as a function of the minimum meteoroid mass in 
grams. Also shown are various estimates of 
this mass frequency distribution as obtained by 
several investigators. The region of data in 
the upper left was obtained from satellite 
and ballistic experiments. The dotted area 
on the right shows the area of interest for large 
space radiators. It is important to note here 
that a wide range of frequency distributions is 
obtained such that there is an uncertainty of 
several orders of magnitude for the flux 
distribution in the range of interest. 

There is a corresponding uncertainty in the 
depth of penetration that results from impact 
with meteoroids as indicated in figure 47-9 as an 
example. The depth of penetration expressed 
as a ratio of the penetration depth p to the 
diameter of the impacting particle dp is plotted 
as a function of impact velocity V for several 
penetration theories as obtained by various in- 
vestigators (for same target and pellet). Hy- 
pervelocity impact data have been obtained in 
the   laboratory,   but   only   at   relatively   low 
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FiciURE 47-10.—Radiator weight estimates for.l-meiia- 
watt Ranlrine cycle. 

velocities as shown in the figure. It is clear 
that, there is a wide range of variation in depth 
of penetration at. the expected velocities of 
meteoroids. 

The indicated uncertainties in both the flux 
distribution and the depth of penetration will 
be reflected in a corresponding uncertainty in 
the protection required for space radiators as 
illustrated in figure 47-10. Here radiator spe- 
cific weight in pounds per kilowatt of electric 
power output is plotted as a function of prob- 
ability of survival. Also plotted are three esti- 
mates of weight depending upon whether a 
pessimistic, optimistic, or moderate (as cur- 
rently used) interpretation of the available flux 
and penetration data is used. The curves show 
that a wide range of estimated weights can be 
obtained for the required protection. A resolu- 
tion of the uncertainties involved in the mete- 
oroid hazard to space radiators must therefore 
be obtained. 

Figure 47-10 represents the degree of uncer- 
tainty involved in the required protection 
against, simple puncture from impacting meteor- 
oids. Other damage mechanisms, however, 
may exist in radiator configurations. For ex- 
ample, spalling can occur on the inside surfaces 
of the fluid-carrying tubes. The nature of the 
spalling phenomenon is indicated in figure 
47-11. In the upper part of the figure are 
results of hypervelocity impact, into a thick 
target on Ü\& right and into a thin "bumper" 
plate on the left. On the right is the deep 
crater resulting from the impact, into the thick 

target; on the left the bumper plate has dis- 
persed the pellet, material over a wide area of 
the back plate. For both plates, however, as 
shown in figure 47-11 (b), even though punc- 
ture did not occur, material was spalled or 
chipped off the back side of the plate. Spalled 
material in radiator tubes can be just as serious 
as a puncture. Protection for space radiators 
may therefore be somewhat more complex than 
indicated by the simple penetration relations 
shown earlier. 

Since depth of penetration depends on target 
material, the weight of a fin-tube radiator will 
depend to a large extent upon the material that 
is used for the armor protection (ref. 3). This 
is illustrated in figure 47-12, a plot of radiator 
specific weight as a function of radiator tem- 
perature for a typical Kankine cycle for a 1- 
megawatt power output at a peak temperature 
of 2000° F. Meteoroid protection was com- 
puted according to a moderate estimate of the 
meteoroid hazard for a no-puncture probability 
of 0.9 for 500 days. It. can be seen that a wide 
ranjre of weights can be obtained for different 
armor materials. Beryllium appears to be the 
best for producing a minimum weight. Fabri- 
cation and bonding problems, however, may 
exist for this material. It should also be noted 
that, since beryllium is unusable at temperatures 
higher than around 1400° F because of strength 
and sublimation characteristics, the use of 
higher radiator temperatures will actually in- 
volve a large increase in weight if it is necessary 
to use other armor materials such as stainless 
steel, columbium, or molybdenum. 

APPROACHES TO  METEOROID  PROBLEM 

In view of the critical nature of the meteoroid 
hazard and the uncertainties involved in de- 
signing for it, the designer is faced with adopt- 
ing various approaches to the problem: 

(1) First, of course, he would like a better 
determination of meteoroid characteristics 
radiators. For this he would like an intensified 
determination of meteoroids characteristics 
from radar and photographic observations from 
more significant-space satellite experiments, and 
from laboratory hypervelocity firings into ac- 
tual radiator sections at operating conditions. 
Efforts along these lines are currently under 
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FIGURE   47-11.—Impact   on   soft   aluminum   targets.    Aluminum   pellet   diameter,   3/16   inch;   velocity, 
18,500 feet per second. 

way,   and   improved   information   should   be 
forthcoming. 

(2) Radiator area and vulnerability can also 
be reduced by increasing peak cycle tempera- 
tures as shown in figure 47-4. However, if tem- 
peratures become very high, it may no longer be 
possible to use lightweight armor materials such 

as beryllium, and, as shown previously, no net 
gain in weight will occur. In addition, the 
higher temperatures may involve further diffi- 
culties with respect to material strength and 
corrosion. 

(3) Various techniques for self-sealing and 
repairing are possible.    In view of the com- 
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FIGURE 47-12.—Radiator specific weight for various 
tliin and armor materials for a typical 1-megawatt 
Rankine cycle. 

plexities involved in such techniques, however, 
the prognosis for successful development does 
not appear optimistic at the moment. 

(4) A more promising approach to reducing 
radiator vulnerability, especially for manned 
missions where high survival probabilities are 
required, is in the concept of segmented or re- 
dundant radiators. In this technique, the 
radiator is divided into a large number of in- 
dependent segments that can be isolated from 
the rest of the system in the event of a puncture. 
The theoretical potential for weight saving re- 
sulting from the use of this concept (ref. 4) is 
shown in figure 47-13. Plotted is a weight 
function against number of isolatable segments 
for two survival probabilities of 0.9 and 0.999. 
The calculation assumes that three-fourths of 
the segments will survive at the end of the mis- 
sion. As shown by this figure, segmenting can 
either provide a reduced weight for a given 
probability or, and this is perhaps more im- 
portant for a manned mission, it can provide for 
a large increase in survival probability without 
an excessive increase in weight, as would be the 
case for a single-segment radiator. The curves 
shown in the figure, however, are highly opti- 
mistic in that they present only the weights of 
the radiator tubing. Additional complications 
and weight penalties will be involved because 
of   the   segmenting   system,   the   additional 

headers, pumps, and other components. Fur- 
thermore, the effectiveness of segmenting will 
also depend on the type of condensing system 
used, since cutoff valving and leak detection de- 
vices may be required. 

(5) In another approach the designer can try 
to determine the best geometric configuration 
for his radiator to provide the maximum pro- 
tection for the least weight and complexity. 
Several fin-tube geometries are illustrated in 
figure 47-14. On the left are some configura- 
tions that embody primarily the armor sleeve 
approach. The two configurations shown on 
the right are more typical of the bumper appli- 
cation. In these configurations, the bumper or 
shield is displaced from the tube surface in 
order to fragment an impacting particle and 
spread its energy over a wider area on the tube. 
A thinner armor sleeve or tube wall can there- 
fore be tolerated. These configurations, how- 
ever, suffer from the disadvantage that they 
also present an impedance to the outward flow 
of heat. Comparative estimates of the relative 
effectiveness of these geometries are needed. 

(6) Another approach to reducing meteroid 
vulnerability is the use of controlled orienta- 
tion of the radiator. As was indicated earlier, 
meteroids are not isotropic in space in that they 
tend to be concentrated nearer the plane of the 
ecliptic and in the direction of the Earth's 
movement around the Sun. It may be pos- 
sible, therefore, to take advantage of these direc- 
tional characteristics of meteroids by using a 
radiator orientation that would result in a lower 
required armor thickness (ref. 2). The poten- 
tial gains of controlled orientation are illus- 
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FIGURE 47-13.—Effect of segmenting on radiator panel 
weight. 
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FIGURE 47-14.—Fin-and-tube geometries. 

trated in figure 47-15, which is a plot of the ra- 
tio of armor thickness required for an oriented 
radiator t0 to that for an unoriented radiator 
tu (isotropic flux) as a function of a design 
parameter J. The design parameter / involves 
the meteoroid flux distribution, the variation of 
depth of penetration with impact velocity, and 
the angle of impact. Curves are plotted for sev- 
eral radiator orientations sketched in the upper 
part of the figure. For a plate radiator oriented 
parallel to the plane of the ecliptic, shown as 
Case I, a 45-percent reduction in required armor 
thickness can result in the region of interest. 

(7) Finally, there is the potential of produc- 
ing a low-weight radiator system through the 
use of a nonfluid type of radiator, which utilizes 
a moving-belt or rotating-disk concept. In 
principle, these radiator systems show promise 
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FIGURE 47-15.—Effect of spatial orientation on required 
armor thickness. 

of reduced weight because they present much 
smaller areas vulnerable to meteroid impact 
than tubular radiators. Some of the concepts 
considered in this respect are illustrated in 
figure 47-16. 

Figure 47-16(a) shows the rotating-disk con- 
cept (ref. 5) in which rotating disks are placed 
between banks of tubes and receive their heat 
by radiation from these tubes. Then, as the 
disks rotate, the waste heat is radiated to space. 
Since a large number of rows can be stacked 
vertically as shown in the figure, meteroid pro- 
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(c)  Stationary 
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FIGURE 47-16.—Nonfluid radiator configurations. 

tection will be required only at the ends of the 
stack, and, therefore, the protection weight can 
be considerably reduced. 

Moving-belt configurations (refs. 6 and 7) are 
shown in figures 47-16 (b) and (c). In 47- 
16(b) are a thin moving belt and a rotating 
drum, which receives the cycle working fluid. 
Heat is picked up from the drum by means of 
conduction between the belt and the drum. The 
heat is then radiated to space as the belt passes 
through the loop and returns to the drum at a 
lower temperature. In a second concept (fig. 
47-16 (c)) the drum can be held stationary, and 
the belt can be made to rotate around the drum 
by means of powered rollers. In this version, 
the principle of heat transmission from the fluid 
to the drum to the moving belt is the same. 
The exposed surface area of the drums, which 
is the vulnerable area in these configurations, 

will be less than the exposed surface area of a 
corresponding tubular radiator. 

Complex mechanical, structural, and heat- 
transfer problems are recognized to exist for 
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these nonfluicl radiator systems. If the prob- 
lems inherent in these configurations can be 
overcome-, however, this type of radiator system 
could be useful. 

CONCLUDING  REMARKS 

This paper has attempted to present some of 
the special requirements placed upon electric 
powerplants by the various advanced missions 
for interplanetary travel with electric rockets. 
Stringent requirements with respect to power- 
plant specific weight and long-time reliability 

were indicated. For closed-cycle systems such 
as the Rankine turbogenerator, the heaviest 
system component was estimated to be the 
waste-heat rejection system. It was also seen 
that accurate estimates of the weights of suit- 
able electric powerplants are difficult to make 
because of the large uncertainties involved in the 
protection required against meteoroid impact 
for the waste heat radiators. Considerable 
effort will therefore be required to resolve the 
uncertainties involved and permit the develop- 
ment of lightweight reliable radiator systems. 
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48(a). Generation of Thrust—Electrothermal Thrustors 
By John R. Jack 

JOHN R. JACK, Head of the Electrothermal Section of the NASA Lewis 
Research Center, has conducted research on aerodynamic loads, boundary-layer 
heat transfer and transition, and electrothermal rochets. Mr. Jack received 
his B.S. degree in 1946 from Kent State University, and his M.S. degree in 
1948 from Carnegie Institute of Technology. 

INTRODUCTION 

As Mr. Moeckel noted in his introduction, a 
specific impulse of the order of 1000 seconds is 
adequate for several space missions within the 
gravitational field of the Earth. This specific 
impulse can be achieved readily with fairly good 
efficiency by an electrothermal thrust generator. 
In such a device the propellant is heated elec- 
trically before being expanded in a conven- 
tional convergent-divergent nozzle. 

The effort at the Lewis Eesearch Center in 
the electrothermal propulsion field is in three 
areas: (1) the investigation of complete engine 
configurations, (2) propellant heat-transfer ef- 
fects, and (3) the investigation of suitable 
propellants. 

ENGINE  CONFIGURATIONS 

There are two electrothermal propulsion 
schemes under investigation. The first of these 
approaches is shown schematically in figure 
48(a)-l. This experimental arc jet consists of 
a cathode and an anode, which also serves as a 
convergent-divergent nozzle. In operation an 
arc is struck between the two electrodes. The 
propellant flows through and around the arc, 
where it is heated to very high temperatures, 
and is then expanded through the nozzle to pro- 
duce thrust. 

Arc jet research is being conducted at various 
research establishments on both alternating- 
and direct-current units.    Currently a 30-kilo- 
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FIGURE 48 (a) -1.—Arc-heated thrust device. 

watt unit using hydrogen yields a specific im- 
pulse of about 1000 seconds, a thrust of y% 
pound, and efficiencies of approximately 40 per- 
cent. The main problem areas associated with 
this type of thrustor are: (1) the choice of a 
suitable propellant to increase efficiency and to 
meet space storage requirements, (2) the demon- 
stration of electrode life to meet lifetime re- 
quirements, and (3) the development of better 
regenerative and radiation cooling techniques. 

The second electrothermal device of interest 
is shown in figure 48 (a)-2. It is an experi- 
mental resistance-heated hydrogen rocket de- 
signed for a thrust of 1 pound and a specific 
impulse of 1000 seconds. Its principle of op- 
eration is based upon using an electrically pow- 
ered, resistance-heated heat exchanger to bring 
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FIGURE 48(a)-2.—30-Kilowatt tungsten  tube electro- 
thermal propulsion engine. 

the propcllant up to the temperature required 
to produce the desired engine performance. A 
detailed discussion of this engine may be found 
in references 1 and 2. 

This propulsion approach offers several po- 
tentially attractive features.    Among them are: 

(1) High efficiency 
(2) Long life and good reliability 
(3) Simple matching to a power supply 

(this device can operate equally well on either 
alternating or direct current) 

(4) Simple starting technique 
(5) Variable thrust 

There are two disadvantages associated with 
this engine. First, since its operation requires 
a metal heat exchanger, it is temperature lim- 
ited; consequently, the specific impulse is lim- 
ited to approximately 1100 seconds. Second, 
this engine must use hydrogen for a propellant 
to achieve a specific impulse of 1000 seconds; 
therefore, the space storage of hydrogen is a 
problem. 

A typical set of experimental thrust data for 
a resistance-heated hydrogen jet is shown in 
figure 48(a)-3 for a propellant flow rate of 10s 

pound per second. The thrust increases from a 
cold-flow value of 0.25 pound to a value of 0.73 
pound at an input power of 38 kilowatts. Since 
the propellant flow rate is 103 pound per sec- 
ond, the specific impulse increases froin 250 to 
730 seconds. Also presented in figure 51(a)-3 
is the calculated thrust based upon one-dimen- 
sional gas-flow theory for the gas stagnation 
temperature at a given power input and nozzle 
geometry. Experiment and theory are in good 
agreement. The amount of thrust to be ex- 
pected in a space environment is also presented. 

INPUT  POWER,  Pc, KW 

FIGURE 48 (a)-3.—Variation of thrust with input power. 
Propellant weight flow, 10-3 pound per second. 

At the highest input power, the thrust to be 
expected for space operation is 0.9 pound, and 
the corresponding specific impulse 900 seconds. 
The vacuum specific impulse of 900 seconds 
should not be considered an upper limit because 
this value is based upon a heat-exchanger tem- 
perature of 4600° K and a gas stagnation tem- 
perature of 4100° E. Both of these tempera- 
tures can be increased so that a vacuum specific 
impulse of 1000 seconds may be obtained. 

The flow through the engine is quite uniform, 
so that studies of a more fundamental nature 
may be made using the engine as a source of 
high-temperature hydrogen. 

PROPELLANT  HEAT-TRANSFER  EFFECTS 

Two propellant characteristics affect the per- 
formance of an electrothermal thrust genera- 
tor. The first is heat loss to the engine walls 
by convection. This characteristic is very im- 
portant because it affects engine performance 
and ultimately limits thrustor performance. 
This limitation arises for regenerative cooling 
because the heat capacity of a propellant at a 
given engine wall temperature is limited, and, 
for radiation cooling, because the engine wall 
material has an operating temperature limit. 

A preliminary analysis of this problem has 
been made for complete regenerative and radia- 
tion cooling utilizing hydrogen and helium as 
propellants (ref. 3). The results for regenera- 
tive cooling with hydrogen are shown in figure 
48(a)-4.    The maximum specific impulse ob- 
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FIGURE 48(a)-4.—Maximum specific impulse with re- 
generative cooling. Propellant, hydrogen; pressure, 
1 atmosphere; wall temperature, 5400° R. 

tainable is presented as a function of the 
amount of heat or power to be recovered re- 
generatively. Kesults are presented for three 
overall engine efficiencies: ^=0.2, a low experi- 
mental efficiency; 77 = 1.0, the maximum engine 
efficiency; and 17=77*-, the maximum efficiency 
to expect if the flow is frozen (77*- is the frozen 
flow efficiency and will be discussed in a sub- 
sequent section). If the flow is frozen and a 
typical power loss ratio of 77z;=0.2 is used, it 
is found that the maximum specific impulse ob- 
tainable with regenerative cooling is of the or- 
der of 1500 seconds. 

Figure 48(a)-5 illustrates what is expected 
for radiation cooling with hydrogen as a pro- 
pellant.   In this case, the maximum specific im- 

MAXIMUM   SPECIFIC 
IMPULSE, |000 

CONVECTIVE POWER  LOSS 
INPUT POWER ' T'L 

FIGURE 48(a)-5.—Maximum specific impulse with 
radiation cooling. Propellant, hydrogen ; pressure, 1 
atmosphere; wall temperature, 5400° R; 17 = 7)F 
(1-UL). 

pulse is a function of the thrust level, so two 
typical thrusts have been used, 0.1 and 1.0 
pound. The radiating areas used are estimated 
values appropriate for the thrust levels con- 
sidered. Assuming again a power loss ratio of 
77z,=0.2, the maximum specific impulse attain- 
able at a thrust level of 1.0 pound is approxi- 
mately 1100 seconds, whereas that found for a 
thrust level of 0.1 pound is about 1500 seconds. 
Thus radiation cooling appears more attractive 
at the lower thrust levels. 

SUITABLE PROPELLANTS 

As noted previously, hydrogen presents a se- 
vere space storage problem, and it is desirable 
to search for a propellant that yields compara- 
ble performance and yet is easily stored.   Pos- 
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FIGURE 48(a)-6.—Frozen flow efficiencies for various 
propellants.   Pressure, 1 atmosphere. 

sible propellants for electrothermal thrustors 
may be evaluated by considering the second 
propellant characteristic affecting engine per- 
formance. Because of the high temperatures 
encountered, the propellant dissociates and 
ionizes, and, if it does not recombine in the 
nozzle, an energy loss is experienced which de- 
creases the engine performance. Experience to 
date has indicated that little recombination can 
be expected, so that the propellant flow can be 
considered frozen. As a result, the ideal engine 
efficiency is equal to the frozen-flow efficiency, 
and propellants may be compared in terms of 
this parameter. The frozen-flow efficiency is 
defined as the ratio of the power available for 
thrust to the total power imparted to the pro- 
pellant; it is also a measure of the amount of 
power invested in dissociation and ionization. 
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Figure 48(a)-6 shows a typical comparison 
obtained from an analytical study (ref. 1). The 
frozen-flow efficiencies for eight possible pro- 
pell ants are presented as a function of specific 
impulse for a pressure level of 1 atmosphere. 
At a specific impulse of 1000 seconds, helium 
and hydi-ogen have considerably better efficien- 
cies than any of the other propel! ants consid- 
ered. At specific impulses greater than 1600 
seconds, lithium is better than either helium or 
hydrogen. 

Although the better propellants discussed 
here have good efficiency in the specific impulse 
range of interest, each has associated with it 
space storage or feed problems; it is thus desir- 
able to look further at other possible propel- 
lants. Some possibilities are water, ammonia, 
ethane, methane, and lithium hydride. These 
propellants have been studied, and a compari- 
son of frozen-flow efficiencies is shown in fig- 
ure 48 (a)-7. 

For specific impulses of about 1000 seconds, 
hydrogen still yields a better efficiency than 
any of the noncryogenic propellants considered. 
It appears, however, that both lithium hydride 
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FIGUKE 48(a)-7.—Frozen flow efficiencies for several 
noncryogenic propellants.    Pressure, 1 atmosphere. 

and water may possibly yield a comparable effi- 
ciency and should be given more consideration. 
For specific impulses of the order of 1200 sec- 
onds, both lithium and ammonia are better 
than hydrogen, and ethane and methane seem 
promising. 

CONCLUDING  REMARKS 

During the past few years the research con- 
ducted on electrothermal thrustors has nar- 
rowed considerably the gap existing between 
the research model and the flyable prototype. 
The lifetime of engine components, initially 
measured in minutes, has now been extended 
to weeks. Specific impulses, originally meas- 
ured at a few hundred seconds, have been 
pushed up into the 1000- to 1500-second range. 
In fact, it now appears feasible to design a 
thrustor having the desired performance char- 
acteristics and a fairly good conversion 
efficiency. 

Despite the many advances made, however, 
there still remain several major problem areas 
that require additional research effort before 
the overall capability of an electrothermal 
thrustor can be fully realized. For example, 
electrodes and heat exchangers that are reli- 
able and can meet mission lifetime requirements 
must be demonstrated. Noncryogenic propel- 
lants that indicate the possibility of yielding 
good performance and yet could be easily stored 
in space should be given considerable atten- 
tion. In conjunction with a propellant investi- 
gation, the local convective heating rates should 
be measured because these will determine the 
type and characteristics of the cooling system 
finally employed. Continued research in these 
areas should ultimately prove very profitable 
and lead to the development of an efficient and 
reliable electrothermal thrust unit. 
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INTRODUCTION 

The general principle of acceleration in all 
electromagnetic thrustors is essentially the same 
as that in ordinary electric motors. As illus- 
trated in figure 48(b)-l, if in an electric con- 
ductor, be it a wire or a plasma, a current j 
flows in the presence of a magnetic field B, an 
electromagnetic body force is produced on the 
conductor. The body force F is equal to the 
vector or cross product of the current and the 
magnetic field.    The direction of the force is 

—> —> 
perpendicular to both j and B, as illustrated 
by the right-hand rule. In electromagnetic 
thrustors, it is this jXB body force that, is used 
to act on the plasma propellant. 
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FIGUEE  48(b)-l.—Electromagnetic   body  force   on   a 
plasma current filament. 

PLASMA  PROPELLANT 

The general properties of the plasma propel- 
lant are as follows: 

(1) The plasma is composed of three con- 
stituents : electrons, ions, and neutrals. This 
distinction is exceedingly important since 
most of the physics is involved with the 
simultaneous dealing with three different 
things. In fact, a great deal of confusion 
can often be eliminated if the species can be 
individually treated. 

(2) The plasma charged particle density 
is sufficiently high that approximate charge 
neutrality exists throughout the fluid, except 
in thin sheaths at all boundaries. Large de- 
partures from charge neutrality can exist only 
over a distance termed the Debye length. The 
Debye length is, however, always much less 
than the accelerator characteristic length. 
The sheaths at the boundaries have thick- 
nesses of the order of a Debye length. 

(3) Nonequilibrium effects predominate in 
the plasma. The mere fact that large currents 
flow in the plasma guarantees velocity non- 
equilibrium, for a current requires that elec- 
trons are moving relative to ions. Electrons 
with velocities relative to the ions of one- 
thousandth of the speed of light would not 
be unusual.    Similarly, ion slip may exist; 
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that is, an insufficient number of collisions 
may be present to prevent the ions from slip- 
ping through the neutrals. With regard to 
thermal equilibrium, to expect to be able to 
do more than assign different temperatures to 
each of the plasma constituents is usually un- 
reasonable. Even a constituent may not be 
in self-equilibrium; that is, its particles do 
not have a Maxwellian particle distribution. 
Typically, a plasma propellant may have an 
electron temperature of 100,000° K, while the 
ions and neutrals are essentially at room 
temperature. 

(4) By metallic standards, the ordinary or 
scalar conductivity of the plasma propellant 
is low Even for a fully ionized plasma, an 
electron temperature of 5,000,000° K is re- 
quired to obtain a conductivity equal to that 
of copper. Typical plasma propellants have 
electron temperatures of less than a few hun- 
dred thousand °K and, thus, have conduc- 
tivities slightly less than that of carbon, which 
is used to make resistors. Because of the large 
energy required to elevate the electron tem- 
perature, however, utilizing these low-con- 
ductivity plasmas for propulsion applications 

is desirable. 
(5) Hall effects predominate in the accel- 

erators; that is, the currents and the electric 
fields in the plasma are not parallel. This is 
a necessary consequence of efficient accelerator 
operation, since the ratio of the useful work 
to the Joule heating is either less than, or of 
the order of, the Hall parameter COC_T- (where 
<oc_ is the electron cyclotron frequency eB/m., 
and T- is the mean time for an electron to lose 
its momentum to the ions or neutrals). 

PLASMA ACCELERATION 

There are theoretically two methods of effi- 
ciently accelerating a plasma. One method is 
to heat the plasma and convert the random en- 
ergy of the hot propellant into kinetic energy in 
a nozzle. If a physical nozzle is employed, it is 
a pure electrothermal device of the general class 
described by Mr. John R. Jack in the previous 
paper. If a magnetic nozzle is employed, the 
accelerator may be classed as an indirect electro- 
magnetic device; that is, no work is done with 
the electromagnetic body force, but it is utilized 

to transfer the forces between the plasma and 
the accelerator structure. The alternative 
method of accelerating the plasma is to^use 
directly the electromagnetic body force jXB 
to add kinetic energy to the plasma. 

Consider the plasma acceleration process 
from a multifluid point of view; that is, what is 
happening to the electrons, the ions, and the 
neutrals? Note that the electrons have more 
than enough thermal energy to be expelled at 
any specific impulse of interest to electric pro- 
pulsion, and the primary method of accelerat- 
ing neutrals is by collisions with ions. Thus, in 
any plasma acceleration process the chief con- 
cern is the mechanism for accelerating the ion 
plasma constituent. 

TYPES  OF   ELECTROMAGNETIC  ACCELERATORS 

A large number of devices use the electro- 
magnetic body force to accelerate a plasma pro- 
pellant; one convenient method of classification 
is on the basis of the type of electric power uti- 
lized—direct current, alternating current, ra- 
dio-frequency, or pulsed.   Such a division is de- 
scriptive and permits estimation of the required 
power  conditioning systems.    Power sources 
presently being developed utilize alternators to 
generate the electric power.    Thus, the mini- 
mum power conditioning requirement for d-c 
accelerators is that the power be rectified; a-c 
accelerators may be able to operate directly 
from the alternators.   Estimates indicate that 
up  to  100-kilocycle  systems  appear  possible 
without serious penalties in alternator weight 
or efficiency.    Eadio frequency systems would 
require both rectification and vacuum tubes to 
condition the power and, thus, have competitive 
disadvantages   in   power-conditioning-system 
efficiency and weight.   The pulsed systems re- 
quire efficient charging circuits and capacitive 
power storage.   Recent advances in capacitor 
technology indicate that sufficiently light ca- 
pacitors appear imminent. 

A cursory description of some of the plasma 
accelerator configurations presently being in- 
vestigated by the Lewis Research Center is 
given and references to some other devices are 
cited in the following section. Additional dis- 
cussion is presented in the paper by Mr. Macon 

C. Ellis, Jr. 
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D-C Accelerators 

The type of d-c accelerators under investiga- 
tion range from the direct relatively low-imped- 
ance segmented crossed-field accelerators (refs. 
1 to 4), to the relatively high-impedance Hall 
current accelerators (refs. 5 to 10), to the in- 
direct nonequilibrium magnetically contained 
electrothermal accelerator (refs. 11 and 12). 

Hall current ion accelerator.—Figure 48(b)- 
2 schematically depicts the Hall current ion 
accelerator (ref. 8), which is annular in geom- 
etry. The applied electric field is utilized to 
accelerate directly the ions produced by the 
discharges. The applied radial magnetic field 
is sufficiently weak that it does not affect the 
ion motion, but is sufficiently strong to be domi- 
nant in determining the electron motion. In 
such a situation the current of the electrons 
diffusing upstream in the accelerator is sub- 
stantially less than the azimuthal electron drift 
or Hall current. Since it is this Hall current 
that appears to provide the electromagnetic ac- 
celeration force, and only the much smaller 
diffusion electron current and ion current are 
supplied by the power source, the device has a 
relatively high impedance. This device is anal- 
ogous to an ion engine with no space-charge 
limitations on the ion flux. Since only the ion 
plasma constituent is accelerated, the acceler- 
ator cathode also serves as a neutralizer. Only 
very preliminary performance data have been 
obtained for such devices, but the results are 
promising. 
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FIGURE 48 (b)-2.—Hall current ion accelerator. 

FIGURE   48(b)-3.—Nonequilibrium   magnetically   con- 
tained electrothermal thrustor. 

Nonequilibrium electrothermal magnetically 
contained accelerator.—Figure 48(b)-3 sche- 
matically depicts a nonequilibrium electro- 
thermal magnetically contained accelerator 
(ref. 12). It consists of a heated filament, a 
cylindrical anode, and a varying axial mag- 
netic field. In low-density discharges of this 
type, the electric power is directly added to the 
random energy of the plasma electrons. The 
high-energy electrons ionize the propellant, and, 
as the plasma's electron gas expands out of the 
device, its random electron energy is converted 
to direct energy. Since there can be no diver- 
gence of current, however, the electrons drag the 
ions along. Physically, this is accomplished by 
an axial electric field that the plasma itself 
builds. This field retards the electron's expan- 
sion, accelerates the ions, and causes an azi- 
muthal electron Hall current to flow that pro- 
vides the electromagnetic reaction force on the 
accelerator. The energy added to the ions is at 
the expense of the random electron energy. 
The expansion process is controlled by the mag- 
netic nozzle action of the spatially varying 
magnetic field. Preliminary performance of a 
200-watt thrustor with argon as the propellant 
has yielded power efficiencies of the order of 20 
percent at a specific impulse of 1500 seconds. 

A-C Accelerators 

All d-c accelerators require that electrodes be 
in contact with the plasma. This possible limi- 
tation of life can be circumvented by a-c elec- 
trodeless   accelerators   that   utilize  induction 
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FIGURE   48(b)-4.—Traveling   magnetic   wave   plasma 
engine. 

coupling; however, the, coupling efficiency must- 
be good. A number of elect rodeless accelera- 
tors are being investigated (reis. 13 to 18). 
One such device, the traveling magnetic wave 
accelerator (ref. 16), is schematically depicted 
in figure 48(b)-4. The, plasma produced in the, 
plasma source diffuses into the accelerator 
and is accelerated by the moving magnetic wave 
produced by the polyphase coil system. The 
operation is analogous to a polyphase induc- 
tion motor. As the magnetic wave moves 
through the plasma, an azimuthal current is 
induced. The interaction of this current with 
the magnetic wave produces an electromagnetic 
body force tending to drag the plasma with the 
wave. The body force, acts on the plasma's 
electrons, which transfer the force to the ions 
through an induced axial polarization or Hall 
electric field (ref. 10). 

Pulsed Accelerators 

The efficiency of plasma accelerators tends to 
increase with power level. The pulsed acceler- 
ators, or guns (reis. 19 to 23), attempt to capi- 
talize, on this fact by utilizing instantaneous 
power levels above 100 megawatts. Final ver- 
sions of such thrustors would have pulsing rates 
of 100 to 1000 pulses per second and pulse dur- 
ations of a few microseconds. The chief prob- 
lem in such systems is in obtaining a sufficiently 
tight coupling to the gun. Useful power addi- 
tion to the plasma terminates in less than the 
first half cycle of the discharge. This places 
stringent requirements on obtaining low-induct- 
ance capacitors and low-inductance circuits at 
breakdown. An experiment (ref. 23) on one 
of the most interesting of these accelerators, the 

FIGURE 48(b)-5.—Coaxial plasma gun. 

coaxial plasma gun, is schematically depicted in 
figure 48 (b)-5. In this gun the low-inductance 
capacitor bank is discharged before the coaxial 
pair of electrodes. The radial current sheet in- 
teracts with the azimuthal magnetic field 
created by the current flowing in the electrodes 
to provide the electromagnetic acceleration 
force. This force acts on the electrons, which 
are coupled to the ions by the induced axial-elec- 
tric field (ref. 24). Typical experiments uti- 
lize pulsed propellant injection, but in final 
systems the, pulsing rate may be adequate to 
permit continuous propellant flow. Experi- 
ments may or may not use switching between 
the capacitors and the gun. Such devices are 
polarity sensitive, and operation is superior if 
the center electrode is the initial cathode (ref. 
25). Performance to date of such a gun has 
yielded efficiencies as high as 30 percent at a 
specific impulse of 5000 seconds. 

CONCLUSIONS 

In conclusion, although many interesting and 
attractive schemes are being investigated for 
electromagnetic propulsion applications, none 
of these devices has as yet demonstrated the 
performance required for an actual propulsion 
mission. On the other hand, no fundamental 
obstacles have been discovered that would pre- 
vent the eventual achievement of this goal. The 
chief problems in the development of such de- 
vices have primarily been the lack of funda- 
mental knowledge of plasma physics and the 
lack of sufficient plasma diagnostic techniques to 
evaluate adequately the experiments being per- 
formed.   Thus, it is actually in these areas that 
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the major effort has been devoted, and in which impulse range of from 1000 to 5000 seconds, 
substantial contributions are being made. Potentially high efficiency in this range of spe- 

Potentially,     electromagnetic     accelerators cine impulses is due to the possibility of efficient 
should be able to provide rugged, relatively utilization of the plasma's ions.   Since in such 
small   thrustors  capable  of   above  megawatt devices the ionization and acceleration processes 
power levels.    Efficiencies should be competi- can be integral, the ions can be accelerated as 
tively attractive, at least in the lower specific they are produced. 
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INTRODUCTION 

The electrostatic thrustor, as exemplified by 
the ion rocket, is not a new concept. For ex- 
ample, Oberth (ref. 1) discussed such a system 
in 1929. A fair amount of theoretical examina- 
tion had been given to the idea well in advance 
of the first space flights. Not, however, until 
shortly before those flights, or the brink of the 
space age, did the serious development of the 
associated technology commence. Under the 
auspices of the Department of Defense as well 
as NASA, this development has now been car- 
ried to the point where prototype devices that 
might be suitable for some space applications 
are available. 

This discussion has as its purpose (1) to out- 
line the fundamental processes integral to elec- 
trostatic propulsion, (2) to describe the main 
categories of such thrustors and their current 
status, and (3) to point out a few possible fu- 
ture developments which might change the 
present emphasis in electric propulsion re- 
search. This paper is not a comprehensive 
survey of the field. The reader seeking more 
detailed and comprehensive information is di- 
rected to the existing literature, especially ref- 
erences 2 to 5. 

ELECTROSTATIC   PROPULSION   FUNDAMENTALS 

Figure 48(c)-l is a schematic diagram of an 
electrostatic thrustor. The three processes in- 
tegral to the cycle are (1) the generation of 
charged particles, (2)  their acceleration, and 
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FIGURE 48(c)-l.—Electrostatic thrustor. 

(3) the neutralization of the resultant beam. 
As shown, the ions are accelerated beyond the 
velocity desired and then decelerated. This 
process permits greater ion current densities 
and also prevents electrons from being drawn 
back into the ion source. In the development 
of an electrostatic thrustor, the primary goals 
are high efficiency, thrust-to-weight ratio, and 
durability. The thrust-to-weight ratio is di- 
rectly dependent on the attainable thrust den- 
sity, that is, the thrust per unit area. The 
maximum current density which an electro- 
static accelerator will accept is calculable and is 
implied in figure 48(c)-l by the potential 
gradients being shown as zero at the source. 
Such limiting currents have been calculated for 
a wide variety of configurations (ref. 6). The 
maximum thrust density has also been shown 
to depend on the electric field at the accelerator 
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PIOTIRE 48(c)-2.—Singly charged particle acceleration. 

(refs. 2 and 7), which, in turn, is approximated 
by the ratio of the accelerating potential to the 
acceleration length. 

The net accelerating potential required to ob- 
tain a given specific impulse varies, as shown 
in figure 48(c)-2, with the particle mass. 
Singly charged particles are assumed. A con- 
venient number to remember is 10 volts per 
atomic mass unit, whicli corresponds to a spe- 
cific impulse of about 4500 seconds. For par- 
ticles such as cesium or mercury ions, the re- 
quired accelerating potentials are then on the 
order of 1000 to 2000 volts. With such a small 
accelerating potential, acceleration lengths of 
less than 1 millimeter would be quite feasible 
if electric breakdown were the only limiting 
factor. Other difficulties are encountered in at- 
tempting to fabricate and operate such a deli- 
cate structure. A major consideration is the 
j:>robable operating life. 

An alternative approach to obtaining high 
thrust densities is through the use of heavier 
particles. A 100,000 atomic mass unit particle 
requiring 1 megavolt of acceleration permits 
accelerating lengths between 0.1 and 1 meter. 

The accelerator limits are thus seen to be 
rather clearly delineated. Ion or charged- 
particle sources are currently of two principal 
varieties. One source is known as contact ioni- 
zation and depends on the fact that some of the 
alkali metals, notably cesium, have ionization 
potentials so low that they may lose an electron 
on contact with a high-work-function surface 
such as tungsten. Contact ionization would be 
an extremely efficient method for the produc- 
tion of ions if it were not for the requirement 

that the tungsten be kept hot in order to prevent 
the accumulation of a layer of cesium and the 
consequent reduction of the work function of 
the surface. 

The second system involves the bombard- 
ment of the propellant atoms with electrons. 
This system is not specific to any single pro- 
pellant, but is in theory able to produce ions of 
many different materials. The efficiency of this 
system is a function of many factors but has 
been shown to be relatively attractive for fairly 
heavy ions. 

The neutralization of the charged-particle 
beam is a subject to which considerable analyti- 
cal and experimental effort has been devoted. 
It is easily demonstrated that neutralization of 
ion beams can be accomplished inside vacuum 
tanks. Less easy is the task of proving conclu- 
sively that a similar result can be obtained in 
space where the beam is semi-infinite. Some 
mechanism must be postulated whereby the 
mean or drift velocities of the ions and electrons 
can be synchronized. Analysis is continuing 
and, in addition, an experiment is being readied 
whereby actual operation of two types of ion 
engine will be attempted in space. 

PRESENT STATUS OF THREE TYPES OF THRUSTOR 

Ion engines in the operational prototype stage 
include the contact engine in which cesium is 
used as the propellant and the electron-bom- 
bardment engine in which mercury is used. A 
third type, the colloidal-particle engine, is less 
advanced. Although the first two engines may 
be considered to have had their potentialities 
well demonstrated, future work is required to 
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FIGURE 48(C)-4.—Ion-engine thrust gains with direct' 
heat supply. Constant total weight and specific 
impulse. 

improve the factors of thrust-to-weight ratio, 
efficiency, and durability. 

In the contact ion engine, the principal source 
of energy loss is the heat radiated from the hot 
ion emitter. To some extent the accelerating 
electrodes can serve as radiation shielding to 
reduce this loss. Figure 48(c)-3 (from ref. 2) 
shows how greatly this might increase efficiency 
if the only radiation loss is assumed to be di- 
rectly from the emitter to empty space; radia- 
tion falling on the accelerator is assumed to be 
perfectly reflected to the emitter. Compared 
with the "standard" paraxial-flow engine, the 
divergent-flow engine with its increased emitter 
current density is a substantial improvement. 
In a curved-beam configuration, the emitter 
radiation has no straight-line path of escape, 
and the efficiency calculated according to these 
assumptions approaches 100 percent. 

Inasmuch as the principal source of loss is 
from the heat radiated by the emitter, the next 
logical question is whether there might not 
be a more effective (i.e., lighter) system for pro- 
viding this heat. If, for example, the power- 
plant incorporates a very-high-temperature 
nuclear reactor, it might easily be possible to 
transfer the heat directly rather than first con- 
verting it to electric power. A separate nu- 
clear reactor that would serve only to heat the 
emitter might even be considered. In figure 
48(c)-4 is shown the effect of using a separate 
heat supply.   The value 0.2 might be about 

right for the ratio of specific weights of the 
heat supply to the electric powerplant. As 
should be expected, the gains in engine output 
at a fixed specific impulse and total powerplant 
weight become greater at the lower engine 
efficiencies. 

The electron-bombardment engine of the 
type invented and developed by Mr. Harold R. 
Kaufman at the Lewis Research Center is 
shown as a cutaway version in figure 48(c)-5. 
Mercury vapor is admitted to the ion chamber 
at a controlled rate. The hot cathode in the 
center emits electrons, which are attracted to 
the peripheral anode. An axial magnetic field 
extends the electron paths increasing the prob- 
ability of ionizing collision. In operation the 
chamber is filled with a dilute plasma from 
which ions are extracted by a high potential 
difference impressed across the pair of per- 
forated plates labeled "screen" and "accelera- 
tor." The principal sources of power loss in- 
clude the heating power to the filament, the 
"discharge" power between filament and anode, 
and the power to maintain the magnetic field. 
Work under way is aimed at reducing each of 
these. 

The electron-bombardment engine differs in 
one very important respect from the contact- 
ion engine. The propellant utilization—the 
fraction of the total propellant flow that be- 
comes ionized and accelerated into the beam— 
is substantially less than 100 percent.   Correct- 
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FIGURE 48 (c)-5.—Electron-bombardment ion engine. 
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FIGURE 48 (c)-6.—Permanent-magnet engine. 

ing the efficiency and the specific impulse for 
this factor is easy enough; the problem arises 
from the neutral atoms going through the ac- 
celerator structure. A number of these neutrals 
will undergo charge exchange with the fast ions 
and fall into the accelerator. Ensuing erosion 
of the accelerator will then impose a durability 
limit on the entire system. Data have been ob- 
tained (ref. 8) which indicate that this charge- 
exchange process is indeed the primary con- 
tributor to the accelerator impingement and 
that the erosion is proportional thereto. It then 
follows that the life expectancy of a particular 
engine can be fairly well calculated in advance 
and that long life may require the engine to 
operate inefficiently or at a low thrust-to- 
weight ratio. Kaufman (ref. 8) shows that 
lifetimes of approximately 1 year (10,000 hr) 
may be predicted from current accelerator types 
with a thrust-to-weight ratio for the thrustor 
alone of about 0.001. A more severe problem 
may be the durability of the cathode. To date 
the main effort has involved the use of elemental 
(tantalum or tungsten) cathodes. Work now in 
progress with low-work-function cathodes 
should reduce power requirements and also 
promise extended cathode life. 

In figure 48(c)-6 is shown an engine with 
permanent magnets in place of the field coil. 
The magnets are in contact with sheets of ferro- 
magnetic material at the front and the back of 
the engine; thus the requisite weak field is in- 
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FIGURE 40(c)-7.—Engine efficiency. 

duced throughout the ionization chamber. Not 
only does this procedure eliminate the power 
requirement of the field coil, but also, because it 
reduces by one the number of separate power 
supplies, simplifies and lightens the power-con- 
ditioning equipment. The weight of this engine 
corresponds closely to the weight of the equiv- 
alent configuration with field coil. 

The efficiencies obtainable from an electron- 
bombardment engine according to Kaufman's 
estimates are shown in figure 48(c)-7. These 
estimates were obtained by a realistic combina- 
tion of the ingredients which have been sepa- 
rately determined. Permanent magnets were 
assumed, as were low-temperature cathodes. 
The optimum propellant utilization varies with 
specific impulse; the estimated efficiency attains 
only about 80 percent even at 10,000 seconds. 
By some standards, the efficiencies at the lower 
specific impulses are high. Nevertheless there 
seems to be room for improvement. 

The efficiency estimates might be compared 
with some others, as in figure 48(c)-8. Here 
the curve for the bombardment engine and the 
curve calculated for the divergent-flow engine 
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FIGURE 48 (c)-8.—Estimates of ion-engine efficiencies. 
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are compared with some actual data for exist- 
ing engines. The mercury engine data ap- 
proach quite closely the estimates of attainable 
performance. The cesium engine data fall far 
short of the predicted divergent-flow engine 
performance. If the predictions are soundly 
based, some very substantial improvements in 
the low specific impulse range may be obtained. 
It should be pointed out that the divergent-flow 
curve is entirely theoretical; no engine data for 
such a configuration are available at this time. 

The third category of electrostatic thrustor 
offers distinct promise for high efficiency in the 
low-specific-impulse region. Although its de- 
velopment is in an embryonic state, the colloid 
rocket, which uses particles of 100,000 atomic 
mass units or more may perform as well at low 
specific impulse as does the electron-bombard- 
ment engine at high specific impulse. The pos- 
sibilities of this propulsion system have been 
discussed frequently during the past 5 years. 
Difficulties have been encountered in the pro- 
duction, charging, and acceleration of such tiny 
particles. A typical particle diameter might 
be about 40 angstroms. One frequent prob- 
lem is the production of atomic or molecu- 
lar ions, which, at the high accelerating volt- 
ages, consume much more power than their 
thrust is worth. Progress has been reported 
by Norgren (ref. 9). His process is the con- 
densation of low-density vapor in an expand- 
ing nozzle. Figure 48 (c) -9 shows both an elec- 
tron photomicrograph of a sample of such col- 
loids and also the particle-size distribution 
measured therefrom.   The peak of the distribu- 
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FIGURE 48(c)-9.—Particle distribution of mercurous 
chloride. 

tion occurs at about 0.009 micron. The particles 
were charged and accelerated, although only to 
30 kilovolts, which gives an effective specific 
impulse of about 420 seconds. The progress 
with the colloid rocket is promising both be- 
cause of the ability to provide high efficiency at 
low specific impulse and of a possible applica- 
tion with an advanced powerplant that gives 
megavolt potentials directly. This application 
is discussed by Mr. Edmund E. Callaghan. 

FUTURE  CONTINGENCIES 

The existing thrustors of both the cesium- 
tungsten and the electron-bombardment engine 
types will, of course, continue to be improved. 
The colloid rocket will be explored until its 
potentialities are more rigorously defined. 
Aside from such straight-line extrapolations, 
what may the future hold for electric propul- 
sion ? A great deal of effort is currently being 
devoted to powerplant development. The in- 
terface area between powerplant and thrustor, 
which contains the power conditioning and con- 
trol equipment, has as yet received little con- 
centrated attention. Such equipment will be 
subject to most stringent requirements as to 
weight and reliability. Further, the type of 
powerplant output may well be different from 
that which is now being designed. System op- 
timization may demand that the characteristics 
of the thrustor be compromised in the interest 
of compatibility with other components. The 
possibility of a powerplant's yielding mega- 
volts directly has certainly stimulated interest 
in the colloid engine wherein such voltages 
might be directly employed. A high-tempera- 
ture nuclear turbogenerator system could 
similarly stimulate research in the cesium- 
tungsten engine with the heat-transfer system 
for the emitter. 

Despite the vast number of missions that 
have been calculated, it should not be assumed 
that the field is exhausted. Special mission re- 
quirements may bring about the need for "non- 
conventional" electric thrustors. Already, as 
Mr. W. E. Moeckel has shown, the Jupiter 
mission might require a duration (and dur- 
ability for the thrustor) of about twice the cur- 
rent target of 10,000 hours. Such durability re- 
quirements may demand new approaches. 
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The need for ever increased payloads and de- 
creased trip times has been emphasized by pre- 
vious papers. Experience indicates that each 
major step forward requires development of 
some new power source. A prime example of 
this is the gas turbine, which has, to a great ex- 
tent displaced the piston engine in air travel. 
Therefore, "advanced concepts" really means 
the study and development of energy sources 
that can be adapted to propulsion devices. 

First, a propulsion concept, proposed in ref- 
erence 1, which is based on a radioisotope elee- 
trogenerator integrated with a colloidal particle 
electrostatic engine will be considered briefly. 
Emphasis will be placed primarily on the elec- 
trogenerator since the colloidal particle electro- 
static engine has been discussed previously by 
Mr. Warren Eayle. Secondly, the concept of a 
thermonuclear rocket will be explored. Since 
a wide variety of scientific and space uses of 
intense magnetic fields is anticipated, NASA 
research program on magnetics (ref. 2), low- 
temperature physics, superconductivity, and 
other related programs will be discussed in some 
detail. 

Figure 49-1 illustrates the general mode of 
operation of a direct nuclear electrogenerator 
cell. Charged particles are emitted by a decay- 
ing radioisotope. Some of these particles will 
reach the collector, and the potential or charge 
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FIGURE 49-1.—Radioisotope electrogenerator cell. 

will gradually build up until there is a suffi- 
ciently large potential difference between the 
collector and the emitter to prevent any further 
particles from reaching the collector. In this 
manner, a cell or voltage generating device is 
formed. In actual use an external load would 
be connected between the collector and emitter 
to complete the circuit for the flow of charge. 

Not all the nuclear energy is converted to 
electricity. The random direction of emission 
of the particles causes some to have an in- 
sufficient velocity component oriented parallel 
to the field; thus, these particles do not reach 
the collector and fall back into the emitter. 
Since particles lose energy on passage through 
matter and the fuel layer cannot be infinitesi- 
mally thin and still produce power, particles 
emitted below the fuel layer surface lose energy 
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FIGURE 40-2.—Design study of 500-kilowatt electro- 
static propulsion system with direct nuclear electro- 
generator. 

in the fuel layer. In addition, any excess en- 
ergy of the particle when it reaches the collector 
is dissipated on penetration into the surface. 
In all cases where energy is lost in the emitter 
or collector, it is transformed into heat; this re- 
sults in reduced efficiency and a heat disposal 
problem. 

Design studies have been made of several 
conceptual spacecraft (ref. 1) using the ideas 
outlined herein and in Mr. Eayle's paper. One 
of these concepts is shown in figure 49-2. A 
spherical configuration has been assumed with 
an alpha-emitting radioisotope film located on 
the surface of the inner sphere; the outer sphere 
acts as the collector. In this concept the outer 
collector is floated at space electric potential, 
and the inner sphere then carries a negative 
charge. In order to evaluate this particular 
concept, i.e., to estimate its specific weight, it 
was decided to study an electrogenerator of 500- 
kilowatt capability. The radioisotope chosen 
was polonium 210, although cerium 144 would 
probably serve equally well. The collector for 
this case is about 135 feet in diameter, and the 
inner emitter diameter is about 45 feet. The 
radioisotope total mass required is about 30 
pounds. Detailed design studies show a total 
system weight for the integrated electrogenera- 
tor and propulsion system of about 265 pounds 
or a specific powerplant weight of about y2 

pound per kilowatt. 
Recent studies have shown that the size of 

the system can be easily scaled downward to 
power levels of the order of 30 kilowatts with- 

out any increase in specific system weight. 
This makes the system of considerable interest 
for interplanetary space probes. The use of 
cerium instead of polonium would require ra- 
diation shielding of the payload package. For 
a typical configuration, this represents an addi- 
tional weight of perhaps 1200 pounds, which 
would give a specific system weight of 3 pounds 
per kilowatt. Since this represents an order- 
of-magnitude reduction in specific weight over 
current systems and, hence, greatly enhanced 
emission capabilities, it becomes important to 
study the physics and engineering problems as- 
sociated with the development of such a space- 
craft. 

Basic physics problems exist in regard to (a) 
whether particles will knock electrons out of 
the support foil and cause local shorts, (b) the 
flux distribution of particles coming out of the 
support foil, (c) the sputtering of the collector 
and emitter support materials, (d) and high 
voltage breakdown between the collector and 
emitter. Some of the engineering problems to 
be solved are the packaging of the isotope dur- 
ing launch and the dissipation of its high heat 
output. The mere obtaining of large quantities 
of radioisotopes other than cerium may be a 
serious problem. There are the problems of 
integrity of the package if the mission is 
aborted, the production of lightweight insula- 
tors with small leakage, and the development 
of methods for depositing and attaching iso- 
topes in thin films to the emitter surface. 

Study has been started on some of these prob- 
lems, but as yet the problems have not been 
investigated thoroughly. Several small experi- 
ments to investigate some of the basic physics 
problems are under way. 

The next advanced concept to be considered 
is the fusion engine. Considerable effort has 
already been expended on the development of 
fusion power. This program, known as Proj- 
ect Sherwood, is being conducted by the 
Atomic Energy Commission with the express 
aim of obtaining a controlled thermonuclear 
reaction. In principle, what must be done is 
understood, but the problems are difficult. 
When it is considered that fusion is similar to 
building and maintaining a small sun, the dif- 
ficulties are quite apparent. 
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The principle of achieving thermonuclear fu- 
sion reactions is well known; all that is neces- 
sary is to cause the atomic nuclei of light ele- 
ments to collide with sufficient energy. The 
problem is that "sufficient energy" means that 
high enough relative velocities must be achieved 
to overcome the electrostatic repulsion that 
tends to keep the nuclei apart, and to achieve 
these velocities a plasma must be created with 
temperatures of the order of tens or hundreds 
of millions of degrees Kelvin. At these temper- 
atures the nuclei move about randomly with 
high enough velocities to combine and release 
sufficient amounts of energy to enable the re- 
action to be self-sustaining. 

It is clear then that the two major problems 
are (1) to heat a plasma of light elements to a 
sufficiently high temperature to cause fusion 
and (2) to contain the plasma without the use 
of material walls. The AEC work on both 
plasma containment by magnetic bottles and 
plasma heating by a wide variety of methods 
has not been specifically aimed at a space pro- 
pulsion system. With this in mind, therefore, 
some typical fusion reactions will be considered. 

As shown by the following equations, two 
deuterium nuclei fuse together to produce either 
helium 3 and a neutron or tritium and a proton. 
These two reactions have an equal probability 
of occurrence. A deuterium nucleus and a trit- 
ium nucleus combine to produce helium 4 and a 
neutron, and a deuterium nucleus combines with 
helium 3 to produce helium 4 and a proton. Of 
interest here is the extremely high energy of 
the reaction products. 

D+D-»He3 (0.8 Mev)+neutron (2.4 Mev) 
D + LWT (1.0 Mev)  +proton (3.0 Mev) 

D + T-»He4   (3.4 Mev) + neutron   (14.1 Mev) 
D+He3^He4  (3.6 Mev) + proton (14.7 Mev) 

The major task, therefore, is to examine these 
reactions and to determine how they can best 
be utilized in space. It is evident, for example, 
that the last two reactions release far more 
energy than either of the deuterium reactions 
(about 18 Mev compared with 3 or 4 Mev). 
Consider further that the deuterium-tritium 
reaction produces a helium 4 nucleus and a neu- 
tron, whereas the deuterium-helium 3 reaction 
produces a helium 4 nucleus and a proton, both 

of which are positively charged. If the use of 
deuterium-tritium is studied as an energy 
source, most of the available energy is in the 
neutrons that escape the magnetic bottle. The 
high-energy neutrons must be trapped in thick 
and massive shields and their energy removed 
as heat. This brings about the usual thermo- 
dynamic problems associated with the utiliza- 
tion of a heat source in space. Either this heat 
must be used directly to heat a propellant or it 
must be converted to electricity and thence into 
an electrical propulsion system. Studies re- 
ported in reference 3 show no substantial gains 
as compared with an ordinary fission reactor. 
Therefore, the D —He3 reaction is left, the prod- 
ucts of which are charged particles and, hence, 
can be contained magnetically. If for the mo- 
ment the problem of plasma heating is ignored 
and the necessary conditions are assumed to be 
created, the problem of magnetic containment 
must be considered. Early studies of thermonu- 
clear propulsion showed that ordinary electro- 
magnets, for example, of copper operating at 
room temperature, were far too massive for any 
practical use in space. Later studies in which 
cryogenically cooled magnets were used to de- 
crease resistivity resulted in substantial gains, 
but such systems did not show any marked im- 
provements over other space power and propul- 
sion systems that were already being developed. 
In the last several years tremendous advances 
have been made with superconducting materi- 
als and superconducting magnets. In fact, in 
the laboratory, fields of the order of 90 kilo- 
gauss have been achieved with superconducting 
magnets. Even more spectacular gains will 
probably be made in the future. In any event, 
the use of superconducting magnets for plasma 
containment is a distinct possibility, and the 
conceptual design of a thermonuclear rocket is 
based on their use. 

It should be emphasized that it is not as yet 
known how to build a thermonuclear reactor but 
that enough is known about the kinds of energy 
releases to analyze the possible propulsion im- 
plications for advanced space missions. 

The basic elements of a propulsion system 
using D —He3 as a fuel are shown in figure 49-3. 
This figure illustrates one of the many concepts 
explored at the Lewis Research Center (ref. 3). 
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FIGURE 49-3.—Final two-shield system for a reaction. 

The view shown is a cross section of a cylindri- 
cal system using a solenoidal magnet. For a 
device such as envisioned here, magnetic fields 
of the order of 100,000 gauss in the center and 
200,000 gauss at the ends are required to contain 
the plasma and to keep the overall size to rea- 
sonable values. 

For an assumed reactor whose total power 
output is 100 megawatts, the total size of the 
reactor is found to be only 50 centimeters in 
diameter and 250 centimeters long for the con- 
ditions chosen. 

Note in 'the figure that several shields have 
been placed between the reactor and the magnet. 
These shields are necessary since a D — He3 

plasma radiates gamma rays, which, if allowed 
to impinge on the superconducting magnet, 
would cause excessive heat loads that must be 
removed at the extremely low temperature (4° 
K) at which the magnet operates. For the par- 
ticular device that will be discussed, liquid hy- 
drogen is used as a propellant that is heated in 
the secondary shield and mixed with the reac- 
tion products and expelled to product thrust. 
The use of a propellant separate from the fuel 
is necessary in order to produce the thrusts and 
specific impulses that are more nearly optimum 
for interplanetary flights. It should be pointed 
out that very little is known about the mixing 
and expulsion of gases at the temperatures in- 
volved. This is an area that is currently of 
great interest in plasma physics. 

Although the superconducting magnet will 
not generate any heat by internal resistance, 
some heat will be generated by the residual 
gamma rays that pass through both the primary 

and secondary shields. This heat must be re- 
moved by the cryoplant. For the conceptual 
design it has been assumed that the magnet is 
cooled by liquid helium and that the heat from 
gamma-ray absorption in the magnet is han- 
dled by the cryoplant, which rejects its heat to 
the liquid-hydrogen propellant. The heat gen- 
erated in the primary shield is rejected to space 
directly. It could, of course, be used to gener- 
ate auxiliary power for nonpropulsive applica- 
tions aboard the spacecraft. 

Any analysis of a system such as this is de- 
pendent on a large number of variables. For 
the configuration shown and in the range of 
specific impulses of interest, specific powerplant 
weights considerably less than 1 pound per 
kilowatt and thrust-to-weight ratios of the 
order of 0.004 pound of thrust per pound of 
propulsion system weight appear to be achiev- 
able (ref. ?>). Since these values, like those for 
the isotope cell system, are at least an order of 
magnitude better than electric propulsion sys- 
tems currently under development, it is clear 
that thermonuclear propulsion offers exciting 
possibilities for the conquest of space if and 
when the reaction is achieved. 

The question arises then as to what is being 
done to solve the many problems that are in- 
volved. The two principal stumbling blocks 
are plasma heating to thermonuclear tempera- 
tures and containment. As mentioned before, 
the AEC has a large effort covering many 
phases of controlled thermonuclear reactions. 
At the Lewis Research Center, work is being 
done on magnetics as related to containment 
(ref. 2) and on plasma heating, as well as on a 
wide area of plasma physics. Currently a large 
experiment is being set up that uses a heating 
method called "ion cyclotron resonance," which 
was first analyzed in reference 4. Radio fre- 
quencies are used to excite ions to very high 
temperatures. Several preliminary experi- 
ments using this technique are under way, and 
the results to date are quite promising. 

Although strong magnetic fields are essential 
for the fusion process, their applications to 
other areas may be even more fruitful. Obvious 
applications of such fields are in magnetohydro- 
dynamic power generation, magnetic nozzles, 
and the magnetic shielding of spacecraft from 
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high-energy charged particles. Because of 
these interests, the remainder of this paper will 
be devoted to discussing the Lewis program in 
magnetics. 

Magnetohydrodynamic power generation is 
a particularly interesting concept since it avoids 
some of the problems associated with rotating 
power equipment at extremely high tempera- 
tures. It does, however, have unique problems 
of its own and appears to be feasible for space 
only if the required magnetic field can be gener- 
ated by using superconductors. 

The concept of shielding interplanetary 
spacecraft from high-energy particles by using 
superconducting magnets has been explored by 
several investigators. It appears that for large 
interplanetary vehicles an order-of-magnitude 
weight savings may be possible as compared 
with the usual mass shielding. 

Perhaps even more important are the wholly 
scientific aspects of high fields. For example, 
studies are being made of the biologic effects of 
extremely high fields, particularly as related 
to cancer. 

The achievement of intense magnetic fields 
for steady-state operation and over reasonably 
large volumes is in itself a considerable accom- 
plishment. Space applications add the addi- 
tional requirements of light weight and low 
power consumption. 

It has become increasingly evident that mini- 
mum power, both for the magnet and indeed for 
the total system, can be achieved only by means 
of cryogenics.   One of the goals is to construct 

FIGURE 49-4.—Helium storage bag. 

and operate large cryogenically cooled magnets 
made of both normal and superconducting 
materials and to apply these magnets to the 
applications previously mentioned. 

This kind of an activity requires the avail- 
ability of an electric power source for magnet 
coils and large quantities of cryogenic fluids. 
The power source is a homopolar machine. 
This is an interesting device that uses liquid 
brushes of a sodium-potassium mixture and is 
capable of producing upwards of 200,000 am- 
peres at 15 volts for 1 minute. It can be op- 
erated at 2.2 megawatts or less continuously 
and is currently being used to power two water- 
cooled magnets with fields up to 110,000 gauss. 

For cryogenic fluids, a helium liquefier of 
100-liter-per-hour capacity is available, and a 
liquid-neon system with 60-liter-per-hour capa- 
bility will soon be ready. It is necessary, of 
course, that both of these gases be recaptured 
after they have served as coolants and have 
been vaporized. For example, a large plastic 
bag is used for helium storage, as shown in 
figure 49-4. This bag is an inflatable struc- 
ture ; the outer shell is held up by air pressure, 
and the inner bag holds the helium. This kind 
of system can achieve greatly reduced costs over 
metal tanks. 

In order to develop either superconducting 
or cryogenic magnets, the characteristics of ap- 
plicable materials in the presence of both low 
temperatures and high magnetic fields must be 
studied. Figure 49-5 shows a 100-kilogauss 
water-cooled magnet into which a helium Dewar 
has been lowered. Provisions have been made 
to pump on the Dewar, which reduces the he- 
lium vapor pressure and, hence, achieves tem- 
peratures down to about 1° K. A working 
volume in the Dewar of about % inch in diam- 
eter by 12 inches high is available. A larger 
system, which provides fields over 100 kilogauss 
with a working volume of 3 inches in diameter 
by 12 inches high, is also being used. Both 
these facilities are used for studies of effects 
of strong fields and low temperatures. Of par- 
ticular interest, however, are the superconduct- 
ing properties of such materials as niobium-tin 
and niobium-zirconium alloys. These have 
been studied, and a number of small supercon- 
ducting magnets have been constructed. 
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FIGUKE 49-5.—Magnetoresistance and superconductiv- 
ity test apparatus. 

In the area of superconductivity, a wide va- 
riety of research problems requires solution. 
One of the most interesting of these problems 
is the "training effect." A superconducting 
magnet of niobium-zirconium alloy will "learn" 
to build higher and higher fields. Each time it 
is operated, the wires will carry successively 
higher currents and, hence, produce higher 
fields until a maximum is reached. Another 
effect, which is not yet understandable, is the 
fact that the maximum current a given super- 
conducting wire will carry decreases with in- 
creasing length. 

At the current state of the art many metal- 
lurgical problems exist. Material properties, 
supposedly the same, will vary from sample 
to sample. It is quite difficult to achieve re- 
producible results with niobium-tin magnets. 

If the construction of cryogenic but nonsu- 
perconducting magnets is considered, it is well 
known that the electrical resistance of materials 
decreases with decreasing temperature. At 
low temperatures, however, two effects are en- 
countered that are normally negligible at room 
temperature.  When the temperature is reduced 

sufficiently and the lattice structure of the ma- 
terial becomes relatively stable, the regularity 
of the lattice becomes important. Regularity 
of the lattice can be achieved by using very- 
high-purity materials. The second effect is 
called magnetoresistance and is due to the mag- 
netic field in which the conductor lies. If both 
low temperatures and very pure materials are 
used, the magnetoresistance effect dominates. 
For the construction of cryogenic coils it is de- 
sirable to choose a material that has a minimum 
magnetoresistance in the presence of high fields. 
Studies have shown that either very pure alu- 
minum or sodium gives the minimum total re- 
sistance at low temperatures and in high fields. 

Based on this information and on a series of 
heat-transfer studies, a large magnet is being 
constructed that will provide fields up to 200 
kilogauss for several minutes (ref. 5). Several 
single experimental coils have been con- 
structed ; one is shown in figure 49-6. This coil 
has a bore of 12 inches and an outer diameter 
of over 3 feet. The coil is made of a spiral 
wrap of very high purity aluminum (99.9983 
percent) laminated to stainless steel. Small 
stainless-steel separators are used to transfer the 
forces and to provide cooling passageways. 
The size of the outer restraining hoop indicates 
the kinds of stresses anticipated; 200-kilogauss 
fields will give stresses equivalent to an inter- 
nal gas pressure of about 25,000 pounds per 

square inch. 

FIGURE 49-6.—Liquid-neon-cooled coil. 
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Cooling is accomplished by nucleate boiling 
of the cryogenic fluid in which the coil is 
placed. Tests have been conducted in both ni- 
trogen and hydrogen. In the final configuration 
a stack of 12 of these coils will be cooled by 
liquid neon to provide a field of 200 kilogauss. 
This magnet should be very useful for studies 
of various physical phenomena in intense fields. 
Further in the future a magnetic-mirror ma- 
chine using 36 coils will be constructed. This 
machine should provide a central field of 100 
kilogauss with end mirrors of 200 kilogauss and 
will be used in fundamental studies of plasma 
heating and containment. 

To summarize briefly, two proposed concep- 
tual propulsion systems that appear to give 
far greater mission capability than others that 
are under development have been reviewed. 
Both, however, have serious problems that must 
be solved before any real feasibility can be 
demonstrated. A wide variety of uses is antici- 
pated for intense magnetic fields for future 
space, ground, and scientific applications. In 
space, however, it will probably be necessary 
to achieve these fields using superconducting 
systems. Experience at Lewis and other lab- 
oratories throughout the country is disclosing 
exciting new possibilites for superconductors. 
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SUMMARY 

The airflow about a launch vehicle causes problems 
which may affect the entire vehicle or may affect only 
localized areas; the problems can occur when the vehi- 
cle is on the launcher as well as during flight. Specific 
problems discussed include local steady-state loads, 
overall steady-state loads, buffet, ground wind loads, 
base heating, and rocket-nozzle hinge moments. 

INTRODUCTION 

Figure 50-1 indicates the subject under dis- 
cussion—the aerodynamic problems of launch 
vehicles—and provides an orientation for the 
subject. Aerodynamics is shown as the hub of 
a wheel which has three spokes. The spokes 
are attached to the rim at points labeled inertia, 
elasticity, and heat. Aerodynamics alone and 
in combination with one or more of the items 
shown on the rim represents separate areas of 
investigation wherein the airflow about a launch 
vehicle may be an important factor. For ex- 
ample, the different spokes represent the areas 
of dynamics, aeroelasticity, and aerothennody- 

INERTIA- HEÄT 

FIGURE 50-1- 

ELASTICITY 

-Aerodynamic problems of launch 
vehicles. 

namics.   The whole wheel represents the broad 
area of aerothermoelasticity. 

A very large number of specific problems are 
represented by this diagram. Only a few of 
the problems, as shown figure 50-2, have been 
chosen for discussion herein. A typical large 
launch vehicle is shown at the right of the fig- 
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FIGURE 50-2.—Problems to be discussed. 

ure. The treatment is directed more toward 
the problems of large launch vehicles than 
toward small ones; however, much of the dis- 
cussion also applies to small launch vehicles. 

SYMBOLS 

c„ pressure coefficient,   

^ p.ponk peak negative pressure coefficient 

/ frequency 
M Mach number 

V local static pressure 

Pco free-stream static pressure 

1 free-stream dynamic pressure 

V(x) steady wind velocity 
V{x, t) unsteady wind velocity 

^'wiND horizontal wind velocity 
a angle of attack 

«M root-mean-square bending moment 
* power = spectral density 

LOCAL STEADY-STATE  LOADS 

The first subject to be discussed is local 
steady-state aerodynamic loads. Figure 50-3 
shows the distribution of pressure coefficients 
over a typical vehicle. The Mach number is 
1.3 and the angle of attack is zero. Negative 
pressure coefficients, which indicate pressures 
below ambient, are shown above the horizontal 
axis. 

Note that large changes in pressure occur in 
the regions of the flares. Both negative and 
positive pressure-coefficient peaks are obtained, 
and these peaks represent concentrated local 
loads.    The negative pressure-coefficient peaks 

-.4 

Cp    0 

.8L 

FIGURE 50-3.—Pressure distribution.   M = 1.3; a = 0°. 

occur at each corner where the flow is required 
to expand. 

The peak negative pressure coefficient near 
the first corner of a different nose cone is shown 
as a function of Mach number in figure 50-4. 
The dynamic pressure is also shown as a func- 
tion of Mach number for a typical trajectory. 
The local load is proportional to the product of 
Cp and q as shown by the solid curve. It may 
be seen that the local load at a Mach number of 
0.8 is about four times higher than the load at 
maximum dynamic pressure. 

The local load is a particularly important 
factor in the design of secondary structures, 
such as insulation panels or fairings. Several 
vehicle failures have occurred because local 
loads near a corner were underestimated. The 
assumption has been made in several instances 
that all aerodynamic loads are a maximum at 
the maximum djmamic-pressure condition. 
These data indicate the error of such an 
assumption. 

Figure 50-5 again shows the variation of 
pressure coefficient with Mach number. The 
configuration is a cone-cylinder. During 
launch the Mach number continually increases 
and the Mach number scale may be thought of 
as a time scale. Maximum negative pressure 
coefficients at transonic speeds occur near the 
corner as indicated by the solid curve. In in- 
terstage sections of launch vehicles and also in 
adapter sections behind payloads, of which this 
configuration might be an example, the volume 
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FIGUEE 50-4.—Maximum local load for typical cone- 
cylinder. 

enclosed is often vented to the external flow. 
A vent located at the corner, at point A, might 
reduce the net local load across the skin at point 
A to very low values. However, it may be seen 
that if the internal pressure is maintained at 
the value plotted here for point A, the net pres- 
sure difference across the skin at point B would 
be the difference between the two curves, and the 
local loads might become large at point B. 
Thus in the very important problem of locating 
vents, a detailed knowledge of the variation 
of the pressure with Mach number is required. 

OVERALL STEADY-STATE  LOADS 

Figure 50-6 introduces the subject of overall 
steady-state loads. The Mach number and dy- 
namic pressure are plotted as functions of al- 
titude for an example trajectory.    The velocity 

-1.6 

Cn  -.8 

0L L 

FIGURE 50-5.—Local load for cone-cylinder. 

of horizontal winds which the vehicle might 
encounter is shown also as a function of altitude. 
This variation of wind velocity with altitude 
is about an average of the different profiles 
used for design purposes (ref. 1). The response 
of an elastic vehicle to varying horizontal winds 
is discussed briefly in reference 1; in the present 
paper, only the steady-state aspects of the prob- 
lem are considered. 

The horizontal winds cause the vehicle to fly 
at an angle of attack. Note that the maximum 
dynamic pressure occurs at about the same alti- 
tude as the maximum horizontal winds so that 
the maximum dynamic pressure and maximum 
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FIGURE 50-6.—Example  launch-vehicle  flight charac- 
teristics. 

angle of attack occur at about the same time. 
As will be shown subsequently, the effect of 
angle of attack is to produce a bending moment 
along the vehicle length. The bending moment 
is nearly proportional to the product of dy- 
namic pressure and angle of attack so that the 
maximum bending moments will be obtained in 
this region. The Mach number for large launch 
vehicles is usually between 1.5 and 2.0. This 
is a very important load condition for the de- 
sign of the vehicle structure. Thus, maximum 
bending moments generally occur at supersonic 
Mach numbers, and maximum local loads (dis- 
cussed previously) usually occur at high sub- 
sonic Mach numbers. 

Figure 50-7 shows the pressure distribution 
obtained on a vehicle at an angle of attack of 
8° for the top and bottom surfaces. As just 
discussed, the angle of attack might be caused 
by horizontal winds. The vehicle shown in fig- 
ure 50-7 is the same as that shown in figure 
50-3 and the Mach number again is 1.3.   These 
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FIGURE 50-7.—Pressure distribution.   M = 1.3 ; a — 8°. 

data indicate that, at each point along the ve- 
hicle length there is an upward force on the 
vehicle. To calculate the pitching-moment dis- 
tributions along the vehicle length, the vertical 
component of the pressure force is integrated 
circumferentially and longitudinally. Typi- 
cally, for a vehicle without fins at the base, a 
nose-up pitching moment is obtained about the 
vehicle center of gravity for positive angles of 
attack. The pitching moment is counteracted 
by the stabilization system, which for example, 
might be swiveling rocket nozzles. The two 
opposing moments produce the bending moment 
in the vehicle. 

Thus, accurate determination of the bending- 
moment distribution, as well as the local loads 
discussed previously, requires an accurate de- 
termination of the pressure distribution. No 
completely satisfactory theoretical method ex- 
ists for computing the pressure distributions 
throughout the required Mach number and 
angle-of-attack ranges. Slender-body, shock- 
expansion, and piston theories give trends for 
some conditions, but the theoretical treatment 
is grossly inadequate. In practice, most de- 
signers have a collection of load distributions 
obtained experimentally for various shapes, and 
these data are used in preliminary design. For 
final verification, wind-tunnel studies of the 
configuration are often made and add more data 
to the collection. A much more satisfactory 
situation would be to have a reliable theoretical 
method of predicting pressure, particularly at 
transonic speeds. 

Figure 50-8 illustrates another aspect of the 
need for accurate prediction of the pressure 
distributions. A typical vehicle is shown at 
the left of the figure. The upper curve is the 
predicted center-of-pressure location on the 
vehicle obtained by use of theory and the gen- 
eralized experimental data available. The 
middle curve is the center-of-pressure location 
as measured in wind-tunnel studies. The center 
of gravity of the vehicle, shown by the bottom 
curve, varies with burning time. With the cen- 
ter of pressure ahead of the center of gravity, 
the vehicle is aeroclynamically unstable. It may 
be seen that somewhat greater instability was 
predicted than was measured. An engine- 
swiveling requirement for automatic stabiliza- 
tion, based on the analytical prediction, would 
yield a considerably conservative design. The 
problem of attitude stabilization for large 
ffuided vehicles is discussed in reference 2. 

BUFFET 

Buffet is simply pressure oscillations caused 
by separated flow. The greatest buffet prob- 
lems occur at transonic speeds where shock in- 
teractions with the separated flow augment the 
pressure fluctuations. Often buffet produces 
the greatest loads at the same locations and 
conditions where the local steady-state loads 
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FIGURE 50-8.—Static stability. 
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I. SHOCK-BOUNDARY-LAYER INTERACTION 

I. BLUNT-BODY SEPARATION 

IE. WAKE BUFFET 

FIGURE 50.9.—Types of buffet flow on launch vehicles. 

are a maximum. Three types of buffet which 
have been observed are shown in figure 50-9. 

Shock-boundary-layer interaction buffet is 
often obtained on hammerhead configurations 
of the type shown. The flow resembles that 
over thick airfoils at transonic speeds. 

Blunt-body separation buffet is characterized 
by unstable flow at the shoulder of a blunt cone- 
cylinder. At subsonic Mach numbers the flow 
is separated at the corner and at supersonic 
speeds it is attached. At Mach numbers just be- 
low one, the flow is alternately separated and 
attached. 

Abrupt protuberances cause an unsteady 
wake which impinges on downstream parts of 
the vehicle and causes wake buffet. It is this 
type of buffet which appears to have caused the 
failure of the first Mercury-Atlas vehicle.   Sub- 
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FIGURE   50-10.—Pressure   power   spectra;   transonic 
wind-tunnel results. 

sequent vehicles were strengthened and no fur- 
ther structural problems have been encountered. 

As shown in figure 50-10, different types of 
buffet may have considerably different 
characteristics. These power spectra of the 
pressures show that the energy of the wake 
buffet is distributed over the frequency range, 
while most of the energy of the shock-bound- 
ary-layer interaction buffet is concentrated at 
low frequencies. These two types of buffet 
would be expected to cause considerably dif- 
ferent elastic responses of the structure. With 
the buffet energy concentrated at low frequen- 
cies, overall bending modes might be excited. 
With distributed buffet energy, local response 
of the structure might be excited. 

Before model buffet data such as these can 
be applied with confidence to full-size vehicles, 
the scaling relationships must be derived and 
verified experimentally. Simple dimensional 
considerations would indicate, for example, that 
the buffet frequency spectrum would be shifted 
to higher frequencies as the model scale is re- 
duced. Buffet-pressure studies have been con- 
ducted with models which differed only in size, 
and the scaling laws based on the simple di- 
mensional considerations appear to have been 
verified. 

Since buffet is suspected to be the cause of 
several vehicle failures, a wind-tunnel study 
program on buffet pressures has been under- 
taken. (References 3 and 4 present results ob- 
tained to date.) The value of this buffet-pres- 
sure program is well recognized; however, 
considerable difficulty exists in applying the 
buffet-pressure data to the structural design. 
The obvious approach is to use experimental 
buffet pressures as force inputs in a dynamic 
analysis of the structure; however, the task of 
obtaining sufficiently detailed experimental 
data and of making the calculations appears to 
be overwhelming. 

Figure 50-11 illustrates an alternate to such 
a response analysis. The two models (ref. 5) 
are a hammerhead configuration and a blunted 
cone-cylinder. The models had the same 
dynamic and elastic properties and were sup- 
ported in a wind tunnel in such a way that they 
were free to respond in their elastic free-free 
bending modes.    The response of the models 
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FIGURE 50-11.—Effect of nose shape on buffet response. 

was measured in terms of the root-mean-square 
bending moment as a function of Mach number. 
Thus, the aeroelastic models were used as wind- 
tunnel analogues to measure the response di- 
rectly. The low-level response for the cone- 
cylinder model is believed to be caused pri- 
marily by wind-tunnel turbulence. The much 
higher level response of the hammerhead 
configuration is due to buffeting produced by 
the reflex frustum. 

Figure 50-12 shows the power spectra of the 
bending moment for the same two models at a 
Mach number of 0.90. Naturally, the data for 
the cone-cylinder model are at a very low level. 
Of considerable interest is that the response for 
the hammerhead configuration was primarily in 
the first two bending modes, and each mode 

100        200        300       400 
f, CPS 

FIC.URE 50-12,—Benclins-moment power spectra. 
M = 0.90; a = 0°. 

contributed about equally to the total response. 
The technique of using aeroelastic models for 
buffet-response studies such as these has been 
used previously for aircraft wings (ref. 6). In 
aircraft wing models the simulation of only the 
first elastic wing mode usually sufficed. How- 
ever, it appears from this result that at least 
two elastic modes must be simulated for launch- 
vehicle models. 

To date no flight data have been available for 
correlation with the wind-tunnel response meas- 
urements. Correlation will have to be shown, of 
course, before the technique can be considered 
reliable for prediction of buffet response. It is 
anticipated that models might be satisfactory 
for predicting overall bending response; how- 
ever, the prediction of localized response of pan- 
els might require structural replica models at 
small scale and might therefore be infeasible. 
Meanwhile, additional emphasis is needed on 
analytical solution of the buffet loads, using 
power-spectral approaches for very simple 
shapes. 

Figure 50-12 may also be referred to in con- 
nection with another aspect of vehicle response. 
The sharpness of the peaks indicates that the 
total of the structural and aerodynamic damp- 
ing was low for both modes. In fact, negative 
aerodynamic damping was measured in the first 
mode at slightly greater Mach numbers, and 
this situation is of concern because of the possi- 
bility that sustained or divergent oscillations of 
the vehicle may be produced. However, in most 
applications, the magnitude of any negative 
aerodynamic damping is very small compared 
with the positive damping usually provided by 
the structure, the thrust-vector control system, 
and the liquid fuel so that sustained or diver- 
gent oscillations of the vehicle have not yet ma- 
terialized as a major problem. 

GROUND WIND  LOADS 

The ground wind-loads problem is intro- 
duced in figure 50-13. The launch vehicle is 
shown on the launch pad during prelaunch 
operations. The horizontal wind is considered 
to consist of a steady wind vector which varies 
both with time and with height above the 
ground. The unsteady part is due to gusts and 
turbulence.   The winds produce a steady drag 
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FIGURE 50-13.—Launch vehicle exposed to ground 
winds. 

deflection cand oscillatory deflections in both the 
lateral and drag directions. The deflections 
cause problems in structural strength, guid- 
ance alinement, and flight-instrumentation 
checkouts. The problem is of sufficient im- 
portance that design or operations changes have 
been required for several vehicles. 

The oscillatory lateral deflections are caused 
primarily by the steady wind vector and no 
satisfactory analytical technique exists for pre- 
dicting the input aerodynamics, even for two- 
dimensional cylinders. Wind-tunnel studies of 
models (refs. 7 and 8) are therefore required 
for lateral load predictions. Figure 50-14 
shows such a model used in reference 9. On 
the right is shown the Scout vehicle and on the 
left, the dynamically and elastically scaled 15- 
peroent wind-tunnel model. The model, com- 
plete with simulated launch tower, is shown 

O.I5-SIZE MODEL 

mounted in the wind tunnel. The accuracy 
with which ground wind response to steady 
winds can be simulated in wind tunnels is a 
moot question because of a lack of response 
data on full-scale vehicles which could be used 
for comparison with wind-tunnel data. Thus, 
a need exists for improving the analytical pre- 
diction methods for steady winds and for ob- 
taining response data for full-scale vehicles. 

The oscillatory drag deflections, caused 
primarily by the unsteady wind vector, can 
probably be handled analytically by using 
power-spectral density techniques (ref. 10). 
The handicap has been the lack of power-spectra 
information on winds near the ground. The 
small amount of data available have been ob- 
tained, for the most part, with conventional 
wind-measuring devices which are not respon- 
sive to the higher wind frequencies that can 
represent important dynamic load inputs to the 
vehicle. Thus, a need exists to determine the 
ground-wind properties in greater detail. A 
fast response anemometer under development 
for this purpose is described in reference 11. 

BASE HEATING 

Figure 50-15 illustrates the base-heating 
problem (refs. 12 to 15). The base of a 
launch vehicle which has a' cluster of four 
rocket nozzles is shown. At high altitudes the 
rocket exhausts plume and intersect. Trailing 
shock waves are formed at the intersection of 
the jets. The energy of the air near the jet 
boundaries is too low to allow the flow to move 
back through the shock waves, so the flow re- 
verses and flows toward the base of the vehicle. 
It escapes by flowing laterally across the base. 
At high altitudes, this recirculated flow of hot 

JET GAS 

AIR AND 
JET GAS 

/-TRAILING SHOCK WAVES 

^3s>«C 

EXTERNAL STREAM 
JET BOUNDARIES 

STREAM BOUNDARIES 

FIGUKE 50-14.—Scout vehicles. FIGURE 50-15.—Base flow for clustered nozzles. 
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exhaust gases reaches supersonic velocities and 
can cause severe damage to surfaces which are 
not heat protected. 

The intersection of the jet exhaust with the 
external stream also produces trailing shock 
waves and a reversed flow. In this case, oxygen 
from the external stream combined with the 
fuel-rich exhaust produces a combustible mix- 
ture which could lead to burning in the base 
region. A much more likely source of base 
burning, however, is from the exhaust of the 
turbines which pump the propellants, since the 

NOZZLE  HINGE  MOMENTS 

Figure 50-17 introduces the subject of the 
aerodynamic hinge moments on swiveling rock- 
et nozzles. The bases of two Saturn vehicles 
are shown; both vehicles utilize swiveling noz- 
zles to produce thrust-vector control. 

For the C-l Block I vehicle shown at the left, 
the H-l engines are contained within the 
periphery of the booster and relatively large 
shrouds extend over the nozzles. Consequently 
there is very little impingement of the external 
flow on the nozzles. 
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IfRECIRCULATION 
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BASEBURNING 

10 100 
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FIGURE 50-10.—Sources of base heating for clustered 
nozzles. 

turbine exhaust is even more fuel-rich than the 
rocket jets. 

The significance of the sources of base heat- 
ing as a function of altitude in miles is shown 
qualitatively in figure 50-16. This figure is 
based on information from reference 14. Ke- 
circulation of the hot exhaust gases is indicated 
to be a major problem into space. At lower 
altitudes the jets plume less, the trailing shock 
strength decreases, and less of the hot gases is 
recirculated. At still lower altitudes, the jets 
do not intersect, and act instead as ejectors in 
pulling the external stream over the base to 
produce base cooling rather than heating. 
Base burning is indicated to be a major problem 
at altitudes from 3 to 10 miles. At higher al- 
titudes, the lack of oxygen precludes combus- 
tion. Radiation is shown as the third source 
of base heating. Much of the radiation comes 
from afterburning of the rocket jet downstream 
of the nozzle. 

Base-heating problems are generally studied 
by use of scaled models in wind tunnels and 
altitude chambers. Considerable work remains 
to be done in improving model-testing tech- 
niques. 

ÄMÜsÜ^fe 

C-l BLOCK I C-5 

FIGURE 50-17.—Base regions of Saturn vehicles. 

However, with the C-5 vehicle, the center 
lines of the outer F-l engine nozzles lie nearly 
on the booster periphery. If no shrouds are 
used, the external. stream impinges on a large 
area of the nozzles. This impingement pro- 
duces very large hinge moments which lead to 
unpractically large actuators in order to over- 
come the hinge moments. Elaborate backup 
structure would also be required for the actu- 
ator. Large shrouds may be used to shield 
the nozzles from the external flow, but the 
shroud loads then become large, and excessive 
backup structure is required for the shrouds. 
In addition, the base drag of the vehicle be- 
comes large and the recirculation of exhaust 
gases at the base can become a serious problem. 
A probable solution is to use a shroud of mod- 
erate length, perhaps about as shown by the 
dashed lines, and to use scoops to guide airflow 
into the base area. A proper arrangement can 
reduce hinge moments as well as recirculation 

and base drag. 
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Wind-tunnel studies are used for predicting 
the nozzle hinge moments since present theories 
are inadequate for prediction of the compli- 
cated flow field behind the base of a launch 
vehicle. It would probably not be profitable 
to expend a great deal of effort in developing a 
theoretical method because the problem is so 
dependent on the details of the configuration 
and the operating conditions. However, the 
problem is an interesting example of the many 

different kinds of aerodynamic problems en- 
countered in the design of launch vehicles. 

CONCLUDING  REMARKS 

In conclusion, some of the aerodynamic prob- 
lems of launch vehicles have been discussed. 
The importance of the problems has been cited 
and areas where additional work is required 
have been indicated. 
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SUMMARY 

Aerodynamic research results related to the low- 
speed approach and landing of space vehicles are pre- 
sented. Two basic types of space vehicles are covered : 
those designed for vertical or near-vertical descent 
(which require some auxiliary device for landing) and 
those which perform glide landings. Spacecraft dis- 
cussed include nonlifting bodies (such as the Mercury 
spacecraft), low-lift-drag-ratio lifting bodies, fixed- 
geometry glide-landing types similar to the Dyna-Soar, 
and variable-geometry glide-landing types which in- 
volve a change in configuration between reentry and 
landing. Aerodynamic characteristics are also pre- 
sented for auxiliary landing aids which may replace. 
the parachute for some recovery applications. These 
landing aids include the steerable parachute, the rotor- 
chute, and the parawing which is being developed for 
use in the Gemini recovery system. 

INTRODUCTION 

The landing of all space vehicles recovered to 
date has been accomplished by means of para- 

chutes which are relatively simple, well-proven, 
and reliable devices that will, no doubt, con- 
tinue to be used for space-vehicle recovery in 
the future. Since the parachute is inherently 
limited to an essentially vertical and uncon- 
trolled descent, however, other means of per- 
forming space-vehicle landings involving con- 
trolled gliding flight are also being developed to 
give the astronaut greater latitude in the choice 
of a landing site. It is the purpose of this 
paper to present some recent aerodynamic re- 
search results related to the various means of 
landing space vehicles, with particular empha- 
sis on those means which involve the perform- 
ance of glide landings. 

Table 51-1 shows the types of space vehicles 
and auxiliary landing aids to be considered, 
grouped into two general categories: those de- 
signed for vertical or near-vertical descent and 
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TABLE 51-1.—Types of Vehicles and Landing Aids 

Vertical landing Glide landing 

Zero LID Low LID (<l) Moderate L/D (>3). 

Reentry vehicles. Nonlifting bodies. Lifting bodies. Fixed geometry. 
Variable geometry. 

Auxiliary landing aids. Parachute. Steerable parachute. Para wing. 
Rotorchute. 

those which perform glide landings. The ver- 
tical-landing reentry vehicles can be classed 
either as nonlifting bodies, such as the Mercury 
spacecraft, or as low-lift-drag-ratio lifting bod- 
ies. Both of these types require some form of 
auxiliary device for landing. Glide landing 
vehicles are considered to be those which have a 
large enough value of subsonic lift-drag ratio 
(greater than about 3 or 4) to permit safe glide 
landings to be made consistently. These ve- 
hicles may be either fixed-geometry types, such 
as the Dyna-Soar, or variable-geometry types 
which involve a change in configuration be- 
tween reentry and landing. 

L 
D 

CL 

CN 

cD 

cm 

C„ 

c, 

s 
b 
c 

ä 

V 
r 

K 
Sr 

SYMBOLS 

lift, lb 
drag, lb 

lift coefficient, —~ 
qS 

normal-force coefficient, 

Drag 
drag coefficient, 

gS 

pitching-moment coefficient 

Normal force 
q~S 

Pitching moment 
qSc 

Yawing moment 
qSb 

Rolling moment 
qSb 

yawing-moment coefficient, 

rolling-moment coefficient, 

dynamic  pressure,  lb/sq  ft;  pitching  velocity, 
radians/sec 

wing area, sq ft 
wing span, ft 
mean aerodynamic chord, ft 
angle of attack, deg 
angle of sideslip, deg 
angle of bank, deg 
rate of change of angle of attack, radians/sec 
rolling velocity, radians/sec 
yawing velocity, radians/sec; rotor radius, ft 
aileron deflection, deg 
rudder deflection, deg 

V 
V, 
z 

W 

Ix 
Iz 
p 

free-stream velocity, ft/sec 
rate of descent, ft/sec 
vertical distance from center of gravity to wing 

pivot, ft 
weight, lb 
moment of inertia about X-axis, slug-ft2 

moment of inertia about Z-axis, slug-ft2 

period of oscillation, sec 
time to damp to one-half amplitude, sec 

CL = 
dC, 

CN.= 
dC„ 

CnR= Ö/3 
c„= dC, 

Ö/3 

öC„ Cn„ 
^nr— .. rb 

Ö2V 

cm-= = 04 

Cns  = 
5C„ 

Subscripts: 
MAX maximum 

DYN dynamic 

.ac„ 

*-'m„ ■' 

Ci = 

Cm _ ' 

c„, —■ 

öCCT 

da 

dC; 

°2V 

°2V 

<SCn 
Z>Sa 

NONLIFTING  BODIES 

It may be recalled that astronauts Glenn and 
Carpenter both experienced unstable oscilla- 
tions of their Mercury spacecraft after expend- 
ing all their control fuel during the final sub- 
sonic portion of descent, and it was necessary 
in both cases to deploy the drogue parachute 
early in order to stablize the spacecraft. (See 
refs. 1 and 2.) An illustration of this form of 
dynamic instability is presented in figure 51-1 
which shows the oscillations obtained in free- 
flight tests of a Mercury-type spacecraft model 
in^the Langley 20-foot free-spinning tunnel. 
The angle of attack measured in the plane of the 
oscillation is plotted against full-scale time for 
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FIGURE 51-1.—Dynamic stability of nonlifting vehicle. 

the model with and without a drogue parachute 
installed. The oscillation for the model without 
the drogue is very unstable and builds up 
quickly to very large angles, after which the 
model starts a horizontal spinning motion at 
high angles of attack. With the drogue de- 
ployed, however, the amplitude of the oscilla- 
tion is restrained to an acceptably small value. 
These model tests apparently predicted quite 
well the character of the oscillations experienced 
on the full-scale Mercury spacecraft. (The 
drogue of the full-scale spacecraft was deployed 
in both cases before the horizontal spinning 
motion could develop.) 

Some of the important aerodynamic param- 
eters involved in this dynamic stability problem 
of blunt-faced Mercury-type spacecraft are 
shown in figure 51-2. Plotted against angle of 
attack (from 0° to 180°) are shown low-speed 
test data for the parameters CNa (which is 

roughly equivalent to CLa, the lift-curve slope), 
Cma (the static-longitudinal-stability param- 

eter), and CmQ+Cm^ (the damping-in-pitch 

parameter). The data show that at 0° angle 
of attack, which represents vertical descent 
with the blunt face down, the value of CNa 

is negative, indicating a reversed lift-curve 
slope, the value of Cm<x is also negative, indicat- 

ing positive static stability, and the damping 
parameter Cmq+Cm-a is positive, indicating 
negative damping of any pitching motion that 
develops. This combination of parameters, 
which results from the separated flow condition 
behind the blunt face of the spacecraft, is 
primarily responsible for the unstable oscilla- 

"a-.o 

Cmq + Crrifj  0 

45        90       135      180 
a, DEG 

FIGURE 51-2.—Stability parameters of nonlifting 
vehicle. 

tions obtained in flight. Research has shown 
that these characteristics are not peculiar to 
the particular Mercury configuration but are 
common to all bluff-body nonlifting configura- 
tions of this general type which descend verti- 
cally with the blunt face down. 

LIFTING  BODIES 

Three examples of lifting-body configura- 
tions are shown in figure 51-3. These lifting- 
body vehicles may be considered to bridge the 
gap between the vertical-descent and glide-land- 
ing types since they can be designed to have 
subsonic lift-drag ratios from less than 1 to as 
high as 4 or 5. The configuration in the upper 
left-hand part of figure 51-3 is a blunt half- 
cone, which has an L/D less than 1 and there- 
fore requires some auxiliary landing device. 
Configurations of this general type are usually 
quite stable in their steep subsonic descent and 
do not experience the unstable oscillations ob- 

FIGURE 51-3.—Lifting-body vehicles. 
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tained with the blunt-faced Mercury-type space- 
craft. The other two configurations shown in 
this figure are slender half-cone and pyramid 
shapes which can, by proper design, achieve lift- 
drag ratios high enough for performing glide 
landings. In order to obtain these values of 
L/D, careful use must be made of boattailing 
to reduce the large base area of the bodies. 
(See ref. 3.) 

GLIDE-LANDING VEHICLES 

Subsonic Lift-Drag  Ratio 

Figures 51^ and 51-5 illustrate what can be 
tD 

done to increase the subsonic L/D of both lift- 
ing-body and winged reentry vehicles. Figure 
51-4 shows the maximum subsonic L/D for a 
variety of configurations plotted against a non- 
dimensional volume parameter (volume to the 
two-thirds power divided by wing area). The 
results shown are for trimmed conditions and 
a small amount of longitudinal stability. These 
data show that, as would be expected, the higher 
values of L/D are associated with the winged 
configurations which have the least fuselage 
and wing volume for a given wing area, 
whereas the lower values are associated with 
the lifting bodies which have the greater vol- 
ume-to-wing-area ratios. These data were ob- 
tained at low Reynolds numbers; a few tests at 
higher Reynolds numbers have indicated that 
L/D values for the corresponding full-scale 
reentry vehicle in some cases may be as much 
as 0.5 to 1.0 greater than these values. The 
configurations illustrated in figure 51^L were 
designed primarily with the hypersonic flight 
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FIGURE   51-4.—Maximum   lift-drag   ratio.     Trimmed 
conditions. 
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FIGURE 51-5.—Configurations designed for higher lift- 
drag ratio.   Trimmed conditions. 

condition in mind and with little or no atten- 
tion given to obtaining a good subsonic L/D. 
Despite this, some of the winged configurations 
have a fairly good subsonic (L/D)MAX- 

Figure 51-5 shows that substantial increases 
in subsonic L/D for both winged and lifting- 
body vehicles can be attained when some effort 
is made to design the vehicles for the low-speed 
case. The shaded area represents the region in 
which the (Z/Z>)MAX,TRIM values for the con- 
figurations of figure 51-4 were located. Boat- 
tailing the base of the half-cone and pyramid- 
shaped vehicles increased the L/D values 
substantially. Adding control surfaces to the 
half-cone vehicle resulted in a further increase 
in L/D. In the case of one winged reentry con- 
figuration, an (L/D) MAX of about 6 was ob- 
tained when the configuration was specially 
modified to achieve high L/D at low speeds. 
With these modifications, this configuration had 
a thick, highly cambered wing and a teardrop 
fuselage with a small base area. The hyper- 
sonic L/D was reduced by these changes, but 
the hypersonic L/D values for the half-cone and 
pyramid-shaped vehicles were relatively unaf- 
fected by boattailing. Another method for ob- 
taining high L/D for landing is the use of a 
variable-geometry vehicle, such as the one 
shown at the top of figure 51-5, which has a sub- 
sonic (L/D) MAX of about 7. 

Variable-Geometry Vehicles 

Some subsonic aerodynamic data for the var- 
iable-geometry vehicle shown in figure 51-5 are 
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FIGURE 51-6.—Aerodynamics of variable-geometry 
vehicle. 

presented in figure 51-6. (See refs. 4 and 5 for 
additional information.) In the reentry con- 
figuration, the wing tips of this vehicle are 
folded up to protect them from high heating 
rates during reentry at high angles of attack. 
For landing, the surfaces are folded down. The 
pronounced increase in L/D produced by ex- 
tending the surfaces is shown in the plot at the 
lower right. The pitching-moment plot at the 
upper left illustrates the basic principle of the 
variable-geometry concept. In the reentry con- 
figuration with the wing tips retracted, the 
vehicle is designed to have zero pitching mo- 
ment at an angle of attack of about 90° so as to 
be trimmed for vertical or near-vertical descent. 
The negative slope of the pitching-moment 
curve at a=90° indicates static longitudinal sta- 
bility for this condition; but, like the blunt- 
faced Mercury-type vehicles discussed earlier, 
this configuration has a negative lift-curve 
slope and negative damping in pitch at an angle 
of attack of 90° and, consequently, has an un- 
stable pitching oscillation in subsonic vertical 
descent. In the landing configuration, the ex- 
tended surfaces provide longitudinal stability 
and trim in the low angle-of-attack range. This 
variable-geometry configuration is, of course, 
only one of many possible variable-geometry 
schemes which have been considered. 

Stability and Control of Glide-Landing Vehicles 

Some of the effects of wing sweep on the 
stability and control characteristics of glide- 
landing   reentry  vehicles  with  highly  swept 
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FIGURE 51-7.—Aerodynamic-center location at low 
subsonic speed. 

wings are presented in figures 51-7 to 51-10. 
Figure 51-7 shows the variation of aerodynam- 
ic-center location with leading-edge sweep for 
thin-flat-plate delta wings. The aerodynamic 
center must, of course, be aft of the center of 
gravity for longitudinal stability. The data 
indicate that there is a systematic variation in 
aerodynamic-center position with sweep ap- 
proaching the theoretical value of 50 percent 

C at 90° sweep. Also shown in figure 51-7 are 
the aerodynamic-center locations for several 
reentry vehicles as given by symbols showing 
their cross-sectional views. These data indicate 
that a rearward (or stabilizing) shift in aero- 
dynamic center generally results when the wing 
is very thick, when a large fuselage is added, 
or when wing-tip vertical tails are used. 

For this same series of thin-flat-plate delta 
wings, figure 51-8 shows the variation with 
sweep angle of the effective-dihedral parameter 
Ciß, the damping-in-roll parameter Ctp, and 

the ratio of the yawing moment of inertia to 
the rolling moment of inertia I7Jx- Although 
these data are for thin delta wings at a lift 
coefficient of 0.60, the trends shown are consid- 
ered to be generally representative of highly 
swept reentry configurations for a fairly wide 
lift-coefficient range. As the sweep angle 
increases, the effective dihedral (—Clß) in- 

creases to very large values, the damping in 
roll (— Ci ) drops off and even becomes un- 

stable at the higher angles, and the ratio of 
yawing inertia to rolling inertia becomes very 
large. This combination of changes leads to 
a lightly damped Dutch roll oscillation and, 
as would be expected with a high yawing inertia 
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FIGURE 51-8.—Aerodynamic and inertia parameters of 
thin delta wings.    Ci=0.60. 

and low rolling inertia, the oscillation is almost 
a pure rolling motion about the body X-axis. 
(See ref. 6.) 

An illustration of the Dutch roll stability 
problem for a typical highly swept, glide-land- 
ing reentry vehicle is presented in figure 51-9. 
In the left-hand plots, the calculated period and 
damping of the Dutch roll oscillation for sub- 
sonic flight are plotted against angle of attack. 

The decrease in the damping parameter ^— 
J- 1/2 

with increasing angle of attack indicates a re- 
duction in Dutch roll damping to unsatisfac- 
torily low values at angles of attack around 30°. 
In model flight, tests of this configuration in the 
Langley full-scale tunnel, a very lightly damped 
oscillation, involving primarily a rolling motion 
about the body axis, was obtained. 

Research has indicated that a very effective 
means of obtaining satisfactory Dutch roll 
damping with highly swept reentry vehicles 
of this type is to use a roll-rate damper, that 
is, an automatic stabilization device which 
operates the roll control in response to rate of 
roll. The plot on the right-hand side of 
figure 51-9 shows the relative effect of roll 
and yaw dampers for this reentry configura- 

tion.    The   damping   factor   ™—   is   plotted 
J- 1/2 

against values of the damping-in-roll deriva- 
tive — Ci , the damping-in-yaw derivative 

— Cnr, and the cross derivative C„p (yawing 

moment due to rolling velocity). These re- 
sults show that an increase in — Cip (repre- 
senting the use of a roll damper) produced a 
large increase in the damping of the Dutch 
roll oscillation, whereas an increase in   — C„r 

(representing the use of a yaw damper) pro- 
duced only a very small increment of damping. 
Another point of interest here is that the 
derivative Cn also has a large effect on the 
damping. This effect can be significant in 
cases where the ailerons used for roll damping 
produce large yawing moments. In such cases, 
the damper will produce Cnp as well as Ctp; 

and the Cn contribution will be stabilizing 

when the yawing moments are adverse and 
destabilizing when the yawing moments are 
favorable. 

Figure 51-10 presents some information on 
directional stability which indicates that highly 
swept reentry configurations are not likely to 
experience directional stability problems. 
Plotted against sweep angle are values of two 
directional stability parameters, CUß and 

(Cnß)DYN, for the same series of thin-flat-plate 
delta wings covered earlier. The values of the 
static directional stability parameter Cnß"axe 

low and become negative at the higher sweep 
angles. On the other hand, the dynamic 
directional stability parameter (Cm|3)DyN, which 

.is defined as Cnß—Clß -j- sin a, increases rapidly 

to large positive values at high sweep angles 
because of the large positive increases in Iz/Ix 

and negative increases in Ctß. It has generally 

been found that the parameter (C^)DYN is a 

better criterion for directional divergence than 
the static stability parameter Cnß. For ex- 

ample, it has been found possible to fly airplane 
models with large negative values of  Cnß  as 
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FIGURE 51-9.—Dutch roll stability.   Glide-landing 
reentry vehicle. 
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FIGURE 51-10.—Directional stability parameters of thin 
delta wings.   Ci=0.60. 

long as (tfn^DYN remains positive. It would 
appear, therefore, that directional-divergence 
problems are not likely to be experienced with 
highly swept reentry vehicles because of their 
large values of effective dihedral and large 
ratios of yawing inertia to rolling inertia. 

It has been found, however, that directional 
problems can be encountered with such con- 
figurations because of the adverse yawing 
moments produced by aileron control. This 
point is illustrated by the data of figure 51-11. 
The upper part of the figure shows the ratio of 
yawing moment to rolling moment produced 
by aileron deflection Cns ICh   for two reentry 

configurations—one having wing-tip vertical 
tails and the other a single center vertical tail. 
The data show that aileron deflection produced 
small favorable yawing moments over most of 
the angle-of-attack range for the configuration 
with the center tail but produced large adverse 
yawing moments for the wing-tip tail configura- 
tion. The large adverse aileron yawing mo- 
ments are associated with the large induced 
loads produced on the vertical-tail surfaces by 
differential deflection of the ailerons. The plot 
at the bottom of figure 51-11 shows that the 
rudder effectiveness Cns remained about con- 

stant with angle of attack for the center-tail 
model, but decreased with increasing angle of 
attack for the model with the wing-tip tails and 
became practically zero at an angle of attack 
of 40°. 

The significance of these results was clearly 
shown in model flight tests of the wing-tip tail 
configuration. It was not possible to fly the 
model with ailerons-alone control because the 

large adverse yawing moments produced by the 
ailerons resulted in directional divergences. At 
the lower angles of attack these yawing mo- 
ments could be counteracted by the use of rud- 
der control, and successful flights could be made. 
At the higher angles of attack where the rudder 
effectiveness had dropped off appreciably, how- 
ever, the adverse yawing moments produced 
large yawing motions and the model became 
uncontrollable. It appears that configurations 
of this type with wing-tip tails will need a pow- 
erful rudder control and may require intercon- 
nection of the ailerons and rudders for satis- 
factory lateral control at subsonic speeds. 

AUXILIARY  LANDING AIDS 

Since the conventional parachute has been 
under development for so long and its charac- 
teristics generally understood, it will not be dis- 
cussed in this paper except to point out that the 

-Mercury recovery system involves the use of 
main and reserve parachutes of the ring-sail 
type which are deployed first in a reefed condi- 
tion to minimize the opening shock loads. 
These are rather porous parachutes which pro- 
vide a relatively stable descent. 

An interesting development of the conven- 
tional parachute that has been receiving some 
attention is the steerable parachute which is in- 
tended to provide enough maneuvering capa- 
bility to afford some choice of landing site. 
One example of the steerable parachute is illus- 
trated in figure 51-12. This is a flapped para- 
chute which was tested in the Ames 40- by 80- 
foot tunnel.   (See ref. 7.)   The flap was formed 
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FIGURE 51-11.—Lateral control parameters. 
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FIGURE 51-12.—Aerodynamics of stoerable parachute. 

by allowing a portion of the skirt to deflect up- 
ward as illustrated in the sketch. The pitch- 
ing-moment data in the upper left-hand plot 
show that extending the flap caused the para- 
chute to trim at an angle of attack of about 
25° (compared with 0° with the flap retracted). 
At this angle of 25° with flap extended, an L/D 
of about 0.4 or 0.5 was obtained. This result in- 
dicates that the flap does provide a limited 
amount of glide-path control. 

Parawing  Recovery Systems 

A recovery device which provides a much 
greater degree of maneuvering capability is the 
parawing which is now being developed for use 
in the Gemini program as a replacement for 
the parachute.    (See refs. 8 and 9.)    Figure 

FIGURE 51-13.—Parawing recovery system. 

51-13 is an artist's conceptual drawing of the 
Gemini parawing recovery system. This illus- 
tration is not accurate in all details but does 
serve to illustrate the system. It is anticipated 
that the glide capability provided by such a sys- 
tem will greatly increase the chances of reach- 
ing a safe landing site. But it is generally 
agreed that in order to provide greater capabili- 
ty than the parachute, the parawing will almost 
certainly be a more complex system and is also 
likely to have more aerodynamic problems than 
the parachute. Maneuvering of the parawing 
vehicle is accomplished by differential length- 
ening and shortening of the fore-and-aft lines 
for pitch control and of the wing-tip lines for 
roll control. In other words, the center of 
gravity of the system is effectively shifted to 
provide control moments. The main structural 
members of the parawing—the keel and leading 
edges—are inflatable tubes which are stowed in 
the deflated condition prior to deployment. 

The proposed deployment sequence for the 
Gemini recovery system, illustrated schematic- 
ally at the bottom of figure 51-13, involves a 
carefully timed series of steps including release 
of the stowed parawing, inflation of the keel 
and leading edges, and extension of all the sup- 
porting lines. Eesearch to date has indicated 
that careful attention must be given to para- 
wing deployment to insure success since a slight 
error in rigging or timing may lead to serious 
stability and trim problems which could pre- 
vent a successful recovery. 

Figure 51-14 presents some low-speed aero- 
dynamic data obtained in tests of a large-scale 
model of a parawing with a thick rounded lead- 
ing edge generally similar to that being con- 
sidered for the Gemini recovery system. In 
this figure are shown various coefficients and 
parameters plotted against the angle of attack 
of the keel from negative to large positive 
angles. It should be noted that the lift curve 
is very nonlinear near zero lift between angles 
of attack of about -5° and 15°. This is the 
range in which the fabric of the parawing goes 
slack, resulting in a fabric flapping problem 
which may be experienced even up to angles 
of attack of 20° or 25° in some cases in the form 
of a trailing-edge flutter. It is of interest to 
note that at an angle of attack of 55° and a lift 
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FIGURE 51-14.—Aerodynamics of parawing. 

coefficient of about 1.3 the wing has not yet 
stalled. In the plot at the top of figure 51-14 
it can be seen that the pitching-moment curve 
has a normal stable slope at angles of attack 
above about 15°, but below this angle the para- 
wing is statically unstable. Research has indi- 
cated that this instability at low angles of at- 
tack, which is an inherent characteristic of the 
parawing because the fabric goes slack, can 
be a serious problem and may under some con- 
ditions even result in a tendency to enter an 
end-over-end tumbling motion. It thus appears 
desirable to operate the parawing at all times 
well away from this critical low-angle-of- 
attack range in order to avoid this problem. 

The upper plot in the right-hand side of figure 
51-14 shows small positive directional stability 
(Cnß) and a large value of effective dihedral 
(—Clß) which are typical values for parawings. 
As for dynamic lateral stability, the Dutch 
roll damping observed in parawing flight tests 
to date has been generally satisfactory, but 
there have been some cases of poor Dutch roll 
damping when very large destabilizing bodies 
such as boosters were suspended beneath the 
parawing. 

The plot at the bottom right-hand side of 
figure 51-14 shows that a maximum L/D of 
about 3.5 was obtained at an angle of attack of 
almost 40°. This is a typical value for paraw- 
ing configurations tested to date with large 
inflatable leading edges. It is possible to real- 
ize considerably higher values of L/D by going 
to configurations with smaller leading edges, 
higher aspect ratio, and changes in the wing 
canopy   shape  as  indicated  in  figure  51-15. 

This figure presents data for parawings with 
rigid, streamlined leading edges having two 
different aspect ratios (2.8 and 6), and two dif- 
ferent canopy shapes which may be called coni- 
cal and cylindrical. With the conical canopy 
shape, which has been used on most parawings 
to date, the canopy assumes the shape of a por- 
tion of the surface of a cone; whereas with the 
cylindrical canopy, the canopy assumes the 
shape of a portion of a cylinder having its axis 
parallel to the keel. The long-dash—short- 
dash curve shows a maximum L/D of about 6 
for the aspect-ratio-2.8 conical-canopy wing. 
The fact that the L/D of this wing is higher 
than that for the wing of figure 51-14 is at- 
tributed primarily to its smaller, more stream- 
lined leading edges. The long-dash line shows 
that increasing the aspect ratio of the conical- 
canopy wing to 6 causes an increase in L/D to 
almost 8. Changing to the cylindrical-canopy 
shape increases the L/D to 10 for the aspect- 
ratio-2.8 wing and to almost 14 for the aspect - 
ratio-6 wing. It should be pointed out that 
these large increases in L/D are obtained at the 
expense of a somewhat more complicated struc- 
ture and that more information is needed on 
these higher LJD configurations before it can 
be determined how practical they will be. In 
any event, one important conclusion that can be 
drawn from these data is that it should even- 
tually be possible by careful design and devel- 
opment to increase the L/D of parawing re- 
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FIGURE 51-15.—L/D values for parawings with conical 
and cylindrical surfaces. 
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FIQURE 51-16—Parawing longitudinal control. 

covery systems considerably above the value of 
about, 3.5 expected for Gemini. 

The basic characteristics of parawing longi- 
tudinal control by center-of-gravity shift are 
illustrated in figure 51-16. The upper plot in 
this figure shows the pitching-moment curves 
resulting when the center of gravity is shifted 
forward from B to A or rearward from B to C. 
When the center of gravity is shifted forward 
to trim at a lower lift coefficient (point A), an 
increase in stability is also obtained as indi- 
cated by the increased slope of the curve. Con- 
versely, there is a reduction in stability when 
the parawing is trimmed to the higher lift coeffi- 
cient (point C). Presented in the plot at the 
lower left is a typical variation of control force 
with lift coefficient which shows that the stick 
forces are unstable—that is, a pull force is re- 
quired for trim at the lower lift coefficients and 
a push force at the higher lift coefficients. 
(Additional information on parawing control 
forces is presented in ref. 9.) Because the stick 
forces are unstable and also rather large for a 
parawing large enough to carry the Gemini 
spacecraft, a powered control system is indi- 
cated for such applications. 

Figure 51-17 illustrates the parawing lateral 
control, which is obtained by a lateral center-of- 
gravity shift that also corresponds to a banking 
of the wing for control. The formula and sketch 
at the upper left indicate that the net rolling- 

moment coefficient produced is not only a func- 
tion of the lift coefficient and the distance the 
lift vector passes from the center of gravity but 
is also affected by the factor in parentheses 
which includes the effective dihedral parameter 
— C,B, the directional stability parameter Cnß, 

crcLsiN^[i--4 
.8 

THICK L.E.-\ 

WING-TIP 
DEFLECTION- 

Clp\ /WING  BANK 

.4        .8        1.2    ROLL-CONTROL  FORCE 
CL 

FIGURE 51-17.—Parawing lateral control. 

and the lift-drag ratio L/D. This factor is used 
to account for the fact that a wing-bank control 
produces adverse yawing moments which act 
through the stability parameters to effectively 
reduce the rolling moment. At the lower left, 
values of this factor for parawings with thick 
and thin leading edges are shown plotted against 
lift coefficient. The factor never gets larger 
than about 0.5 and, in the case of the thin- 
leading-edge parawing, drops to about 0.1 at 
the higher lift coefficients. A zero value of the 
factor would, of course, indicate no control 
effectiveness. 

In the plot on the right of figure 51-17, the 
roll-control forces experienced with the wing- 
bank control are compared with those for a 
wing-tip control which may be considered 
equivalent to an aileron control on a conven- 
tional wing. Two values of z/b are shown for 
the wing-bank control, the value of 0.50 cor- 
responding to that used on the Gemini parawing 
recovery system and the value of 0.135 being a 
value used on one research configuration. The 
point to be made from this plot is that for a 
given rolling moment, the control forces with a 
wing-bank control system will be considerably 
higher than those with an aileron-like wing-tip 
control. Here again, it appears that a powered 
system is required to operate the wing-bank 
control on a Gemini-sized parawing. 

A photograph of a parawing research vehicle 
built and flown at the NASA Flight Kesearch 
Center at Edwards, Calif., is shown in figure 
51-18. The vehicle is towed to altitude by an 
airplane and then cut loose to glide back to 
earth while performing various studies of para- 
wing flight characteristics.   Control is achieved 
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FIGURE 51-18.—NASA parawing research vehicle. 

by tilting the wing with respect to the fuselage 
hanging underneath. Although some stability 
and control problems have been encountered in 
these tests, the results have been generally en- 
couraging and have proved the feasibility of 
performing satisfactory flared landings with a 
parawing. Checkout flights will be made in 
the vehicle by some of our astronauts in the near 
future to provide some preliminary experience 
with a parawing vehicle having some of the 
same flight characteristics as the Gemini re- 
covery system. 

Rotor Recovery System 

Figure 51-19 presents some information on 
a rotor recovery device, sometimes called a 
rotorchute. In this scheme, the rotor blades are 
stowed in some manner during reentry and are 
then extended for landing. The attractiveness 
of the rotorchute lies in its capability for both 
gliding and vertical flight with the ability to 

perform flared landings with essentially zero 
vertical and horizontal ground speed. Figure 
51-19 shows calculated values of (L/D) MAX for 
a spacecraft-rotorchute recovery system having 
a gross weight of 8,000 pounds with disk load- 
ings varying from about 4 to 16 lb/ft2. For the 
disk loading of 16 lb/ft2, the blades would not 
need to be folded except at the root; whereas 
for the disk loading of 4 lb/ft2, a fold in the 
middle of the blades would also be required. 
The values of {L/D)MAX increase from about 2 
to 4 as the disk loading is reduced. Experience 
to date with power-off helicopter landings in- 
dicates that flared landings of rotorchutes with 
a disk loading of 4 lb/ft2 could be made fairly 
easily, but with a disk loading of 16 lb/ft2 they 
would be extremely difficult to perform unless 
some automatic features were incorporated. 

CONCLUDING  REMARKS 

Perhaps the principal significance of the in- 
formation presented in the paper is that when 
a parachute is replaced by a glide-landing re- 
entry vehicle or a glide-landing recovery device 
in order to give the astronaut greater latitude 
in the choice of a landing site, additional prob- 
lems in low-speed aerodynamics are introduced, 
and careful attention must be given to the solu- 
tion of these problems to insure a safe landing 
at the end of each space mission. 
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FIGURE 51-19.—Rotor recovery device.    W=8,000 lb. 
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SUMMARY sonic  solutions  to  this  class  of vehicles  is  shown 
although these solutions cannot always be applied with- 

The problems of efficient hypersonic flight of boost-        out  extensive  modification.    Particular   attention  is 
glide and air-breathing vehicles are reviewed for the        given to the problems of interference between major 
areas of aerodynamics, stability and control, heating,        vehicle components and the internal flow problems of 
and air ingestion.   The application of classical hyper-        air breathers. 
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INTRODUCTION 

In the development of an efficient hypersonic 
vehicle, all of the classic problems associated 
with lower speed aircraft must be resolved to- 
gether with the additional problems imposed 
by the more severe environment encountered 
at hypervelocities. 

Pictorially, figure 52-1 shows some of the 
aerodynamic problem areas that might be im- 
portant to a given hypersonic vehicle. A re- 
view of the present technology as applied to 
these problems plus that of providing a ma- 
chine with high lift-drag ratios is the subject 
of this paper. As a larger problem area, the 
airplane must be trimmable and the provision 
of stability about all three axes is desirable. 
Another general problem is that of predicting 
the aerodynamic heating to all parts of the 
vehicle. This problem not only includes pre- 
dictions on smooth skins, leading edges, and 
nose, but also the effects of both production- 
type and temperature-induced surface rough- 
nesses or distortions. Where surfaces intersect, 
the so-called "corner problem" occurs and the 
the effect on heating, for example, must be eval- 
uated. Similarly, for the case of a shock which 
intersects parts of the airplane, flaps or fins used 
for control will have separate heating and vis- 
cous problems. 

In a vehicle with provision for air-breathing 
propulsion such as the one shown here, another 
set of problems must be solved. The inlet, 
which is the main concern here, must be able 
to accept large quantities of air in as precom- 
pressed a form as possible.   At the same time, 

SHOCK INTERSECTION- 

CORNER HEATING- 

SURFACE 
ROUGHNESS-1 
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• TRIM AND STABILITY 
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I^GURE 52-1.—Aerodynamic problem areas. 

the inlet lip and surfaces must survive the high 
heating rates to which they will be exposed and 
further compress the air for use by the propul- 
sion system. 

SYMBOLS 

c wing mean aerodynamic chord, ft 
CD,min minimum drag coefficient 
CL lift coefficient 
CLa lift-curve slope at zero angle of attack 
Cm pitching-moment coefficient 
c„,t„ specific   heat   of   gas   at   wall   temperature, 

ft2 

sec2-°F 
D drag, lb 
h heat-transfer coefficient; height 
/„ specific impulse, sec 
L lift, lb 

LID lift-drag ratio 
I length, ft 
M Mach number 
Mc Mach number at which combustion occurs 

Nsi Stan ton number 
p static pressure, psf 
q free-stream dynamic pressure, psf 

It Reynolds number 
r radius, ft 
S wing planform area, sq ft 
T.„ wall temperature, °R 
V volume, cu ft 

^orbital satellite velocity, fps 
Vcc free-stream velocity, fps 
W weight, lb 
x linear distance from nose apex or leading edge 

for two-dimensional wings 
y spanwisc distance measured from corner 

a angle of attack, deg 
S control deflection angle, deg 

e emissivity 
A leading-edge sweep angle, deg 
<p angle of ray through wing vertex measured 

from center line, deg 

Po density of gas at sea level, slugs/ft3 

Subscripts: 

Body body length 
c wing root chord; capture 

/ tip flap 
inf value for infinite cylinder 

j jet exit 
max maximum 
n nose 
en free stream 
t throat 
i inviscid 

w wall 

216 



HYPERSONIC   CRUISING   AND   BOOST   VEHICLES 

300 =30PSF,3i5oo°R 
^V4,000 

-      FWFXj, -I03 

104 

ALT. IN 
THOUS. 

200 / / ,5,000 
'VSTAG.PT. 
■>-SPHERE /£' -.---I 05 

OF FT 100 '7^ IOb 

0 ~/q = 1,000 PSF 

Ma> FT" 2      Mco 
1 

FT"2 
Mco.FT 

500 /Roo V/ROD 
'^7 ,-—.068 

=-.01 ^^Trooo \-<~Z^~ 
ALT. IN 200 /S\ Too '.Olp7  ^" f.OOl 
THOUS. 

^ 

 ^. .000 1 
OF FT 100 

1 
"15 ^^.00001 

0 m 20x10^    0       10 
VELOCITY, FPS 

20x103 

FIG URE 52- -2.—Glider e nvironment 

VEHICLE OPERATING  ENVIRONMENT 

At this point, it is instructive to examine 
the environment in which the hypothetical ve- 
hicle will be functioning. In figure 52-2 the 
solid lines outline the velocity-altitude corridor 
in which the vehicle must fly. The lower line 
represents a limitation imposed by the maxi- 
mum load that the structure will support and 
the upper line indicates an altitude above which 
aerodynamic lift fails to support the airplane 
weight. The lower limit may be somewhat 
pessimistic but the upper limit is believed to be 
overly optimistic. For the purposes of this 
paper, they suffice. 

The upper left-hand corner of figure 52-2 
illustrates how aerodynamic heating can fur- 
ther limit the extent of the flight corridor. As- 
sume that the nose of the vehicle is a sphere of 
radius 1 foot. If this sphere is radiation 
cooled, the temperature limitations of the mate- 
rial composing the sphere determine the path 
which the vehicle must follow so that the sphere 
remains intact. 

The radius of a sphere required to maintain a 
given radiation equilibrium temperature at ar- 
bitrary dynamic pressures may be obtained by 
equating the classic equations for radiative heat 
transfer to those for aerodynamic heating. In 
this case Lees' approximate equation for the 
aerodynamic heating at the stagnation point of 
a sphere was used. (See ref. 1.) The result 
for planetary atmosphere, in general, is as 
follows : 

r=- 
3.05X103 Lviooo/ 

2cv 

1000 IOOOJ 

e2P 
(r orbltal\ 

1000 / 
(lyiooo)8 

(i) 

and for the earth atmosphere specifically 

r= 
0.00436 LviOOO/ 

■12 ioooJ 
(Tyiooo)8 (2) 

By assuming various equilibrium wall tem- 
peratures that must be maintained with a sur- 
face emissivity of 0.8, the dashed lines were 
obtained. If the wall temperature of the 
spherical nose has to be as low as 3000° E, the 
maximum velocity is limited to about 15,000 
feet per second. If a higher performance ma- 
terial is assumed, a neck opens in the corridor, 
although the allowable range of flight altitudes 
is limited. This condition occurs in the neigh- 
borhood of a Mach number of 20. If through 
advances in material technology the wall tem- 
perature of the spherical nose could be allowed 
to rise to 5000° R, a much lower altitude tra- 
jectory can be followed by the glider. 

The other curves in figure 52-2 which inter- 
sect the flight corridor are concerned mainly 
with viscous effects. In the upper right-hand 
corner are shown curves along which various 
unit Reynolds numbers would be obtained. If 
vehicles with lengths on the order of 100 feet are 
of the proper size to be considered, when the 
numbers shown here are multiplied by 100 it is 
indicated that extensive regions of turbulent 
flow will probably occur on the vehicle over 
much of the corridor. 

In the lower left-hand corner are shown 
curves for various values of the hypersonic 
interaction parameters Mil^jR at a length 
of 1 foot. This parameter determines the 
importance of effects induced by thick hyper- 
sonic laminar boundary layers. These are 
the boundary-layer "displacement" or "self- 
induced" effects. (See refs. 2 and 3.) The 

larger the value of Ml/^R the more im- 
portant are the self-induced effects. It is 
clear that viscous effects involving thick 
boundary layers can be important in the same 
region that heating is critical, that is, in the 
region of a Mach number of 20. 
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The lower right-hand section of figure 52-2 
contains parameters which are a form of the 
Knudsen number and indicate the regime of 
flow as outlined by Tsien. (See ref. 4.) The 
values of these parameters indicate that the 
main interest lies in the continuum flow region 
within the flight regime. It is only at the 
extreme altitudes that low-density effects might 
be significant. The more recent work of Prob- 
stein (ref. 5) on the delineation of the flow 
regimes for blunt bodies also gives this result. 

PERFORMANCE  AND  STABILITY 

Effect of Vehicle Shape on Lift-Drag Ratio 

The importance of high lift-drag ratios for 
low to moderate hypersonic speeds has long 
been recognized. (See ref. 6.) The vehicle 
shapes that constitute the best approaches to 
obtaining high lift-drag ratios are still prime 
food for controversy. As shown in figure 52-3, 
three main vehicle types have been consid- 
ered—the flat top or body suspended below 
wing, the flat bottom or body mounted above 
wing, and the intermediate shape which has 
the body symmetrically arranged on the wing. 
The principle of the flat-top type which 
utilizes favorable interference was indepen- 
dently suggested by several investigators. (See 
refs. 7 to 10.) This wing-body arrangement in 
its various forms utilizes upwash and pressure 
lift on the wing due to the body to obtain in- 
creased aerodynamic efficiency. Because of the 
behavior of the body pressure field with flight 
speed, optimum aerodynamic efficiency for these 

(L/D), 
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♦ FLAT BOTTOM 
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FIGURE  52-3.—Configuration  comparison   on  basis  of 
aerodynamic efficiency.    .Vcx>=3 to 10. 

configuration types is Mach number limited. 
The flat-bottom type was proposed mainly as a 
means to put the body into a more shielded 
region and thus decrease the heating load on 
the configuration. 

Linearized theory indicates the maximum 
lift-drag ratio of symmetrical wings is a function 
of the lift-curve slope divided by the minimum 
drag coefficients. Data for (L/Z))max obtained 
by Clarence A. Syvertson, Hermilo R. Gloria, 
and Michael F. Sarabia at the Ames Research 
Center and William O. Armstrong and Charles 
L. Ladson at the Langley Research Center 
on the various random configuration types 
over a range of Mach and Reynolds numbers 
are shown as a function of CLJCDrmiD in 

figure 52-3. The solid line represents the 
prediction of linearized theory and the data 
arrange themselves about this line. In general, 
at the higher values of L/D the flat-top types 
have the highest maximum lift-drag ratios; 
the flat bottom, the lowest; and the symmetri- 
cal types, intermediate values. At the lower 
values of L/D, for example, about 4, the dif- 
ferences in L/D between the various shapes 
tends to disappear on this plot. 

If a constant value of (L/D)max is examined, 
for example 5, a large range of the parameter 
Ci, /C/j.min is covered. What this means, how- 
ever, in terms of available volume and the 
accompanying wing area which affects the struc- 
tural efficiency remains to be determined. In 
figure 52-4 the details of the vehicle configura- 
tions which generated this particular value of 
(Z/Z>)max are shown. The lift-drag ratios of 
these configurations are shown in figure 52-5 
as a function of the much used volumetric effi- 
ciency parameter, that is, volume to the % 
power divided by the vehicle planform area. 
Note that the vehicle on the far right has a 
planform area less than 30 percent of that of 
the configuration on the far left even though 
the bodies of the two configurations are iden- 
tical. Some penalty, however, accrues to the lift 
coefficient as the volumetric efficiency is in- 
creased as shown at the top of this figure. In 
proceeding from the lowest volumetric efficiency 
configuration to the highest, there is a loss of 
about 30 percent in lift coefficient. 
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FIGURE 52-4.—Details of configurations used in aerodynamic eflBciency study. 
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These data are for essentially constant body 
length. If results for other constraints such as 
constant volume or constant planform area were 
to be evaluated, the Eeynolds numbers would 
have to be adjusted accordingly. Table 52-1 
gives volume, planform area, and length under 
the various geometric constraints as a ratio to 
its value for configuration 1. Note that, when 
the configurations are adjusted to constant body 
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FIGURE 52-5.—Volumetric efficiency variation at a given 
(L/D)m.x. 

volume, the body length does not vary greatly 
over this range of configurations. 

It should be noted that any inference from 
figure 52-5 that (L/D)max is relatively inde- 
pendent of volume should be avoided. Actu- 
ally, data not included herein indicate that for 
a given wing planform and wing-body orienta- 
tion, an increase in volume can significantly 
lower the (Z/Z>)max capability of a configura- 
tion. The data of figure 52-5, however, indicate 
that this result is not necessarily true when a 
variety of configurations are considered so that 
apparently a great deal more flexibility in con- 
figuration design is available to the aerodynami- 
cist than was previously realized. 

In the comparison, a wide range of volumetric 
efficiencies is covered by a number of miscel- 
laneous shapes. Of course, one problem is to 
provide the volume distribution in such a way 
as to allow a proper weight distribution. For 
these purposes, a cone is poor. The second 
configuration from the right, where the body 
is a % power shape, is an improvement over a 
cone in regard to volume distribution.    This 
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TABLE 52-1.—Geometric Properties of Configurations With Various Constraints 

Configuration 
Constant body length Constant body volume Constant planform area 

V/V, S/Si Uh s/s, Uh V/Vi 

1     __     0.052 
.083 
.088 
.089 
. 120 
. 132 
. 143 
. 183 

1 
.50 
.50 

1 
1.24 
1 
1.97 
1 

1 
.38 
. 36 
.56 
.49 
.38 
.55 
.28 

1 
1.26 
1.26 
1 
.93 

1 
.80 

1 

1 
.61 
.57 
.56 
.42 
.38 
.35 
.28 

1 
1.62 
1.67 
1.33 
1.43 
1.61 
1.35 
1.91 

1. 

2. 11 
2.33 
2.37 
3.64 
4.22 
4. 80 
6.93 

2            
3      
4      
5          
6    ...  
7          
8        ...  ... 

configuration type will now be examined 
further. 

The body for this configuration was arranged 
on a fixed wing in three different ways: (1) with 
the body suspended below the wing as presented 
previously, (2) with the body above the wing, 
and (3) with the same volume distribution but 
with a circular cross section arranged sym- 
metrically on the wing. Experimental results 
for these configurations are shown in figure 
52-6. At Mach number 6.8, the flat-top and the 
midbody arrangements have about the same 
value of (L/D)max and are clearly superior in 
this respect to the flat-bottom arrangement. At 
Mach number 9.6, however, the value of 
(Z/Z>)„mx is decreased and the flat-top and flat- 
bottom arrangements appear about equal, some 
superiority being exhibited for the midbody 
arrangement. 

Based on the reasoning in terms of momen- 
tum considerations on which the flat-top devel- 
opment   is   based,   this   result  might  not  be 

6 _o- 

(L/D)MAX 

0 

-C±- 

% 

M00        R BODY 

,6.8       II x I06 

.9.6      0.6 XIO6 

expected since it indicates a high efficiency for 
the midbody. Actually, these results indicate 
inadequacies in the knowledge of predicting op- 
timum aerodynamically efficient configurations 
with volumetric and linear-dimension con- 
straints and the penalties incurred by operation 
at off-design conditions. Much additional work 
must be accomplished on a larger and more com- 
plex variety of configurations before sufficient 
information is in hand to allow competent pre- 
liminary designs of practical configurations. 
For instance, the merged-wing^body design 
appears theoretically promising but essentially 
no experimental information on this type is now 
available.   Unfortunately, because of the com- 

FIGITRE 52-6.—Effect of wing location on  (L/D), 
high-volume configuration. 

of FIGURE 52-7.—Jet expansion in base of configuration 7. 
p,/PoD = 467; üfco=6.8; ÄBody=4X105. 
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plex interfering flow fields that occur over even 
the simplest of these configurations, experimen- 
tal research must be depended upon to provide 
the necessary information since theoretical 
treatment is not reliable at present. 

If air inlets have to be provided, research will 
have to determine how this capability can be 
provided with minimum aerodynamic penalty. 
One of the problems of integrating propulsion 
and airframe is shown in figure 52-7. A 
schlieren photograph of tests at a Mach number 
of 6.8 illustrates the potential interference be- 
tween the jet exhaust field and the aft portion 
of a wing when the jet is highly expanded as 
at high altitudes. The jet boundary also in- 
duces a separated-flow region over the aft por- 
tion of the fuselage which could also signifi- 
cantly affect vehicle stability. 

Effect of Trim and Directional Stability 
on (L/D)™ 

It should be noted that the foregoing data 
were primarily obtained on simple wing-body 
combinations with no provisions for nose or 
leading-edge blunting, longitudinal trim, or di- 
rectional stability. In general, these complica- 
tions will tend to reduce (L/D)mRX values below 
those previously shown; however, some infor- 
mation is available which indicates that trim 
penalties need not be excessive. These results 
were obtained at a Mach number of about 6.8 
and are shown in figure 52-8. On the left of 
the figure the pitching-moment and the lift- 
drag ratio characteristics for the % power body 
configuration, previously discussed, are shown 
for a representative center-of-gravity position 
at 46-percent mean aerodynamic chord. Data 
are presented for both the flat-top and flat- 
bottom versions of this configuration. The data 
indicate that the flat-top configuration trims 
(C,„ = 0) near (L/D)mRX with no longitudinal 
control deflection necessary; thus, the trim pen- 
alty on (L/D)mnx for this configuration is es- 
sentially zero. On the other hand, the data for 
the flat-bottom version of the same configuration 
produces the negative pitching moments (char- 
acteristic of flat-bottom types) which must be 
overcome for trim with a negative control de- 
flection if conventional trailing-edge controls 
are employed.   Since negative control deflection 

CG. OF .46 c 

FIGURE 52-8.—Effect of trim and directional stability 
on   (L/D)m„.     Moo =6.8. 

implies primarily a loss in lift, it also implies 
a decrease in (L/D)max at trim for the flat- 
bottom types. However, a significant loss in 
L/D is not necessary; this fact is indicated by 
the data obtained by Robert W. Rainey at the 
Langley Research Center for the flat-bottom 
configuration shown at the right on figure 52-8. 
On this model, provisions were made for deflec- 
tion of the forward portion of the nose. With 
the nose portion undeflected, the characteristic 
negative pitching-moment variation with lift 
coefficient results. With the nose portion de- 
flected to give positive lift, however, the altered 
pitching-moment characteristics are similar to 
those of the flat-top configuration (on the left 
of fig. 52-8) so that trim is now obtained with 
only a slight reduction in (L/D)mux. Trailing- 
edge controls were also included on this con- 
figuration but, since the control area was 
insufficient to provide trim at (Z/Z>)max, these 
results have not been included. The trends of 
the data, however, indicated that, with this con- 
trol alone, significant trim penalties in 
(L/D)m!lx could be expected. The effects on 
trimmed (L/D)max of providing directional 
stability to these configurations are shown by 
the additional data included in figure 52-8. In 
order to provide directional stability, the wing 
tips of the configuration on the left-hand side 
of figure 52-8 were turned down 45° and wing- 
tip fins were added to the configuration on the 
right. In both cases these modifications had 
small effects on the resulting pitching-moment 
characteristics but significantly lowered the 
(i//>)max at trim. 
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HEAT TRANSFER 

Heat Transfer to Lower Surface of Delta Wing 

In order to present a clear picture of the 
overall distribution of heat-transfer rates and 
their relation to the external flow fields, the first 
part of this discussion will be based on fully 
laminar data at M„=9.6 obtained by James 
C. Dunavant at the Langley Research Center. 
Consider the sharp-leading-edge delta wing; it 
is geometrically simple but should still indicate 
the general behavior of the heat transfer to a 
blunt wing far from the leading edge. Figure 
52-9 shows the trend of heat transfer with 
angle of attack for points along the center line 
of a fiat delta wing. The results are presented 
in the form of the laminar flat-plate correlating 
parameter (Stanton number times the square 
root of Reynolds number based on distance from 
the nose) with fluid properties evaluated at 
free-stream conditions. 

Up to an angle of attack of about 20°, the 
heat transfer increases with angle of attack 
about as expected for a flat plate, as shown by 
the solid curve in figure 52-9 labeled "strip 
theory." At higher angles of attack, the data 
depart from the strip theory trend and ap- 
proach the dashed curve predicted by crossflow 
theory, which regards the wing as a succession 
of independent spanwise strips in two-dimen- 
sional crossflow. The crossflow approach ne- 
glects effects of the chordwise component of the 
flow. A more refined and more nearly correct 
approach is given by the streamwise divergence 

theory shown by the dot-dashed line which fits 
the data well. (See ref. 11.) Above an angle 
of attack of about 60°, the wing shock is curved 
and the correlation based on a single charac- 
teristic length, the distance from the nose, can 
be expected to break down. 

The effect of turbulent flow is a larger un- 
known than that of laminar flow previously 
considered. As noted earlier, over a large part 
of the flight corridor the Reynolds numbers are 
high enough that considerable regions of tur- 
bulent flow might be anticipated on the vehicle. 
Heat-transfer data have been obtained by James 
C. Dunavant of the Langley Research Center 
over a wide range of Reynolds number on the 
same delta wing on which the results shown in 
figure 52-9 were obtained. These data how- 
ever were taken at a Mach number of 6.8 and an 
angle of attack of 16°. In figure 52-10 only 
data on the center line of the flat delta wing are 
shown. The data were obtained at a stagna- 
tion temperature of about 650° F and a skin 
temperature of about 100° F. 

The data are laminar up to a Reynolds num- 
ber of about 400,000 as indicated by a compari- 
son with laminar theory (Monaghan T' method, 
ref. 12). The flow is then transitional to a 
Reynolds number of about 106 and appears to be 
fully turbulent above this value of Reynolds 
number. The data of the highest Reynolds 
numbers show good agreement with the turbu- 
lent theory (Van Driest, ref. 13) even though 
the turbulent theory assumes turbulent flow 
from the leading edge. 

Q.DEG 

PIGUKK 52-9.—Heat transfer to the center line of a 
delta whiff over angle-of-attack range from 0° to 90°. 
A=75° ; JWoo=9.C. 

TURBULENT 
THEORY 

[oo,x 

FIGURE 51-10.—Heat transfer on center line of delta 
wing. Sharp leading edge; A=75°; ilfoo=6.8; 
«=16°. 
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The surface flow patterns obtained by James 
C. Dunavant corresponding to the heat-transfer 
data are shown in figure 52-11. These are trac- 
ings of oil-flow streak patterns formed by flow- 
ing lubricating oil impregnated with carbon 
black at a Mach number of 9.6. The patterns 
are shown in 15° increments from 0° to 60°. 
At the far left on figure 52-11 the pattern for 
zero angle of attack is shown. Here the sur- 
face flow is directed toward the center line of 
the wing because of the pressure gradient in- 
duced by the thick laminar boundary layer. 
This case was considered in some detail in ref- 
erence 14 and additional information is given 
in a following section. With increasing angle 
of attack as shock loss effects start to predomi- 
nate, the flow at the surface turns out from the 
center as shown in the three figures to the right. 
At an angle of attack of 15° the flow is away 
from the wing center line but still comes in 
across the leading edge. At an angle of attack 
of 30° the flow has turned out to such an extent 
that in the sense of the airflow direction the 
geometric leading edge has become a trailing 
edge. An interesting feature of the flow at an 
angle of attack of 30° is the appearance of a 
parting line at about 12° from the center line of 
the wing. At an angle of attack of 45° the 
flow is very close to radial in the center region 
of the wing and above this angle of attack the 
parting line is not a feature of the surface flow 
lines. At an angle of attack of 60° the flow 
lines which for the most part were more or less 
straight at lower angles of attack appear to be 
hyperbolic in nature. It may be seen that the 
patterns show conical symmetry at angles of 
attack of 30° and greater. 

a»0° a«l5°     a«30°   a« 45°     a «60° 

FIGURE  52-11.—Lower-surface  flow  patterns  on  flat 
delta wings.    A=75°; M co=9.6. 

Much of the problem of predicting the heat 
transfer to a delta wing over a wide range of 
angle of attack is the changing flow pattern 
with angle of attack. Simple approaches to 
predicting the heat transfer will only be suc- 
cessful if the flow pattern peculiar to the 
angle-of-attack range under consideration is 
taken into account. For high L/D vehicles, it 
is the low angle-of-attack range that is general- 
ly of interest. 

At low Eeynolds numbers and high Mach 
numbers thick laminar boundary layers may 
have large effects on local pressure, skin fric- 
tion, and aerodynamic heating. How these 
boundary-layer self-induced effects affect the 
chord force on a delta-wing configuration was 
shown in figure 5 of reference 15. The config- 
uration analyzed was actually configuration 4 
of the present paper (see fig. 52-4) tested at a 
Mach number of 9.6. Some additional informa- 
tion is now available on the local pressure and 
heat transfer to a delta wing at an angle of 
attack of 0°. 

Consider first the <x = 0° flow pattern pre- 
sented in figure 52-11. The boundary-layer in- 
duced-pressure gradient has caused the low- 
energy air in the boundary layer near the sur- 
face to flow toward the center of the wing and 
to pile up along the center line. However, be- 
cause of this very gradient, the streamlines ex- 
ternal to the boundary layer must be away from 
the center of the wing. The angle between the 
surface flow direction and the external stream- 
line increases with increasing Mach number. 
(Seeref. 14.) 

Pressures and heat transfer measured on a 
75° sweep delta wing at three hypersonic Mach 
numbers by James C. Dunavant are shown in 
figure 52-12. Mach number 6.8 and 9.6 data 
are from tests in air and the Mach number 17.8 
data are from tests in helium. The pressure 
data shown in figure 52-12(a) show reasonable 
agreement with the theoretical two-dimensional 
boundary-layer displacement pressures. How- 
ever, the result is different for the heat-transfer 
data shown in figure 52-12(b) which were ob- 
tained at essentially the same three Mach num- 
bers as the pressures. The heat-transfer re- 
sults, shown in terms of the laminar correla- 
tion  parameter   (Stanton  number times  the 
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(a)  Pressures. 
FIGURE 52-12.—Variation of pressure and heat transfer 

with Mach number.   A=75°; flat sharp-edge delta 
wing; a~0°. 

square root of Reynolds number based on tun- 
nel test-section static conditions), are plotted 
against Reynolds number based on streamwise 
distance from the leading edge. At a Mach 
number of 6.6, the data in general group 
around the theory but the data in the region 
of the wing near the center line tend to lie below 
the theory (ref. 16). At Mach numbers of 
9.6 and 17.8, the heat transfer is increased 
above the value from constant-pressure strip 
theory for the points nearest the leading edge. 
This increase is due to boundary-layer induced 
pressures. There is, however, a dropoff in the 
value of the heat-transfer parameter with dis- 
tance from the leading edge, and at the farthest 

distances from the leading edge there is a large 
discrepancy between data and theory. The de- 
viation between theory and data increases with 
increasing Mach number and is attributed to 
the flow of low-energy air in the boundary layer 
toward the center line of the wing. 

Corner Heating 

As mentioned early in this paper, a corner 
problem exists wherever two surfaces which 
form part of the airplane intersect at an angle. 
For example, this could be the intersection of 
a wing with a body or a fin and could be an in- 
ternal or an external corner. A knowledge of 
corner effects on local pressures and heating is 

(a)   Sketch of model. 
FIGURE 52-13.—Heat transfer to a 90° corner at a 

Mach number of 8. 
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(b)  Heat transfer. 
FIGURE 52-12.—Concluded. 

clearly necessary. Actually, not a great deal 
of work has been done on corner effects. Gersten 
in reference 17 summarizes the results obtained 
in incompressible flow. Stainback's results for 
pressure and heat transfer at a Mach number of 
5 (ref. 18) are compromised by what appears to 
be tunnel interference. The Princeton results 
(ref. 19) give pressure measurements in a corner 
and the recent Boeing results (ref. 20) give both 
pressure and heat-transfer results at a Mach 
number of 16. Some recent heat-transfer data 
obtained by P. Calvin Stainback in the Langley 
Mach 8 variable-density tunnel on a simple 90° 
corner model are shown in figure 52-13. Each 
of   the   plates   making   up   the   model   (fig. 
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52-13(a)) had a span of 4 inches and an overall 
length of 11 inches. The leading edges were un- 
swept and sharp. Instrumentation extended 
from close to the comer to 2 inches from the 
corner. The symbols shown for the given values 
of longitudinal distance x are the coding used 
in figure 52-13 (b). 

Based on the incompressible results, the data 
in the form of the laminar heat-transfer cor- 
relating parameter were plotted against angular 
spacing from the corner as shown in figure 52- 
13(b) for the model surfaces alined with the 
flow. Data at two unit Reynolds numbers are 
shown, one of which is roughly 40 times the 
other. At the lowest unit Eeynolds number the 
correlation on the basis of the parameters used 
is believed to be good. At large values of y/x 
where the corner does not influence the flow, 
the laminar flat-plate theory (ref. 12) closely 
predicts the level of heat transfer except for 
the stations closest to the leading edge. The 
increased heat transfer at these stations is at- 
tributed to boundary-layer displacement effects. 

As the corner is approached, there is at first a 
general dip in the heat-transfer level. This dip 
occurs ahead of the free-stream location of the 
Mach Avave from the vertical plate (vertical 
dashed line). Closer to the corner, there is a 
rapid increase in heat transfer to a peak roughly 
40 percent greater than in the undisturbed flow 
far from the corner. Approaching the corner 
after the peak, there is a decrease in heat trans- 
fer as predicted by reference 21.   Reference 21, 
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FIGURE 52-13.—(b) Model alined with flow. 
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FIGURE 52-13.— (c) Model yawed 5°. 

however, predicts only a uniform decrease from 
the flat-plate value to 0 in the corner. The 
general shape of the curve is similar to that 
obtained from local shear variations in a corner 
in incompressible turbulent flow.   (See ref. 17.) 

At the higher unit Reynolds number in figure 
52-13 (b), the description is much the same 
except that the stations farthest back on the 
model show evidence of transition. At the rear 
stations there is evidence that the turbulent 
flow is inhibited as the corner is approached, 
since the data from these stations close to the 
corner fair into similar data obtained at the 
more forward stations. 

Because of the success in correlating the data 
with the surfaces alined with the flow, the same 
approach was taken with the results obtained 
at 5° yaw. In the yaw case, it is the vertical 
surface that is at an angle of attack of 5° and 
the horizontal instrumented surface is at an 
angle of attack of 0° although the leading edge 
has been rotated 5°. These data are shown in 
figure 52-13 (c). The laminar flat-plate corre- 
lating parameter (Stanton number times square 
root of Reynolds number) is shown as a func- 
tion of angular spacing from the corner. The 
correlation is good where the corner does not 
influence the flow (that is, large y/x) and lami- 
nar flat-plate theory closely predicts the level 
of heat transfer in this region. As the corner is 
approached, there is at first a general dip in the 
heat-transfer level.   This dip occurs ahead of 
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FIGURE 52-14.—Peak values of corner heating at a Mach 
number of 8 and with 5° yaw. 

the free-stream location of the shock from the 
yawed plate shown by the vertical dashed line. 
Closer to the corner, there is a rapid increase 
in heat transfer to a peak generally much 
greater than in the undisturbed flow far from 
the corner. 

The data in the high heating region close to 
the corner obviously do not correlate in the 
parametric form shown. The peak values of 
heating in the form of Stanton number alone 
were then taken and plotted against the Reyn- 
olds number based on distance from the leading 
edge at which this peak heating occurred. The 
data in this form are presented in figure 52-14. 
For reference purposes, laminar and turbulent 
flat-plate theory for a Mach number of 8 are 
included in this figure. The level of this flat- 
plate theory would be somewhat raised if the 
pressure increase behind a shock caused by a 
5° deflection was taken into account. 

At a given unit Reynolds number the peak 
heat-transfer coefficient is more or less inde- 
pendent of Reynolds number based on x-dis- 
tance. The horizontal dashed lines are arbitrary 
fairings of these data at the various unit Reyn- 
olds numbers. The peak Stanton number, 
however, does decrease with an increase in unit 
Reynolds number. Thus some interesting re- 
sults have been obtained but, as yet, the informa- 
tion is incomplete. For one thing, the peak 
heat-transfer coefficient is a function of a dimen- 
sional quantity. The pressure results corre- 
ponding to these heat-transfer data are not yet 
available and, when obtained, may aid in 
evaluating these results.    The available infor- 

mation would still be meager because practical 
leading edges would be blunted, probably swept, 
and may not meet at a 90° angle. Even less 
has been done on the external corner than on the 
interior corner. This is a problem that needs 
a great deal of future study. 

Shock  Impingement 

Not much work has been done on shock- 
impingement effects as a separate problem al- 
though some of the results of corner investiga- 
tions are probably applicable. Ivan E. 
Beckwith at the Langley Research Center has 
obtained some heat-transfer and pressure results 
on a rod protruding from a 8° wedge as shown 
in figure 52-15. The circular rod was swept 
back 60° from a normal to the free-stream flow 
direction. The measurements, when comparison 
is made with previous work (ref. 22), showed 
the flow over the rod, including the stagnation 
point, to be turbulent. No effect of the shock 
impingement can be detected in either the stag- 
nation-line pressure or heat-transfer measure- 
ments. An appreciable increase in pressure and 
heat transfer can be found in the vicinity of the 
juncture of the rod and wedge. At least part 
of this increase can be attributed to the oblique 
shock which occurs near the base, although some 
boundary-layer separation may complicate the 

picture. 
It would appear that for these conditions, 

shock-impingement effects were not important; 

FIGURE 52-15.—Effect of shock impingement on swept- 
cylinder stagnation-line pressures and heat transfer 
at J/co=4.15 and Rmd=1.7Xl(f. 
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however, much more work needs to be done 
before a definitive answer can be given. Ex- 
periments need to be made at higher Mach 
numbers, at various shock strengths and sweep, 
and for laminar and turbulent boundary layers. 

Heating on  Surface  Distortions 

In previous considerations of aerodynamic 
heating, the experimental data were obtained on 
smooth models. In the case of actual vehicles, 
however, the skin may be significantly irregu- 
lar. Such irregularities may be the result of 
structures choice and the high heating rates and 
temperatures to which the vehicle surface is 
subjected. A recent experimental program at 
the Langley Research Center represented dis- 
tortions to the surface in an idealized way. 
One main group of these irregularities repre- 
sented a distortion as a single sine wave on a bas- 
ically flat plate. Part of this work is presented 
in reference 23 for the laminar case; however, 
some turbulent data have also been obtained. 
These aerodynamic heating data are shown in 
figure 52-16 for concave and convex sine wave 
shapes on a flat plate with a sharp leading edge 
at an angle of attack of 20°. The convex shape 
is the mirror image of the concave shape and 
the length of the wave was 1y2 times the depth 
or height of the wave. The thickness of the 
boundary layer just ahead of the sine wave 
shape was small compared with the depth or 
height of the wave. The data are shown in 
terms of the aerodynamic heating parameter 
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FIGURE   52-16.—Heating   distribution   on   sine   wave 
shapes.    Sharp leading edge; Ma>= 6.8; a = 20°. 

(Stanton number) as a function of Reynolds 
number based on distance from the leading 
edge. For each wave the data on the left of the 
figure represent results at a unit Reynolds num- 
ber about one fourth that of the data on the 
right. The open symbols represent data ob- 
tained on a flat plate at locations the same as 
those for the distortion. The flat-plate data 
at the lower unit Reynolds number are laminar 
whereas those at the higher unit Reynolds num- 
ber range from transitional to turbulent in 
nature. 

With laminar flow over the concavity the 
flow separates a short distance after it turns to 
enter the concavity. The local heating drops 
under the separation, reaches a minimum, in- 
creases again, and reaches a peak of about 4 
times the flat-plate value at about the point 
where reattachment occurs. For the turbulent 
case, the flat-plate heating is increased and the 
peak heating on the concavity is about 3 times 
the flat-plate turbulent values. 

The convex sine wave shows a considerably 
increased peak heating. In this case for the 
laminar-flow results, separation due to the 
bump extends well ahead of the distortion and, 
at about the point of reattachment on the sine 
wave, the heat transfer peaks to a value about 
17 times that on the flat plate. For the turbu- 
lent case, the peak increase in heating is only 
about 3y2 times the flat-plate value. 

These results are only part of the story be- 
cause representative data would also include the 
case where the surface irregularity height or 
depth is of the same order to much thinner than 
the turbulent boundary layer as well as cover- 
ing a large range of Mach number. Much more 
needs to be learned about surface irregularity 
effects. 

Heat Transfer to Blunt Nose and Leading Edges 

Up to this point no detailed consideration 
has been given to the blunt nose and leading 
edges. Actually, studies of these blunt shapes 
have been part of the literature for some time 
now and are already textbook material. Some 
of the sources of our knowledge of blunt-nose 
heat transfer will be pointed out. 

Beckwith's theoretical work (ref. 24) to- 
gether with experimental and further theoreti- 
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cal work by Feller, Eggers, and Goodwin and 
their colleagues (refs. 25 to 27) showed the ad- 
vantage of sweep in reducing the heat-transfer 
rates to blunt leading edges. The effect of 
sweep on the leading-edge heat transfer was 
further refined by Beshotko and Beckwith. 
(See ref. 28.) Lees introduced the concept of 
the frozen distribution of heat transfer over 
blunt bodies and thus simplified the problem 
of extrapolating the results of experiment. 
(See ref. 29.) 

The well-known work of Fay and Eiddell 
assessed the effects of equilibrium dissocia- 
tion and gave correlation equations for the nu- 
merical results. (See ref. 30.) In later work 
which included the effects of transpiration cool- 
ing on the heat transfer to a yawed cylinder, 
Beckwith postulated that the stagnation-point 
heat-transfer parameter might be more depend- 
ent on the viscosity law assumed than on 
whether dissociation occurs. (See ref. 31.) 
Based on complete solutions of the boundary- 
layer equations for a dissociated gas in equilib- 
rium, Cohen and Beckwith found this to be the 
case.   (See ref. 32.) 

Transition to turbulent flow on yawed cylin- 
ders has been investigated by Beckwith and 
Gallagher at a Mach number of 4 (See refs. 
22 and 33.) They found streamline curvature 
to cause premature transition in many cases. 
The theory in reference 33 provides a means of 
evaluating the turbulent heat transfer on a 
yawed cylinder. By use of Cohen's theory (ref. 
34), the heat transfer on a variety of blunt 
shapes with turbulent flow may be evaluated. 

PROPULSION CONSIDERATIONS 

As previously mentioned, air-breathing pro- 
pulsion is being considered for high L/D 
hypersonic vehicles, primarily because of its 
inherent advantage of high thrust per unit fuel 
flow or specific impulse. This section of the 
paper will be devoted to a brief consideration 
of air-breathing engines from the aerodynami- 
cist's point of view. Several types of engines 
would be required to utilize air-breathing pro- 
pulsion over a wide range of flight speeds as 
illustrated in figure 52-17 by a bar-graph type 
of presentation. The total length of each bar 
denotes the probable applicable speed range for 
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FIGURE 52-17.—Engine operating ranges. 

each of the engines selected for illustration. 
The dark areas correspond to what may be at- 
tained with current technology, whereas the 
light areas would require extensions of the state 
of the art and extensive research in some cases. 
A turbojet engine could be used up to a ve- 
locity of 3,000 f ps, at which point a ramjet with 
subsonic combustion velocities would take over 
and operate to some higher velocity (in the 6- to 
10,000-fps range). At this point the ramjet em- 
ploying supersonic combustion velocities would 
become effective and operate to the highest 
practical velocity. The high-impulse rocket is 
presented to indicate that it would be used to 
supplement air breathing in areas where air 
breathing proves to be marginal or not possible. 
In order to avoid duplication of hardware, the 
combination of two or more of these engines 
into a single unit appears to be practical. In 
some instances novel engine cycles are being 
investigated which may fulfill special mission 
requirements more efficiently. Extensive dis- 
cussions of these considerations are given in the 
literature. (For example, see refs. 35 and 36.) 
Most of the lower speed engines which employ 
subsonic combustion are beyond the basic re- 
search stage; the remaining problems relate to 
the development of suitable hardware. 

The concept of a ramjet engine which em- 
ploys supersonic combustion velocities has ex- 
cited a great deal of interest in the last few 
years since it offers the potential of operation 
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to high hypersonic speeds. (See refs. 35 and 
37.) The practical realization of the concept 
requires the successful completion of much 
basic research, which is a matter of interest to 
universities as well as to the National Aero- 
nautics and Space Administration. Conse- 
quently, the ramjet engine will be discussed 
briefly, particularly with regard to the aero- 
dynamic aspects of the inlet. 

Several features of the engine, which are 
directly related to supersonic combustion cham- 
ber velocities, are fundamental to its potential 
operation at high hypersonic speeds. The 
pressures and temperatures in the combustion 
chamber can be made low enough to bring the 
structural problem within reason. In addition, 
the combustion chamber pressures and tempera- 
tures can be maintained at levels where large 
amounts of dissociation of combustion products 
are avoided. In comparison with a subsonic 
combustion ramjet, the reduced amount of com- 
pression in the inlet and reduced expansion in 
the nozzle will result in higher performances 
for these components; however, these advan- 
tages will be offset somewhat by the higher 
entropy gains caused by combustion at super- 
sonic velocities. 

A diagrammatic cross section of the engine 
configuration is presented in figure 52-18 for 
the purpose of outlining the problem areas. If 
the aerodynamic design of the inlet is consid- 
ered, boundary-layer growth is so rapid at high 
speeds that the throat of the inlet will be en- 
tirely filled with boundary layer. No research 
has been done on the effects of shocks on bound- 
ary layers under real-gas conditions. Leading 
edges will have to be blunted to avoid over- 
heating, which will affect both the boundary- 
layer    transition     characteristics     and     the 

• THICK   BOUNDARY   LAYERS 

• SHOCK    B.L.   EFFECTS-REAL   GAS 
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FIGURE 52-18.—Supersonic combustion ramjet problem 
areas. 

compression field. (See refs. 38 to 42.) The 
inclusion of boundary-layer bleeds or variable 
geometry in the design will introduce serious 
heating problems. 

With regard to the rest of the engine, a great 
deal of research must be done on the combus- 
tion chamber to determine methods of obtaining 
proper fuel mixing with a minimum entropy 
gain (ref. 43) and to evaluate the combustion 
process in general. One of the critical problems 
associated with the nozzle is the requirement 
that the flow of exhaust products have a high 
degree of recombination. As mentioned previ- 
ously, this problem can be controlled to a cer- 
tain extent by the amount of compression in the 
inlet design. An overall problem of great im- 
portance is the cooling requirements for the 
entire engine and vehicle. Hydrogen fuel is an 
excellent heat sink; however, the required cool- 
ing at the high-speed end of a flight may re- 
quire fuel-air ratios greater than stoichiometric 
and thus impair the specific impulse. 

For the purpose of this paper the aerody- 
namic design of the inlet for a supersonic com- 
bustion ramjet was studied by computing two- 
dimensional point designs for several flight 
speeds. Table 52-11 provides the input assump- 
tions for the computations. To simplify the 
problem the initial shock was assumed to turn 
the flow 9° and all succeeding shocks 3°. The 
schedule of inviscid velocity reduction in the 
inlets was selected from studies similar to that 
of reference 35. The inviscid compression fields 
were computed by assuming a real gas and us- 
ing references 44 to 48. Eeal-gas boundary- 
layer calculations were made by modifying the 
equations of reference 49 for laminar flow and 
those of reference 50 for turbulent flow. Tur- 
bulent boundary layers were assumed to have 
a 14 power velocity profile. The boundary- 
layer parameters of reference 51 were modified 
to real-gas values. Inlet total-pressure recov- 
eries and kinetic-energy efficiencies were based 
on a one-dimensional equivalent flow at the in- 
let throat obtained from conservation of mass, 
momentum, and energy considerations similar 
to those of reference 52. Eeal-gas properties 
were obtained from reference 53. Boundary- 
layer growth was computed along the main 
compression surface only.    In order to deter- 
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TABLE 52-11.—Assumptions  used in Supersonic Combustion Ramjet Inlet Performance 
Calculations 

[Geometric capture height upstream of initial shock, 35 feet; turning angle of initial shock, 9°; turning through all other 
shocks, 3°; flow at inlet throat parallel to vehicle axis within 6° or less; and wall temperature, 2,000° F.] 

Flight Mach 
number Flight altitude, ft Flight velocity, fps 

Inviscid velocity 
reduction, fps 

Total turning in 
compression field, 

deg 

8 97. 0X103 7. 98X103 1495 48.5 
12 136.0 12.85 1065 30.2 
16 170.0 17.70 839 21.2 
20.6 200.0 21. 40 720 17.0 

mine a representative overall value of kinetic- 
energy efficiency, the sum of the losses in kinetic- 
energy efficiency due to the boundary-layer 
growth on the internal surface of the cowl and 
due to side-wall and corner effects was assumed 
to be equal to the loss in kinetic-energy efficiency 
computed for the boundary-layer growth along 
the main compression surface. The computed 
values of kinetic-energy efficiency were cor- 
rected for the reduction in total enthalpy pro- 
duced by heat transfer through the walls on 
the assumption that the fuel would be used as 
the coolant and that the heat would be returned 
to the combustion chamber. 

The geometric proportions computed for the 
inlet designs for inviscid, laminar, and turbu- 
lent flow are presented in figure 52-19. As indi- 
cated by the sketch, the geometric walls were 
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FIGURE 52-19.—Effect of velocity on inlet geometry. 

determined by adding the boundary-layer dis- 
placement thicknesses to the inviscid-flow-field 
contours. For all laminar flow, figure 52-19 
shows that the throat height is not significantly 
larger than the inviscid throat height because 
of the large capture height and Keynolds num- 
bers assumed. For all turbulent flow, the throat 
height is considerably larger than the inviscid 
case on the high-speed end; in the actual case, 
the curve probably would fall between the lam- 
inar and turbulent results since there would 
have to be some length of run of laminar flow. 
These results clearly show the need for reliable 
methods for predicting the location of transi- 
tion. Furthermore, the wide variation in re- 
quired throat height obtained with changes in 
flight velocity indicates that variable geometry 
will be necessary unless the amount of compres- 
sion is reduced at the lower speeds with some 
sacrifice in thrust. 

Figure 52-19 also indicates that the required 
distance from the leading edge to the cowl lip 
lc varies about 25 percent over the flight-velocity 
range. Although this variation would be modi- 
fied by changes in the angle of attack with flight 
speed, fixed geometry probably will either intro- 
duce additive drag or subject the inlet to condi- 
tions where the shock enters the cowl and 
impinges on the boundary layer producing 
boundary-layer interaction effects. The most 
significant implication derived from the results 
given in figure 52-19 is that extensive trade-off 
analyses are required to determine the most 
practical designs incorporating either fixed ge- 
ometry or a minimum of variable geometry. 

The overall performance in terms of kinetic- 
energy efficiency computed by methods outlined 
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FIGUBE 52-20.—Inlet efficiency. 

previously is presented in figure 52-20. In 
order to attack significance to values of kinetic- 
energy efficiency, it should be realized that at 
speeds on the order of 20,000 fps, values of 
efficiency of approximately 90 percent are low 
enough to eliminate any thrust potential. 
Therefore, the efficiency must be substantially 
above the 90-percent level to obtain efficient 
operation. Figure 52-20 shows that the gen- 
eral level of efficiency obtained in the analysis 
of this paper is about 97 percent; the shape of 
the curve faired through the computed points 
has little significance because of the somewhat 
arbitrary assumptions of values for the flight 
trajectory and the amount of compression in 
the inlets. Theoretical performances for an 
axisymmetric inlet design computed by Mc- 
Lafferty and presented in reference 54 agree 
in general magnitude with the results of this 
paper. The experimental data points given in 
figure 52-20 represent wind-tunnel data for a 
two-dimensional inlet taken at a Mach number 

of 6.8 for several different arrangements of 
boundary-layer bleed and for several bleed 
quantities. The favorable effect of the boun- 
dary-layer bleed on the performance is believed 
to be the reason for the experimental efficien- 
cies being higher than the theoretical curves. 

From the preceding discussion one can de- 
duce that a 1-percent increase in kinetic-energy 
efficiency would produce significant increases in 
thrust, particularly at high hypersonic speeds. 
Therefore, effort should be directed toward in- 
creasing the level of kinetic-energy efficiency by 
developing more efficient compression-field de- 
signs and by reducing viscous effects to a 
minimum. 

CONCLUDING  REMARKS 

A great deal of information exists that is ap- 
plicable to the high lift-drag ratio vehicle. 
However, much of this information is somewhat 
preliminary and is of the type that suggests 
further investigation rather than being directly 
usable. This discussion attempted to point out 
the many avenues of research which have to be 
more thoroughly explored before a better grasp 
of the total problem is in hand. Although this 
work will necessarily rely heavily on an experi- 
mental approach, because of the complexities 
involved, the theoretical aspects of the problem 
should also be pursued with equal vigor. For- 
tunately, much of this experimental work can 
be done at present in the conventional relatively 
cold facilities which have been available for 
some time; however, evaluation of the effects of 
a hypervelocity environment will eventually 
have to be made. 
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SUMMARY 

Reentry of manned lifting vehicles at parabolic 
(escape) velocity and reentry of unmanned nonlifting 
planetary probes at hyperbolic velocities are considered. 
A brief discussion is presented of the necessity of lift 
and lift modulation for the manned return; and the 
heating problems of aerodynamic and reaction controls 
are illustrated. Spatial and temporal connective and 
radiation heating distributions are predicted for a 
lifting spacecraft of the Apollo class. 

Radiation heating will be the dominant mode for 
early planetary probes which, because of weight limita- 
tions, will be unmanned and will enter the atmosphere 
on nonlifting trajectories. The effect of vehicle shape 
on heating is first discussed for no-mass-loss (constant 
profile) vehicles. A section on reentry of high-mass- 
loss vehicles includes a preliminary study of the effects 
of (a) heat of sublimation on limiting entry velocity; 
(b) ratio of payload to total weight on limiting entry 
velocity; and (c) the size and total weight of a 
reentry vehicle necessary to return a specific payload 
to earth at a given high reentry velocity. 

INTRODUCTION 

Familiarity with near circular or satellite 
reentry is widespread as a result of the recent, 
flights of the Mercury spacecraft. In this 
paper some of the aerodynamic and heating 
aspects of reentry from more advanced missions 
are discussed. The first part is concerned with 
parabolic reentry with emphasis on the manned 
lunar mission, and the second part with the 
unmanned reentry of high-speed planetary 
probes. 

SYMBOLS 

A 
CD 

CL 

D 
d 
G 
H 
L 
I 
mE 

nif 

Q 
1 
? 

R 

S 

t 
V 

reference area 
drag coefficient 

total energy transfer coefficient, H  ■= IHEVB
2 

lift coefficient 
drag 
vehicle diameter 
acceleration in earth gravitational units 
total heat absorbed by vehicle during reentry 
lift 
vehicle reference length 
mass of vehicle at start of reentry 
mass of vehicle at end of reentry 
heat of sublimation, Btu/lb 
heating load per unit a,rea.,-fqdt 
heating rate per unit area 
stagnation-point heating  rate  per  unit  area 
radius of curvature of front surface of vehicle 
radius of body 
distance along surface from axis 
time 
velocity 

vE entrance velocity 
(VE)i limiting entrance velocity 
w vehicle weight, lb 
w vehicle density, lb/cu ft 
V altitude 
a angle of attack 
7E entrance angle 
P density 
S flap-deflection angle 

n heat-transfer coefficient, (, 

ec semicone angle 
<t> roll angle 

Subscripts: 

o3 ambient conditions ahead of vehicle 
MAX maximum 
I limiting value 
C convective 
ER equilibrium radiative 
NER nonequilibrium radiative 

REENTRY AT  PARABOLIC VELOCITY 

For the lunar mission the reentry velocity is 
parabolic and is about 36,500 feet per second at 
an altitude of 400,000 feet, which may be con- 
sidered the outer edge of the atmosphere for 
aerodynamic effects. In this case, in contrast 
to that of the nonlifting Mercury spacecraft, 
a lifting capability is highly desirable. The 
use of lift can reduce the severity of certain 
reentry problems. In figure 53-1 is shown the 
effect of L/D on the reentry corridor height 
(ref. 1). This height, illustrated in the inset, 
is the difference between the vacuum perigees of 
the overshoot and undershoot boundaries.   The 

^-REENTRY CORRIDOR 

^OVERSHOOT 
-+L/D 

8CK -— vUNDERSHOOT 

60 
CORRIDOR 

HEIGHT,    40 
ST. MILES 

20 

0 .5 1.0 
LIFT-DRAG RATIO, L/D 

FIGURE  53-1.—Variation   of  reentry  corridor  height 
with lift-drag ratio. 

W 
V£ = 36,500 feet per second; g-^SO lb/sq ft. 
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overshoot boundary in this case assumes a con- 
stant negative L/D during pull-up, with sub- 
sequent later modulation as required under the 
restriction that the trajectory never has an as- 
cending phase; that is, dy/dt^O (ref. 2). The 
undershoot boundary assumes constant positive 
L/D during pull-up with a maximum decelera- 
tion of 1067. Note the appreciable gains in re- 
entry corridor as L/D first increases from 0 up 
to approximately y2 with diminishing gains 
thereafter. At L/D = 0, the corridor is about 10 
miles deep; at LJD = y2l it has become about 40 
miles deep, and at L/D = 1.5, it has only in- 
creased to 50 miles. 

The accessible landing area, or "footprint" as 
it is popularly called (ref. 3), increases signif- 
icantly with L/D (fig. 53-2). The longitudinal 
range is approximately proportional to L/D 
and the lateral range varies roughly as L/D 
raised to a power between iy2 and 2. Note that 
the landing area for L/D = y2 covers a major 
section of the continental United States. 

The maximum deceleration during reentry 
from a given space orbit may also be signifi- 
cantly reduced by the application of lift. With 
a fixed lifting capability the air loads are re- 
duced by using the lift force to decrease the 
flight-path angle continually to the horizontal 
and thus to lower the rate of density increase 
with time. If the lifting capability is variable, 
further peak-load reduction is possible by use of 
a change in attitude to reduce the resultant 
force. Details on this subject are given in ref- 
erences 4,5, and 6. 

The low lift-drag ratios that are sufficient 
for parabolic reentry may be obtained through 

L/D = 1/2 1/2-2 

FIGURE 53-2.—Variation of accessible landing area with 
lift-drag ratio for parabolic reentry. 

FIGURE 53-3.—Hypersonic lift-drag capability  of re- 
entry shapes. 

a variety of shapes (fig. 53-3). In the three 
columns are illustrative shapes having Z/Z?'s 
at high velocity of y2, 1, and \y2 to 2. The 
first column consists of blunt spacecraft types 
trimmed by internal packaging to place the 
center of gravity so that L/D = y2 for the pull- 
up phase of reentry. The aerodynamic controls 
would be used for modulation after the pull-up. 
For these shapes the subsonic L/D is so low that 
auxiliary landing aids (parachutes or para- 
gliders) are required. 

Increased L/D capability is obtained, in gen- 
eral, by making the configuration more wing- 
like. The configurations with a hypersonic 
L/D«l have a subsonic L/D in the neighbor- 
hood of 4 and so are able to land horizontally 
without any auxiliary aids. The shapes for 
L/D = iy2 to 2 appear more like conventional 
airplanes, and include the Dyna-Soar configura- 
tion for missions at satellite speed. 

The L/D capability is very expensive in terms 
of vehicle weight. Configurations with higher 
values of L/D are not illustrated in figure 53-3, 
because analyses have shown that at an L/D 
somewhere between \y2 and 2, the weight of the 
ablation material required for heat protection 
from a parabolic reentry appears to be prohibi- 
tive. However, vehicles in this L/D range may 
be used for orbital missions by employing ra- 
diation-cooled surfaces. 

The trade-off between L/D and weight is nat- 
urally dictated by the mission requirements. 
Studies are now in progress for various super- 
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circular missions utilizing Z/Z?«=l vehicles. 
This is the maximum L/D which appears feas- 
ible for parabolic reentry using present ablation 
techniques. 

For the Apollo manned lunar mission which 
is planned for more or less ideal conditions, an 
L/D^i/2 appears sufficient in terms of corridor 
height, landing area, and G alleviation. Studies 
of such parabolic reentry vehicles have shown 
that although the critical heating problems are 
found at different parts of the vehicle for differ- 
ent shapes, the magnitude of the total heat load 
during reentry varied only moderately with 
vehicle shape, with the blunt spacecraft having 
a lower total heat load for most trajectories than 
the other L/D^y2 shapes illustrated. How- 
ever, this factor was not the deciding factor in 
the choice of the Apollo reentry module; several 
other factors, such as the structural advantages 
of a symmetric body, ease of integration of the 
reentry module with the service module and 
launch vehicle, the packaging of components 
so that the center of gravity would permit the 
desired trim, the more direct applicability of 
experience gained from the Mercury, Gemini, 
and similar projects, determined the selection 
of   a  blunt   reentry   module   for  the  Apollo 
mission. 

Although the pull-up phase of the Apollo 
reentry is now visualized as a constant L/D 
maneuver, modulation is to be exercised im- 
mediately after the pull-up. Figure 53^f 
shows two methods of modulation for obtain- 
ing the required orientation of the lift vector, 
namely,  pitch   modulation   with   varying   CL 

ALTITUDE 

PITCH 
MODULATION 

ROLL ANGLE 
<f>,   DEG 

RANGE  OR   TIME — 

CG. 

ROLL 
MODULATION 

-C.G. 

A?5><t 

•55rb   -H K4rL 

-FACE ^-y-^-FLAPH 
CORNER-        .—    S 

-STAG. PT. ,-^St 120° 

FIGURE 53-4.—Simplified examples of pitch and roll 
modulation. 

-\.2     -.8      -.4        0       .4       .8       1.2       1.6 
BODY LOCATION, s/rb 

FIGURE 53-5.—Chin-flap heating on flat-faced model. 
JW=8; a=30°. 

and CD or roll modulation at constant L/D. 
At the top of the figure is a plot of altitude as 
a function of time (or range) for a typical 
reentry from the middle of the corridor and 
having a landing point near the center of the 
footprint. Immediately after completion of 
the pull-up maneuver in this typical reentry, 
negative lift is required and is obtained by 
either pitching to negative angle of attack or 
rolling at least 90°, respectively, in the two 
cases. More gradual changes are subsequently 
required until the reentry finally terminates in 
a positive-lift equilibrium glide. Not illus- 
trated are the various maneuvers required for 
additional lateral or longitudial ranges such 
as those discussed in references 3 and 7. Note 
that a rapid variation in lift and vehicle orien- 
tation is required at the time of peak dynamic 
pressure at the bottom of the pull-up. 

Control heating problems are evident in both 
of these modulation techniques. The heating 
problems of a "chin" flap on a flat-faced body 
of revolution with rounded corners are depicted 
on figure 53-5. These data were obtained in the 
Langley Mach 8 hypersonic tunnel at a free- 
stream Keynolds number, based on model di- 
ameter, of 0.22 X106. This Reynolds number 
is representative of parabolic reentry for full- 
scale vehicles at altitudes near 230,000 feet. 
The ratio of local heating along the plane of 
symmetry to the stagnation-point heating is 
plotted as a function of body location. The 
shaded bands for the flap heating represent the 
spanwise data variation at a particular position 
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s/n on the flap. The flap heating has a peak 
approximately 20 percent of the stagnation- 
point value for 8=60°. At 8=120°, the local 
heating exceeds the stagnation-point value, and 
in addition the heating on the body itself ahead 
of the flap has been increased from under 10 
percent of the stagnation value to 100 percent. 
This last increase is due to the interaction of 
the shock wave generated by the flap with the 
flow over the face of the model. Additional in- 
formation on flap heating may be found in 
reference 8. Flap heating problems (such as 
those illustrated) plus the large hinge moments 
required for rapid attitude change under high 
dynamic-pressure conditions have led to the 
conclusion that modulation by roll control using 
reaction jets is more desirable. 

However, reaction jets are not without inter- 
ference heating problems. Figure 53-6 is a 
sketch illustrating the results of a temperature- 
sensitive-paint test for such interference heat- 
ing. In this technique a model is coated with 
a paint which changes color with temperature. 
The model is then suddenly inserted into the 
test airstream and the color changes are 
recorded photographically. The heating pat- 
terns shown were obtained in the Langley 
Mach 8 variable-density tunnel with a cold jet 
located 90° from the plane of symmetry and 
exhausting upward nearly tangential to the 
surface (roll jet) or perpendicular to the sur- 
face (yaw jet). Note the localized high heat- 
ing rates (indicated on the sketch by the 
shaded areas) due to the interaction between 
the cold reaction jets and the afterbody flow. 

At present there is no theory to describe this 
interaction heating phenomena adequately. 
However, the rolling moments required are 
simply inertial and thus are not sensitive to the 
high dynamic pressures. Furthermore, the 
other jets, such as pitch and yaw jets, are used 
only for minor variations in attitude or to 
counteract the cross coupling of the roll jets 
and are located away from the windward side. 
Consequently, these jets will be operative only 
a small fraction of the time and the heating 
problem can be handled by adding a little 
extra heat protection in these critical areas. An 
experimental investigation is in progress at the 

o 

ROLL JET 

c> 

YAW  JET 

FIGURE 53-6.—Effect of reaction controls on afterbody 
heating of lunar module. 

Langley Eesearch Center to study this problem 
further. 

Another problem associated with reaction 
jets is the heating to the jet nozzle cavities 
during the long times when the jets are not 
operative. This problem is similiar to the 
heating of cavities discussed in references 9 and 

10. 
The theoretically predicted heating history 

of the stagnation point of a 12-foot-diameter 
lunar reentry module during a 3,500-nautical- 
mile reentry is shown in figure 53-7. For this 
prediction, the location of the stagnation point 
and the stagnation-point velocity gradient were 
obtained from pressure measurements in the 
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FIGUISE 53-7.—Stagnation point heating history for 12- 
foot-dianieter lunar reentry module. 

Langley Mach 8 variable-density tunnel. These 
experiments were necessary because of the lack 
of a simple adequate theory suitable for con- 
figurations in which the stagnation point is lo- 
cated near the rounded corner of an otherwise 
blunt body at angle of attack. The convective 
heating qc was computed by the two-dimen- 
sional method of reference 11 for real air in 
thermochemical equilibrium. Nonequilibrium 
radiation was computed by use of the data of 
references 12, 13, and 14 and includes a simple 
model for the profile of radiation intensity be- 
hind the shock wave. The nonequilibrium radi- 
ation arises from the very high temperatures 
(as high as about 60,000° K) which occur just 
behind the shock wave when all the thermal 
energy is essentially in the translational and 
rotational modes excited by a very few molecu- 
lar collisions. The thermal and chemical relax- 
ation which follows as more collisions take 
place reduces the temperature toward the equi- 
librium value, which is of the order of 12,000° K 
at parabolic entry speed. The nonequilibrium 
radiation is truncated when the relaxation proc- 
ess has not had sufficient time for completion be- 
fore the gas has left the stagnation region and 
started to flow around the body. The nonequi- 
librium phenomena are discussed more fully in 
reference 15, as well as in the aforementioned 
references. Equilibrium radiation gEs was 
computed from the correlation of reference 16 
(based on the absorption coefficients of ref. 17) 
and a shock shape which was determined by 

correcting the shape obtained in the M=8 tun- 
nel tests at low density ratios to account for the 
high density ratios of actual flight. Note that 
the detachment distance shown in figure 53-7 
is exaggerated. More elaborate methods, such 
as that of reference 18, are available, but these 
are not uniformly valid for arbitrary shapes 
and rely on a prior knowledge of certain par- 
ameters, such as sonic-point location on the 
body. 

For this trajectory, the stagnation-point con- 
vective heating rate and load dominate over the 
radiative heating rate and load; this result is 
generally true for lunar reentry. The total 
radiative load to the stagnation point qER + qNEn 
indicated on figure 53-7 is only 10 percent of 
the total convective load qv for the case illus- 
trated. The equilibrium radiation is very low 
because the vehicle remains at high altitude 
(above 200,000 ft) for much of this long-range 
trajectory. For trajectories of shorter range, 
the peak equilibrium radiation would be some- 
what increased while the peak nonequilibrium 
value would remain essentially unchanged. 
The dominant convective peak is about one 
order of manitude higher than that experienced 
at the stagnation point of the Mercury space- 
craft. The three peaks in convective heating 
result from a moderate skip after the first pull- 
up and two subsequent pull-up maneuvers for 
this trajectory. 

The theoretical distribution of heating rate 
on the lunar reentry module in the plane of 
symmetry is presented in figure 53-8 for the 
time of peak stagnation point heating during 

STAG. POINT 

TV-EQ. RAD. 

,'l      \\\-N0NEQUiLI6RIUM RAD. 

^ -CONVECTIVE 

-.4       -.2 O       .2        .4 
BODY LOCATION, s/R 

FIGUEE 53-8.—Center-line heating rate distribution for 
lunar reentry module. 
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the reentry shown in figure 53-7. The convec- 
tive distribution was predicted from a local 
similarity theory of reference 19 for laminar 
two-dimensional flow with the real-air bound- 
ary-layer results of reference 11. Other theo- 
ries (refs. 20 and 21) would predict distribu- 
tions not differing significantly from that 
shown. Streamline divergence effects (refs. 22 
and 23) are not included but should be negli- 
gible. Again the Mach 8 variable-density tun- 
nel (ideal gas) pressure distribution was em- 
ployed. The implication that such a pressure 
distribution can be used for the prediction of 
high-velocity heat-transfer distributions is 
based on the insensitivity of pressure distribu- 
tion to gas properties and Mach number for 
blunt forebodies at high Mach number. The 
heat-transfer theory, itself, is valid for real air 
in equilibrium. Well-defined experiments are 
still not available for real air at high enthalpies 
to validate these methods on asymmetric 
shapes. 

The peak convective heating rate occurs on 
the rounded corner because of the high local 
pressure gradient combined with the occurrence 
here of sonic flow. The convective heating rate 
decreases rapidly beyond this peak as the flow 
progresses around to the windward afterbody 
(on which the heating rates are roughly only 
10 percent of the stagnation value). A more 
gradual decrease is apparent clown along the 
module face, and of course the leeward portions 
of the afterbody will experience even lower 
heating rates than will the windward portions. 
The predictions of afterbody heating are not 
on too firm ground, especially away from the 
windward ray, because of the effects of separa- 
tion and reattachment. Cold-tunnel data ob- 
tained in the absence of real-gas effects but with 
sting or strut support interference is of ques- 
tionable value in this case. In addition, transi- 
tion to turbulent flow may be a factor during 
pull-up for steeper entry angles and this phe- 
nomenon is still not well understood. 

The peaks in radiative heating are also lo- 
cated at points other than the stagnation point ; 
the nonequilibrium peak is nearer the corner 
and the equilibrium peak is a short distance 
down the face. At each point the nonequilib- 
rium   radiation   was   assumed   equal   to   that 

emanating from behind a plane two-dimen- 
sional shock wave having an incident velocity 
equal to the local normal component of the free- 
stream velocity. This approximation appears 
reasonable when the relaxation length is small 
compared with the detachment distance, as is 
the case at peak heating in this trajectory. The 
nonequilibrium peak on the body thus is located 
where the bow shock is normal to the free 
stream—in this case near the corner. The equi- 
librium radiation distribution was estimated by 
assuming that each point on the body center 
line is irradiated by a semi-infinite slab of gas 
having an emission coefficient equal to the aver- 
age of the value just behind the local oblique 
shock and the value at the surface. The slab 
thickness is given by the local detachment dis- 
tance and was determined from the Mach 8 
variable-density tunnel shock shape scaled to 
high-speed flight as discussed previously. Thus 
the peak in this curve on the face below the stag- 
nation point results from the condition that the 
larger detachment distance more than compen- 
sates for the decreased emission coefficients. 
More elaborate methods for calculations of this 
type can be made if a knowledge of the flow- 
field properties and emission-coefficient varia- 
tion across the shock layer is available. (See 
refs. 24 and 25.) 

In order to design the reentry-module heat 
protection system, it is necessary that the distri- 
bution of heating rate be known away from as 
well as on the plane of symmetry. Various ap- 
proximate methods are available. For exam- 
ple, if the surface streamlines and pressure dis- 
tributions are known, the three-dimensional 
methods of references 22 and 23 are applicable 
as long as crossflow is small. Alternately, on 
the plane through the module center line nor- 
mal to the plane of symmetry, it has been found 
that the heat-transfer distribution is adequately 
predicted by the distribution at zero angle of 
attack normalized to the value at the center 
line at angle of attack. Below this plane, the 
heat transfer on the forebody is roughly con- 
stant, and above this plane interpolation may 
be used to estimate the heating distribution. 

The radiative heating histories and distribu- 
tions do not account for either the absorption of 
incident radiation by the products of ablation 
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from the heat shield or for any reradiation from 
these ablation products to the front face or af- 
terbody. The absorption problem has been in- 
vestigated (ref. 26) in an overall manner but 
little appears to have been done on the prob- 
lem of radiation from the ablation products. 

The status of the convective-heating predic- 
tions for the manned lunar module might be 
summed as follows: For the forebody where 
the heating loads are greatest, predictions ap- 
pear to be reaching the point where each new 
refinement to the distribution results in only a 
small percentage change in the total heat load. 
In regard to the afterbody, the case is far from 
settled, but the heating level is so low that even 
doubling the presently predicted level would 
change the module heat load by only about 20 
percent. However, ablators have a low effi- 
ciency for these low heating rates on the after- 
body. Thus the afterbody is more important 
when viewed from weight considerations than 
when viewed from heating-load considerations. 
Furthermore, if heating protection for the af- 
terbody were to be provided through reradia- 
tion from the hot surface, uncertainty by a fac- 
tor of 2 in heating rate would result in a 
20-percent uncertainty in skin temperature, 
which could be very significant. Experiments 
are being conducted on this problem but data 
obtained in cold tunnels with sting supports is 
questionable. Finally, although the forebody 
radiative heating may be uncertain within a 
factor of 2 (refs. 17, 27, and 28), the design of 
the forebody heat shield is not critically af- 
fected because the contribution of radiation to 
the total load is so small (about 10 percent). 

ENTRY OF PLANETARY  PROBES 

When the entry of planetary probes is con- 
sidered, it is found that the velocities encoun- 
tered are significantly above parabolic. The 
velocity range of interest for the near future is 
indicated in figure 53-9. This figure is a plot 
of the minimum earth entry velocity (for no 
retrorocket braking) which occurs after a re- 
turn from Venus or Mars with a given transit 
time. The minimum-energy (Hohman) trans- 
fer velocities are only slightly in excess of para- 
bolic (38,000 feet per second) but require long 
trip times (259 days for Mars and 146 days for 
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FIGURE 53-9.—Minimum Earth entry velocity as a func- 
tion of transit time from Mars and Venus. 

Venus). In order to reduce this time by a factor 
of 4, entry velocities of about 50,000 feet per 
second are required, and to reduce the transit 
time from Mars to 1 month would require a 
velocity of 100,000 feet per second. 

The principal consideration for such high ve- 
locities is the added care which must be given to 
radiative heating. This fact is evident in fig- 
ure 53-10 where the total heating load to a 2- 
foot-diameter sphere in vertical entry is plotted 
against entry velocity. Contours are also in- 
dicated for values of the energy transfer co- 
efficient OH, which is the ratio of the total heat 
load during reentry to the kinetic energy of the 
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FIGURE   53-10.—Heating   load   variation   with   entry 
speed for 2-foot-diameter sphere. 
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vehicle at start of reentry. The convective 
heating contribution has a CH of the order of 
1/1000. The shaded area for FB>40,000 feet 
per second represents the present uncertainty in 
predicting convective heating due to ionization 
effects on the thermal conductivity of air (refs. 
11 and 29 to 32). The short-dashed line is an 
optically thin adiabatic approximation for the 
equilibrium radiation heating based on ref- 
erence 16. The total-heat-load curve deviates 
from this approximation when the effects of 
optical thickness and energy loss due to radia- 
tion become significant (refs. 33 and 34). The 
radiative contribution is two orders greater than 
the convective contribution at the high velocity 
end of the curve and approaches OH^0.2, an 
approximate upper limit at high velocities 
found in reference 35, in which blackbody radia- 
tion was assumed and energy loss was accounted 
for in an approximate manner. This result is 
consistent with the highest values of radiative 
heating rates in reference 33, which were about 
*4 to 1/3 of the oncoming fluid kinetic energy 
flux (i/gpcoF«,3) for velocities up to 60,000 
feet per second. 

Slenderizing the reentry vehicle is one obvious 
way of alleviating the radiation heating. This 
possibility is illustrated in figure 53-11 which 
shows self-illuminated frames from high-speed 
motion pictures obtained by Jim J. Jones and 
John A. Moore in the Langely pilot expansion 
tube (reference 36). The two parts of the figure 
are reproduced to a scale such that the dotted 
outlines of the models shown have the same 
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FIGURE 53-11.—Radiation from models in expansion 
tube. 
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FIGURE 53-12.—Heating load variation with 9« for 2- 
foot-diameter pointed cones.    V£ = 45,000 feet per 

W 
second; Xs=-90°; -—, = 50 lb/sq ft. 

volume. The radiation from the blunter model 
is much more intense, even though the velocity 
is much lower (ambient densities are approxi- 
mately equal). 

Since the local radiation intensity varies 
mainly as the local normal component of the 
free-stream velocity, further gains in radiative 
heating can be realized by pointing the blunt 
nose of the cone. However, elimination of the 
blunt nose will result in increased convective 
heating. Figure 53-12 shows the variation 
with cone angle of radiative, convective, and to- 
tal heating for a sharp cone. The case illus- 
trated is that of a 2-foot-base-diameter cone 
with VE=45,000 feet per second, ys— — 90°, 
and W/CnA = 50 pounds per square foot. (The 
density of the reentry vehicle thus must change 
with cone angle.) In this instance, a minimum 
in the total load appears at 0C«*6O°. The val- 
ue of 0C for minimum heating is, of course, dif- 
ferent for other initial conditions and depends 
upon the radiation model assumed. (See refs. 
37 and 38.) 

In the preceding discussions of this paper it 
has been assumed that even though ablation 
heat shields were employed, the mass loss and 
vehicle profile change were negligible. Never- 
theless, with very high reentry speeds, condi- 
tions resulting in high mass loss can arise, and 
such cases will be considered in the remainder 
of this paper. These high-mass-loss results are 
excerpted from a recent analysis made by F. C. 
Grant of the Langley Research Center, as yet 
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unpublished. The analytical model for this 
study is shown in figure 53-13. Mass loss is as- 
sumed to occur only at the front faces of the 
cone and cylinder; whereas the sphere loses mass 
uniformly over its entire surface. Although 
investigations of such shrinking spheres have 
been previously made by others (refs. 35, 39, 40, 
and 41), the sphere is included for complete- 
ness. Newtonian drag is assumed for entry in- 
to an exponential density atmosphere with a 
scale height (height for change of a factor e in 
density) of about 25,200 feet. The reentry is 
steep with a straight-line trajectory and the 
gravitational force neglected (ref. 42). The 
final mass m,, which might consist of payload 
instrumentation plus an allowance for struc- 
ture and other weights, is so located that it gen- 
erates no aerodynamic forces. The heating rate 
per unit area follows the law q = y](}kp a,V J), 
where -q is assumed constant during reentry. 
An upper boundary of y2 for v appears reason- 
able. If radiation is the predominant heating 
mode, then at most i/2 of the total energy flux 
will be radiated toward the body and y2 will be 
radiated back into the atmosphere ahead of the 
vehicle. (The case of the absorption of this for- 
ward radiation by the atmospheric gases ahead 
of the shock, which then approach the vehicle 
with increased energy, is not considered herein 
but is discussed in ref. 37.) In reference 33 the 
theoretical   predictions of ?? on  a one-dimen- 
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FIGUKE 53-13.—Model used for high-speed high-mass- 
loss analysis. 
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FIGURE 53-14.—Effect of heat of sublimation and heat- 
transfer coefficient on (Ve) i. 

^ = 0.125; 9C«8.5°. 

sional basis for velocities up to 60,000 feet per 
second are less than approximately *4 for alti- 
tudes below 100,000 feet, which is the limit of 
the altitude range of interest for this analysis. 

Before this matter is discussed further, it 
should be noted that although the cones are 
shown to be sharp in the illustrations, the as- 
sumption is made that an arbitrarily small 
initial bluntness exists, which will then grow 
rapidly as a result of radiation heating. Eefer- 
ence 38 discusses the possibility of special body 
contouring in order to realize the appreciable 
gains of a body which can retain a pointed 
shape during mass loss. 

The next problem to be discussed is concerned 
with the effect of certain parameters on the 
limiting entry velocity (VE) i. This velocity is 
defined as that entry velocity which will cause 
ablation during reentry of all the mass of the 
vehicle with the exception of the final mass mf. 
The variation of (VE)i with the quotient Q/v 

(heat of sublimation divided by heat-transfer 
coefficient) is plotted in figure 53-14 for a final 
mass ratio mf/mE=0.125. The cone angle 0e = 
8.5° so that heating of the conical flanks is neg- 
ligible. The heat of sublimation is employed 
rather than the effective heat of ablation be- 
cause radiation is the predominant heating 
mode during the period of high mass loss for the 
reentries considered. The difference between 
the heat of ablation and heat of sublimation 
may be considered then to block the convective 
heating. At a given value of Q/r,, the limiting 
velocity is nearly the same for the cone and 
cylinder while that of the sphere is 50 percent 
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LIMITING ENTRY VEL, 
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FINAL MASS RATIO, ^r 

FIGURE 53-15.—Effect  of final mass  ratio on   (VE) i 
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' = 60,000 Btu/lb; 8C = 8.5°. 

smaller.    The limiting velocity varies as the 
square root of Q/-q. 

The effect of final mass ratio on limiting ve- 
locity is shown in figure 53-15. The value of 
Q/v = 15,000/(Vi) =60,000 Btu per pound (se- 
lected for illustration) is composed of values of 
Q representative of the heat of sublimation for 
graphite together with a conservative value of 
1/4 for ij. As expected, {VE)1 decreases as the 
final mass ratio increases; however, even for 
this conservative value of Q/rj, velocities of 
70,000 feet per second are possible with mass 
fractions of %. 

The data in figures 53-14 and 53-15 indicate 
that very high limiting entry speeds are pos- 
sible with substantial final mass fractions and 
that the pointed cones and cylinders are supe- 
rior to the sphere. However, one of the prices 
that must be paid for such reentries appears in 
figure 53-16, which is a plot of maximum decel- 
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FIGURE 53-10.—Relation between G„,„* and (VE)I. 
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eration, in earth gravitational units, as a func- 
tion of (VE),- The ^-magnitude is extreme, 
ranging from 103 to 105, and varies as the square 
of the entry velocity. Much higher loadings 
are experienced by the cone and cylinder than 
by the sphere. For the case of zero mass loss 
at an entry velocity equal to (VE) t the maxi- 
mum deceleration is nearly identical to that of 
the high-mass-loss sphere. After a quick in- 
spection of this curve it is obvious that such 
reentries will be unmanned. 

An interesting point regarding figures 53-14, 
53-15, and 53-16 should be mentioned.   First, 
there is no dependency of (VE), on the size Q 
of the vehicle.   This independence results from 
the fact that in these figures no restriction was 
placed on the lower extent of the atmosphere; 
that is, the atmosphere has been assumed to in- 
crease exponentially as the altitude decreases 
until the vehicle has completed its deceleration 
without regard to the final altitude.   Of course, 
when the practical boundary condition that the 
vehicle must have finished its deceleration be- 
fore impact with the earth's surface is imposed, 
then the size of the vehicles becomes limited 
since the 6*-pulse occurs at lower altitudes for 
larger t.   Inasmuch as the velocity ultimately 
has an exponential  decay with  altitude,  the 
deceleration never vanishes completely.   Thus, 
some convention must be adopted to define the 
end of the deceleration pulse.    In this paper 
the limiting size will be defined as that value 
of i which puts the peak G point at 1 and 2 scale 
heights   above   sea-level   for   the   cones   and 
cylinders, respectively.   The vehicles are then 
so limited in size that the velocity at sea level is 
less than 1,000 feet per second for the cones and 
150   feet   per   second   for   the   cylinders   at 
mt/WjE—^h-    For  smaller  values  of  mf/mE, 
smaller sea-level velocities occur.   The values 
of 1,000 and 150 feet per second are for a Q/r) 
value of 60,000 Btu per pound, but may be 
readily scaled to other Q/-q values since all ve- 
locities scale as VÖA- 

This limiting vehicle size is shown in figure 
53-17 for the cone (8e=8.5°) and cylinder. 
The sphere is not shown because it has negli- 
gible size under the aforementioned impact- 
velocity restrictions. The curves are drawn for 
9/77=60,000 Btu per pound, and a material 
density w of 140 pounds per cubic foot, a value 
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FIOUKE 53-17.—Limiting size for deceleration before 
impact. w=140 Ib/cu ft; <2/T,=60,OOO Btu/lb; 
9„=8.5°. 

also typical of graphite. The value of the final 
mass fraction mflmE varies along these curves 
with the lower values occurring at the higher 
velocities. At (V,),= 100,000 feet per second, 
the limiting length of an 8.5° cone is 15 feet. 

The weights (sizes) required to return a 
specified final weight to earth after entry from a 
particular limiting velocity are illustrated in 
figure 53-18. Curves are drawn for cylinders 
of d/l=0.3, 0.6, and 1.2 and for the cone with 
ec=8.5°(d/l=0.3). Again the impact velocity is 
restricted and values of <?/ij=60,000 Btu per 
pound and a density of 140 pounds per cubic 
foot are used. The ticks on the curve give the 
gross vehicle weight at start of reentry. If 
curves of these gross entry weights were to be 
cross plotted one would find that the cone is 

only slightly more efficient (smaller entry weight 
for given final weight) than the cylinders. For 
cylinders at a given (VB) x the d/l must increase 
as the final weight increases because I and m}\m,E 

are constant; and at a given final weight, the 
d/l ratio decreases with increasing (VB)i. A 
typical example using this figure would show 
that a 2,000-pound final weight could be re- 
entered at about 65,000 feet per second using a 
graphite cylinder with a d/Z=1.2. The entry 
vehicle would have a gross weight of 4,000 
pounds, a diameter of 2.8 feet, and a length of 
2.3 feet. The wjCDA would vary from 310 to 
155 during reentry. 

The estimates of this high-mass-loss analysis 
indicate that sizable payload fractions can be 
recovered after the reentry of unmanned high- 
speed planetary probes having gross weights 
and sizes compatible with future launch vehi- 
cles. However, the final optimization and so- 
phistication of these reentry probes must be 
preceded by further knowledge and detailed 
studies of the radiative and convective heating 

at these extreme speeds. 
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FIGURE 53-18.—Limiting entry velocity and final weight 
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INTRODUCTION 

Many space science investigations could be 
considered under the heading of gas dynamics. 
Problems concerned with the solar wind and 
with the interaction of planetary magnetic field 
with the flow of charged particles in space, 
while they belong in the broad sense under this 
province, are more appropriately treated else- 
where in this conference. Flows involved with 
neutral free molecules which determine the sur- 
face sputtering and the life of near-Earth sat- 
ellites are certainly in the domain of gas 
dynamics. The present state of knowledge con- 
cerning such flows is poor despite the fact that 
they have long been a subject of much interest. 

Moreover, the so-called slip flow regime of gas 
flow is even less well understood. However, for 
lack of time, we have concentrated in this ses- 
sion of the conference on continuum flow prob- 
lems since they are most often the gas-dynamic 
problems of critical importance in the space 
flight field. Some of the major problems have 
already been discussed earlier in the conference. 
Those discussed in this session are confined to 
the atmosphere entry of space vehicles with par- 
ticular reference to aerodynamic heating. It 
is the purpose of this opening paper to discuss, 
first, the trajectories and speeds of entry ve- 
hicles which are of interest at present and for 
the future and, second, the nature of some of 
the problems entailed. 
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NEAR EARTH SPACE VEHICLE PROBLEMS put from entry velocity, VE, to landing is 

When it is required to recover intact on the 
Earth's surface a near-Earth space probe, it 
can readily be shown that to effect the landing, 
aerodynamic braking is far more efficient from 
the weight standpoint than is retrorocket brak- 
ing. It is well to review the fundamentals of 
this aerodynamic braking process. Consider 
for simplicity the case wherein gravity accelera- 
tion can be neglected compared to the decelera- 
tion due to drag. Then the flight trajectory is a 
straight line and the equation of motion is ap- 
proximately 

»£—s""™ (i) 

where 
m      vehicle mass 
t        time 
V      velocity 
Cn     drag coefficient 
p        air density 
A      characteristic area of the body 

If, for simplicity, it is assumed that the en- 
thalpy of the air is very large compared to the 
surface temperature of the vehicle and that the 
rate of radiation of heat from the vehicle to 
space can be neglected in comparison with the 
aerodynamic heating rate—assumptions appro- 
priate for high speeds of entry—then the heat 
input rate is given by 

f 4 c^A 

where 
II      heat input 
Cn    heat-transfer coefficient 
Combining equations (1) and (2) gives 

(2) 

dH=-~L mV dV=- 
CH m dV2 

'CD 2 (3) 

Now let us consider the case for which the 
ratio of heat transfer to drag coefficient is con- 
stant and assume first that the vehicle mass is 
constant corresponding to the case in which a 
heat sink is employed to absorb the aerody- 
namic heat generated.   Then the total heat in- 

H= L dH= 
CHmVE

2 

'CD    2 (4) 

Now let us consider the mass to be the sum of 
coolant mass, mr, the payload, m„, and any 
extraneous mass, mr, and let the heat capacity 
of the heat sink per unit mass expressed in 
kinetic energy units be f. Then the coolant 
mass is simply 

m. 
r  cHvBy2Cnt i 
Ll-(CHVE*/2CD01  p+   e> (5) 

To minimize the mass of the heat sink, then, 
attention must be paid to the following: The 
extraneous mass of the entry vehicle must be 
kept to a minimum (i.e., to that required for 
structural support in the vehicle, etc.), the heat 
capacity per unit mass, £, should be as large as 
possible, and the ratio of heat transfer to drag 
coefficient as small as possible. For velocities 
up to Earth circular (satellite) speed, at least, 
the heat-transfer process is essentially one of 
convection within the boundary layer. The 
minimum ratio of heat-transfer coefficient to 
drag coefficient is then generally obtained (ref. 
1) by using a body shape having as high a drag 
coefficient as is possible, consistent with other 
demands. 

Let us now, for comparison, consider the case 
wherein we replace the heat sink with an abla- 
tive heat shield which is vaporized by the aero- 
dynamic heating experienced. One advantage 
long recognized for the ablative shield is that 
the total aerodynamic heat which can be ab- 
sorbed is greatly increased by virtue of the 
latent heat of vaporization involved in the abla- 
tion process. A second advantage of the abla- 
tive shield (see, e.g., refs. 2 to 5) is that the issu- 
ing vapor fends off the air near the body surface 
within the boundary layer so as to reduce the 
heat-transfer coefficient itself. The reduction 
is approximately in the ratio (ref. 5) 

1 
1 + (KV*/U 

(6) 

where K depends on the molecular weight of the 
vapor and upon whether the boundary layer is 
laminar or turbulent (typically K varies in the 

252 



GAS DYNAMICS   PROBLEMS   OF   SPACE   VEHICLES 

range 0.3 to 0.1), and £F is the total energy per 
unit mass required to vaporize the ablator. 
This advantage is greater the greater the speed. 

Another advantage not generally appreciated 
is that as the heat shield is vaporized it is auto- 
matically jettisoned; therefore, the ensuing heat 
load is diminished by the continuous reduction 
of unnecessary body mass. Thus in equation 
(2) 

dH_        dm 1 r   V3. , . 

Combining this with the motion equation gives 

dm 
m 

VdV (8) 

so that if the quantity in parentheses is assumed 
to be essentially constant, then the mass, m, at 
any time when the speed is V, is related to the 
entry mass, roj, and the entry speed, VE, by 

m= mEe 
cH 

2CD£V 
(V'-VE>) 

(9) 

The coolant mass required is therefore 

m,=i 

I CHVE\ 
l_g    2CD{> ' 

CHVS' 

K    e    2Cbtv     I 

(mp+me) (10) 

which corresponds to that derived for the heat 
sink as equation (5). 

Figure 54-1 gives the ratio of coolant mass 
to the payload mass (assuming the extraneous 
mass is zero) for an ablative heat shield ob- 
tained from equation (10) and, for comparison, 
the optimum corresponding ratio for a heat-sink 
shield (eq. (5)). For this comparison no ad- 
vantage of reduced CH and increased f is taken 
for an ablative shield in order to demonstrate 
the advantage of continuous mass loss due to 
ablation. The advantage of reducing mass by 
vapor jettisoning is, of course, small for our 
present day entry vehicles, but it will become 
more and more important as speed is increased. 
In fact, it should be noted that for the heat sink, 
the payload vanishes when 

2CDf~ (11) 

.2 .4 
ENERGY PARAMETER, 

FIGURE 54-1.—Coolant mass requirements for ablative 
and nonablative heat shields. 

but for the ablative shield the payload will not 
vanish regardless of the value of the ratio al- 
though for large values the fraction of total 
entry mass which may be payload will be un- 
economically small. It is clear that the advan- 
tages for the ablating heat shield are over- 
whelming. In the remainder of this paper, 
accordingly, it is assumed that the heat shields 
will always be of the ablative type. 

Up to this point we have considered only 
aerodynamic heating aspects of the entry prob- 
lem. Let us turn our attention to the question 
of loads since, for many cases of interest, loads 
are a vital consideration. Again neglecting 
gravity the motion equation is 

m 
dV_ 
dt = ~ CDPV*A (12) 

The trajectory is a straight line for which 

dt = - 
dy 

V sm ■ (13) 

where y is the altitude and y is the angle be- 
tween the flight path and the local horizontal. 
The air density, moreover, may be related to 
the altitude by the approximation 

where 
P = p0e 

ßv=p0p (14) 

p0    sea-level density 
ß    a constant 
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Thus, equation (13) becomes 

dV     CDPoA 
V    2 m sni 7 

'^=- e~ß" dy~- 
V  CDPoA I        (15) 

[2ßm sin 7J 

which upon integration, assuming the bracketed 
term is constant, yields 

where 
CDPOA 

B= 
ßm sin 7 

(16) 

is known as the ballistic parameter. 
The deceleration can be determined from 

equations (16) and (12) from which the unique 
result is obtained that if the maximum decel- 
eration is attained before impact with the Earth 
(which is always the case for a vehicle that is 
to land intact), it is independent of the altitude 
at which it occurs and independent of the shape 
or mass of the body.   The maximum value is 

(' dt)„ 
ßVE

2 sin 7 
2e 

(17) 

where e is the Naperian base. 
For vertical entry at Earth parabolic (es- 

cape) speed, 11.2 km/sec, the maximum decel- 
eration is about 330 g, twice the value at Earth 
circular speed. Such large loads although 
usually permissible for instrument payloads 
are not acceptable for most animate payloads. 
As indicated by equation (17), these large de- 
celerations can be avoided only by entering the 
atmosphere along a path which is nearly tan- 
gential with respect to the Earth's surface. 
This simple equation cannot usually be used, 
however, since the permissible decelerations— 
and this is particularly the case for manned 
vehicles—are not large relative to the accelera- 
tion of gravity, which is contrary to the assump- 
tion that gravity effects could be neglected. 
Moreover, aerodynamic lift will generally be 
employed to tailor the trajectory for reasons 
evident later. Chapman (ref. 6) has analyzed 
the loading problem that includes both gravity 
and lift, in its formulation, and the numerous 
facets of the manned-flight problem have been 
treated in current literature (e.g., refs. 7 to 10). 

Reduced to its essence, the problem of mini- 
mizing aerodynamic loads can be satisfactorily 
handled by: 

(a) Stretching the total time required for 
entry so as to reduce the average deceleration 
required. 

(b) Employing lift or variable drag to 
keep maximum decelerations near the aver- 
age, or to change the trajectory after entry 
if the initial one would promote unacceptable 
decelerations. 
The trajectories of interest are shown on fig- 

ure 54-2 as those which are more or less tangen- 
tial to the Earth surface at the beginning of 
entry as opposed to the near vertical entry 
which might be appropriate for vehicles carry- 
ing instruments only. An essential difficulty 
with the manned-vehicle trajectory is that the 
farther the vehicle goes from the Earth, the 
more accurate its guidance must be prior to 
atmosphere entry to assure that its path does 
not travel through levels in the atmosphei-e 
where the air is so dense that there would be 
intolerable decelerations. The trajectory for 
which the permitted maximum decleration is 
reached has been termed the "undershoot" tra- 
jectory. For vehicle entry at speeds greater 
than the Earth parabolic speed the problem is 
enhanced since, then, in addition, the path must 
pass at the other extreme through air sufficiently 
dense to guarantee "capture" of the vehicle by 
the atmosphere. That is to say, for this path 
the vehicle will enter and then leave the atmos- 
phere but the exit velocity must not exceed para- 
bolic speed or the vehicle will be lost to space. 
Generally the situation will have to be more 
restricted than has been indicated, for even if 

GRAZING ENTRY 

FIGURE 54^-2.—Trajectories for entry into Earth's 
atmosphere from space. 

254 



GAS  DYNAMICS   PROBLEMS   OF   SPACE   VEHICLES 

the exit velocity is less than parabolic speed, the 
ensuing trajectory will entail repeated passes 
through the atmosphere until the speed falls 
below satellite speed. These digressions should 
not permit the manned vehicles to pass through 
the Van Allen radiation belts unless shielding 
from the lethal effects of this radiation is pro- 
vided. It is usually assumed, a priori, that 
multiple pass entry is to be avoided. The high 
altitude trajectory which just meets the require- 
ments of minimum allowed decleration has been 
termed the "overshoot" trajectory. 

Control of lift permits alleviation of these 
problems in the following ways: For some entry 
trajectories which would entail excessive load, 
lift forces directed away from the Earth can 
be used to alter the path during entry to reduce 
the loads to acceptable values. On the other 
hand other trajectories which would provide 
insufficient deceleration to effect recovery in a 
single pass can be corrected to a single pass en- 
try by lift forces directed toward the Earth. 
Figure 54-3 shows the entry corridor permitted 
as a function of the lift-drag ratio available 
for a maximum deceleration of 10 g for entry 
at Earth parabolic speed. The assumption 
here is that the lift-drag ratio is a constant for 
any particular trajectory. If modulation of 
this ratio is permitted, the incremental improve- 
ment in the corridor limits can be increased by 
the order of 50 percent. 

Control of drag can also be used to increase 
the corridor height. However, lift control has 
the advantage that it easily permits lateral path 

changes near the end of the entry as landing is 
approached and thus assists in maneuvering to 
a landing point. 

The introduction of lift or variable drag, in 
any event, complicates the problem of aerody- 
namic stability and requires provision for aero- 
dynamic control. In addition, it introduces 
new and often objectionable facets to the prob- 
lem of aerodynamic heating. The entry vehi- 
cles with relatively flat trajectories experience 
lower convective heat rates but for longer times. 
Often advantage is gained from the lower Reyn- 
olds numbers characteristic of the flatter trajec- 
tories in that laminar boundary-layer flow can 
be enjoyed where otherwise turbulent flow would 
exist. For such cases a marked reduction in 
heat-transfer coefficient is realized, particularly 
with ablative heat shields since the effect of va- 
porization is markedly more beneficial in re- 
ducing the heat-transfer rate in the laminar 
case. On the other hand, with overshoot tra- 
jectories the Reynolds number may be so low 
that the laminar convective heat-transfer coeffi- 
cient, which varies inversely as the square root 
of Reynolds number, may become excessively 
high. In these cases although the heat-trans- 
fer rates will be decreased, the integrated heat 
load will be increased. This trend is shown 
in figure 54-4 which compares the calculated 
convective heating history with time for a ve- 
hicle (which for simplicity is assumed to be 
spherical) in vertical descent with the same 
vehicle in grazing trajectories at the undershoot 
and overshoot limits.    Clearly, the integrated 
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FIGURE 54^3.—Effect of lift-drag ratio on corridor 
depth. 

FIGURE 54^-4.—Stagnation point convective heat rate 
for lifting spheres in grazing descent. 
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input for the overshoot trajectory exceeds that 
for the others. 

All in all, the convective heating problems 
with the manned entry vehicles are more trou- 
blesome than those for vehicles designed for 
steep entry. The steep-entry vehicles always 
experience very high convective heating rates 
but for short total heating time which is a de- 
sirable state of affairs for ablative heat shields. 
The manned vehicles at undershoot conditions 
experience fairly high heat rates for reason- 
able short times which again makes ablative 
shields desirable. In overshoot conditions the 
lower heat rates and the longer time periods 
promote an increase in the absorption of heat 
within the ablative shield. In such cases, many 
otherwise suitable ablative shields will be 
weakened unacceptably or will soften and flow 
excessively. In fact, the optimum heat shields 
for overshoot trajectories usually are those 
which act in part as heat sinks and in part as 
radiators of heat. Thus for the manned entry 
vehicle, compromise in the heat-shield design is 
required. 

Up to this point the tacit assumption has 
been made that convective heating constitutes 
the total. This is very nearly the case for entry 
at ballistic missile speeds, but as speed is in- 
creased, there is another source of heating which 
gains rapidly in importance with increase in 
speed. Consider a body in continuum flow at 
hypersonic speed. The air in the region be- 
tween the shock wave and the body is drastically 
slowed down relative to the body in the com- 
pression process. The high kinetic energy of 
the stream is then almost entirely converted to 
heat. The translational, rotational, and vibra- 
tional modes are thus excited and, at sufficiently 
high speed, the energy will be enough, in fact, 
to dissociate and ionize a large fraction of the 
air in this compressed gas region. These atomic 
and molecular species become important sources 
of radiation which serve to promote additional 
surface heating of the entry vehicle. A chain 
of processes is required to establish thermo- 
dynamic and chemical equilibrium between the 
gas species during and following the compres- 
sion transient. However, the time required for 
individual processes varies depending upon the 
reaction involved; hence, the amount of radia- 

PRESSURE 

TEMPERATURE 

FIGURE   5-1-5.—Pressure,   temperature,   and  radiation 
intensity history during shock compression. 

tion emitted from elemental volumes within the 
gas cap is a function of the transient time. 
Therefore the intensity of radiation per unit 
volume is not constant within the gas cap but 
varies along streamlines. The radiative pro- 
cess can be visualized by reference to figure 
54-5. During the initial compression immed- 
iately following A the temperature attains val- 
ues approaching those corresponding to an ideal 
molecular gas since the translational modes of 
excitation of molecules are rapidly excited. As 
energy is diverted to the less rapid excitation 
of the rotational and vibrational modes and 
then to the relatively slow processes of molecu- 
lar dissociation and to ionization, the tempera- 
ture falls with time, as indicated. The early 
excitation of the various rotational and vibra- 
tional modes promotes the appearance and the 
strong upsurge of the radiation which follows 
the initial decline in temperature. As energy 
is then diverted to dissociation and ionization, 
the drop in temperature causes a subsidence of 
the radiation level until, in a short time, an 
equilibrium radiation level is established. By 
following an element of volume along a stream- 
line, we may envision its changes of time de- 
pendent radiation intensity. If the air density 
in the gas cap is low, the time scale can be such 
that the body surface may be in the position 
marked B. The radiation will then be prin- 
cipally from the air which is not in equilibrium. 
On the contrary, if the gas cap density is high, 
the whole of the transient behavior will occur 
in a much shorter time and, hence, effectively 
farther from the body.    In this case C will rep- 

256 



GAS  DYNAMICS   PROBLEMS   OF   SPACE   VEHICLES 

resent the position of the body so that the radia- 
tion received may be well approximated by the 
equilibrium value as the integrated mean, pro- 
vided the density is not so high that strong reab- 
sorption of the radiation occurs within the gas 
layers. Reabsorption reduces the radiative 
heating from the value it would otherwise have. 

In order to predict radiation effects and to 
understand experimental radiation data it is 
obvious that the aerodynamicist must now have 
much more than a passing acquaintance with the 
various disciplines of high-temperature physics. 
The gas dynamics of radiative systems has for 
some time been a field of interest to the astro- 
physicist concerned with the internal construc- 
tion of stars and the radiation from them. The 
pioneering work of Homer Lane, Emden, and 
Eddington established a field of investigation 
that has now reached an advanced state of de- 
velopment (see, e.g., refs. 11, 12, and 13). 

An intensive effort, both theoretical and ex- 
perimental, has been made in recent years to 
understand the phenomenon of air radiation as 
it applies to atmosphere entry of space vehicles 
(see, e.g., refs. 14 to 18). The phenomenon is 
complex and far from completely understood 
from theoretical aspects. Moreover, the experi- 
mental investigations have not been carried far 
enough within the regimes of speed, air density, 
and body size to permit rigorous formulation of 
scaling laws or accurate appraisals of the levels 
of the equilibrium and nonequilibrium compo- 
nents of radiation in all cases of interest. What 
is known quantitatively of the entry radiative 
heating problem is the subject of a paper to 
follow, so the remarks here will be restricted to 
a discussion of the general aspects of the radia- 
tive heating problem and the relation of the 
radiative to the convective conti'ibutions for 
bluff bodies. 

With reference to the nonequilibrium radia- 
tion, the chemical and excitation processes that 
occur are nearly all binary reactions (ref. 14). 
The time required for such reactions is inversely 
proportional to frequency of collisions. There- 
fore the thickness of the nonequilibrium layer 
varies inversely with density. On the other 
hand, the local magnitude at corresponding 
locations varies directly as the density. Thus 
for an arbitrary entry body the total none- 

quilibrium radiation is independent of density, 
although it is a function of velocity and is pro- 
portional to the cross-sectional area of the body 
and to its shape. The nonequilibrium contri- 
bution to the heat-transfer coefficient for a body 
of given shape is therefore 

^ H   —T 
dH/dt    <P(V)A   <f>(F) 
pVäA   \pVzA 

(18) 

where <p and * are functions of flight speed. 
With reference to the equilibrium radiation, 

this contribution is not only a function of ve- 
locity but also of density. For parabolic entry 
speed or less and for near normal bow shock 
compression the experimental data indicate this 
contribution varies approximately as the density 
to the 1.7 power. In addition, the total radia- 
tion emitted by the gas cap of an entry body is 
proportional to the volume of the gas cap which, 
in turn, is proportional to the body volume (i.e., 
As/2) at any given speed. Thus the equilibrium 
radiation contribution to the heat transfer is 

H*   hV3A      yv3A      V{V)P  A (19) 

where ^{V) and #(F) are functions of flight 
speed. 

The convective heat-transfer contribution is 
dependent upon whether the flow is laminar or 
turbulent in the boundary layer and whether 
vapor ablation occurs, but, at hypersonic 
speeds, the magnitudes are in question (refs. 
19, 20, and 15). For laminar flow, as is well 
known (e.g., see ref. 21) the heat-transfer 
coefficient is inversely proportional to the 
square root of Reynolds number; while in tur- 
bulent flow, the Reynolds number dependence 
is much reduced. The attenuation of the heat 
transfer due to vapor blowing within the 
boundary layer is a function of velocity but not 
density. Thus the convective heat-transfer 
coefficient is 

CH~F(y)p *A * (20) 

where F(V) is a function of flight speed and 
the exponent n is unity for laminar flow but 
much smaller than unity for turbulent flow. 

Now it was noted earlier that the level of 
heat input is determined by the ratio of heat- 
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transfer coefficient, 0„, to the drag coefficient, 
C„. For bluff bodies the drag coefficient at 
hypersonic speeds in continuum flow is essen- 
tially independent of speed and density. Thus 
summing the components 

On 
^(V)p-

x+^{V)paiAa"+F(V)p-"-bnA- 

(21) 

From this proportionality it is clear that 
On/On attains a minimum for some value of 
air density, for if the density is increased from 
this value, the equilibrium radiation increases 
CH/OD more than the sum of the convection 
and nonequilibrium radiation decreases it, and 
conversely. 

To illustrate this compensating influence of 
density, figure 54-6 shows the estimated values 
of the total ratio of heat-transfer coefficient to 
drag coefficient and the individual contribu- 
tions from the several heating sources as a 
function of altitude for an ablating sphere of 
1 meter radius moving at a speed of 10 km/sec.1 

These curves are shown as solid lines where 
the estimate is reasonably reliable.   The dotted 
portiois indicate that the estimate is unreliably 
high for the following reasons: 

(a)  Convective Heating. 
Between the slip flow regime and the free 

molecule regime   an   estimate   which   assumes 

1 The convective heat transfer is that for a nonablat- 
ing surface so that these results are applicable only for 
a heat-sink type of heat shield. 

LAMINAR CONVECTIVE 

„NONEQUILIBRIUM RADIATIVE 

V ■ 10 km/sec 

EQUILIBRIUM  RADIATIVE 

.01 .02 .03 .04 
HEAT-TRANSFER   PARAMETER,CH/CD 

FIGURE 54-6.—Estimates of total and component heat- 
transfer coefficients for a sphere at 10 km/sec. 

laminar continuum flow (eq. (20)) yields 
values which increase indefinitely as density is 
decreased. Clearly, the ratio cannot exceed a 
value of about one-half since, by Reynolds 
analogy, if all the drag of the body were due 
to frictional forces, only one-half of the heat 
generated could enter the body. The other half 
must be retained by the air in the wake. In 
fact, in free-molecule flow a similar limitation 
exists. Suppose the collision of the moving 
body surface with the stationary air molecules 
were to release all of the collision energy to the 
body. The mass of air involved in the col- 
lisions is in unit time 

PVA (22) 

The total rate of release of energy, then, is 

(pVA)V2 =PAV3 

2        2 
(23) 

so that C'H cannot exceed unity. On the other 
hand, the drag force experienced by the body 
in this case is simply the momentum exchange 

(PVA)V=pV2A (24) 

That is, for such an energy release the drag 
coefficient must be 2; hence, the same limit for 
OH/CD of one-half is obtained. 

(b) Radiative Heating. 
Here, again, an upper bound for 0H/0D is 

indicated, for suppose all of the energy 

DV=(j£ pV*A) V=£± PV*A (25) 

were to appear as radiant energy in the gas cap. 
If the one-half is radiated forward to space 
then only the other half of this energy is 
accepted by the body; hence, 

l(^pl)=^ pVsA (26) 

or 

QzJL 
CD    2 

(27) 

There are, in addition, other limiting factors 
which serve to reduce the individual radiative 
contributions. 
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(1) Nonequilibrium radiation 
In equation (18) all the nonequilibrium 

radiation is assumed to be released to the body 
when, in fact, if the collision proceeds at such 
a slow rate that the air passes through the com- 
pression region and expands to low density and 
temperature before the nonequilibrium radiant 
energy release is complete, the radiation will 
be prematurely quenched and the radiant 
energy release is less than estimated. This 
situation is equivalent to the case where the 
body position in figure 54r-5 is D. This limiting 
phenomenon is thus a truncation process. 

Another factor which serves to limit the non- 
equilibrium radiation is termed "collision 
limiting" (ref. 15). This occurs when the air 
density in the gas cap is so low that there are 
not enough collisions to maintain the population 
of particles in excited states against the drain- 
age by radiation. Present estimates are that 
effects of collision limiting occur as altitude 
exceeds about 50 km. 

(2) Equilibrium radiation 
In equation (19) for equilibrium radiation 

each layer of the gas within the gas cap is 
tacitly assumed to be nearly transparent to the 
radiation from neighboring layers. As air 
density is increased, the gas becomes less and 
less transparent to its own radiation. Thus 
when strong absorption exists, the radiative 
heat, as noted earlier, must diminish from what 
it would be for an essentially transparent gas 
under the same conditions, and if the air density 
becomes sufficiently high, the gas cap rad- 
iates essentially as a black body at the equilib- 
rium temperature corresponding to the density 
within the gas cap. 

Let us now return to a discussion of the rela- 
tive importance of the radiative and convective 
contribution to aerodynamic heating during 
entry in the speed range of near-Earth space 
vehicles (7 km/sec<F<ll km/sec). For a 
manned vehicle the sphere of 1 meter radius 
might be considered representative and for 
entry at Earth parabolic speed the maximum 
radiative heating would occur approximately 
at the speed of 10 km/sec when the altitude of 
the flight trajectory would be of the order of 
60 km. At this speed and in this altitude range 
(fig. 54^6), the combined radiative heating is 

somewhat higher than the convective contribu- 
tion. For the whole of the flight trajectory, 
however, the convective contribution would well 
outweigh the radiative since the convective heat- 
transfer coefficient is not greatly affected by 
change in speed. The levels of the radiative 
contributions are very sensitive to speed and so 
drop rapidly in the later stages of the entry 
trajectory. 

For grazing trajectories, had we assumed a 
somewhat lower entry speed, the total radiative 
contribution, because of its extreme sensitivity 
to speed, would have been markedly reduced. 
On the contrary, an increase of entry speed 
above parabolic speed by a few kilometers per 
second will reverse this state of affairs. 

For entry vehicles in steep descent, the speed 
is relatively greater at lower altitudes than it 
would be for a grazing trajectory. The equilib- 
rium radiative heat transfer therefore tends 
to dominate the convective transfer even at 
parabolic speeds. 

It was noted earlier that when convective 
processes only are important in aerodynamic 
heating, the heating problem for an ablative 
heat shield is related to the materials involved. 
When, in addition, radiative processes become 
important the relationship becomes so intimate 
that one cannot treat the one without full con- 
sideration of the other. It is worthwhile to note 
here two of the more important considerations 
that must be given to the cross coupling which 
occurs: First, certain ablative materials that 
have excellent qualities when convective trans- 
fer is the sole source of heating are not attrac- 
tive, per se, when radiative heating is super- 
imposed. Quartz, for example, is transparent 
to a wide range of radiative wavelengths and, 
in the presence of strong radiation, transmits 
this radiation to the structure supporting it, 
which, clearly, is most undesirable. Another 
material, having a similar characteristic, though 
it is not obvious at first thought, is a polytetra- 
fluoroethylene known as "Teflon." This ma- 
terial is opaque to visual radiation at tempera- 
tures up to 600° K. A phase change occurs 
then and the material becomes transparent. Of 
course, the transparency fault can generally be 
corrected by introducing additives during man- 
ufacture which will promote opacity.   Another 
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solution which suggests itself would be to intro- 
duce, as an additive, small flakes of highly re- 
flective metals so oriented as to reflect the radia- 
tion back out of the shield. If the transmissivity 
of the base material and the reflectivity of the 
additive were both high, such a composite might 
serve to reduce the heating component resulting 
from gas radiation. This solution has, to my 
knowledge, never been attempted. In keeping 
with this approach, Howe (ref. 22) has sug- 
gested the use of ablative materials which are 
opaque in the vapor state. He noted that the 
vapors of common materials will not provide 
such characteristics except to a trivial degree. 
His idea is a novel one, however, and deserves 
further consideration. Second, some ablative 
materials contain chemical constituents which, 
in the vapor state, can become sufficiently ex- 
cited that they add to the radiative heat, input 
when the flow enthalpy and total heating rate 
are high. Carbonaceous materials are offenders 
in this regard. 

From the foregoing discussion of aerody- 
namic heating and of the reaction of materials 
to it, we can conclude on the basis of our pres- 
ent knowledge that advance to Earth hyperbolic 
speed brings us to a new regime, a regime in 
which considerations of radiative heating will 
dictate the philosophy of design for entry ve- 
hicles. The change in point of view will have 
a more far reaching influence on the course of 
hypersonic aerodynamics, I believe, than is im- 
mediately apparent, 

THE DEEP SPACE VEHICLE—PROBLEMS OF THE 
FUTURE 

Space vehicles of the future which will be- 
come of increasing interest are those intended 
for journeys to distant points in the solar sys- 
tem. It will be desired to return to Earth some 
which are unmanned as well as those which are 
manned. Since it is anticipated that aerody- 
namic drag will be employed to brake the 
approach to Earth, the likely speed of the ap- 
proach prior to entry to the atmosphere is of 
first concern to the aerodynamicist in that it 
fixes the scope of interest. 

For vehicles intended for journeys to our 
neighboring planets, Mars and Venus, it is well 
known that if one employs  a near-minimum 
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FIGURE 54-7.—Earth entry speed for minimum transit 
time from Mars and Venus. 

energy trajectory—that is, by essentially fol- 
lowing the Hohmann transfer ellipses—the 
speed of return to Earth need not be much in 
excess of Earth parabolic speed. The question 
therefore arises, "What is to be gained by em- 
ploying higher speed vehicles?" The answer is 
simply that near-minimum energy trajectories 
are too time consuming as indicated in figure 
54-7. A reasonably short transit time will not 
only be usually desired for its own sake but can 
effect reductions in total vehicle mass at take- 
off in many cases. Shorter transit time, for ex- 
ample, decreases the masses involved in life 
support systems, in radiation shielding when 
accumulative exposure is a pertinent factor, and 
in structure required to resist, with some speci- 
fied probability, the damage resulting from 
meteoroid impact, With reference to Earth re- 
turn of such unmanned vehicles as those in- 
tended for scientific probing of the vicinity of 
the Sun, the aerodynamicist must contend with 
the entry speeds shown in figure 54-8. In short, 
for future vehicles we may find entry speeds far 
in excess of Earth parabolic speed to be of 
interest. 

Let us turn now to the subject of aerodynamic 
loads imposed on vehicles in Earth atmosphere 
entry. For instrument payloads, as discussed 
earlier, steep entry trajectories are usually de- 
sired. At the higher speeds characteristic of 
the deep space vehicles, however, the loads may 
well bo limiting considerations. This is appar- 
ent from the magnitude of the decelerations 
shown in fio-ure 54-9. 
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FIGURE 54-8.—Earth entry speed for a solar probe. 

For manned vehicles the restrictions are con- 
siderable. If one assumes that decelerations 
must be limited to ten times the Earth gravity 
acceleration, then even if with the maximum 
benefit of lift (i.e., L/D—>oo), the entry corri- 
dor height attainable, as shown in figure 54-10, 
would vanish at an entry speed of 26 km/sec. 
This limiting entry speed is determined in the 
following way: The lift force directed toward 
the Earth must equal the centrifugal force less 
the gravitational pull or 

T    mV2 

L=—p—mg (28) 

where R is the Earth radius. Hence if G is the 
multiple of Earth gravitational acceleration 
permitted 

400 800 1200 1600 2000 
MAXIMUM  DECELERATION IN  EARTH  g's 

FIGURE 54-9.—Maximum decelerations as a function of 
Earth entry speed and entry angle. 

gR 
-1 = VL -1 (29) 

where Flim is the limiting speed and V8 is the 
Earth satellite speed. The limiting speed is 
therefore 

Fiim=FsV^+l=7 • 9 V^+l km/sec    (30) 

Of course, this limiting speed is an unrealis- 
tic upper bound since no drag is assumed to 
occur and thus the entry time is indefinitely 
long. These results establish the fact that for 
manned vehicles when transit times for space 
journeys become very short, it will be necessary 
to resort to rocket braking, at least in part, to 
effect an Earth landing. 

FIGURE 54-10.—Entry corridor height as a function of 
entry speed and vehicle lift-drag ratio. 

Many interplanetary journeys will, of course, 
entail landings on planets other than Earth, so 
that gas dynamic problems associated with 
high-speed entry into such atmospheres form 
a new field of interest in hypersonic gas dynam- 
ics. Chapman (ref. 6) has given consideration 
to the problem of such entries. Generally, the 
aerodynamic loads follow the same functional 
relations with velocity and atmospheric density 
as for entry into the Earth's atmosphere but 
the change in atmospheric properties and, in 
some cases, the change in planet size and mass 
must be taken into account. Pertinent approxi- 
mate characteristics for some near-Earth plan- 
ets and for Titan, a satellite of the planet Saturn 
which has an atmosphere, are given in table 
54-1. 
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TABLE 54-1.—Approximate Characteristics of Some Planetary Bodies and Titan 

Planet Orbit radius from 
Sun, km 

Planet radius, km 
Atmosphere 

density 
scale factor 

0-i, km 

Surface 
gravity 

acceleration, 
m/sec> 

Surface 
satellite 
speed, 
km/sec 

Surface 
parabolic 

speed, 
km/sec 

Atmosphere 
density at 

surface, 
kg/ms 

Principal 
atmospheric 

gases 

Venus  1.082 X 10s 0.619X104 6. 1 8. 53 7.27 10. 26 2±1 C02, N2 

Earth  1.495 X 10s 0.637X104 7. 16 9.806 7.90 11. 17 1.225 N2, 02 

Mars.    .. 2.278X108 0.340X10* 18 3.73 3. 56 5.03 . 1 N2, C02 

Jupiter  7.876 X108 6.96X10H?) 18 25. 8(?) 42. 4(?) 59. 9(?) H2,   CH4 

Titan  14.25X10» 0.210X10 30 2. 16 2. 13 3.01 CH 

TABLE 54-11.—Approach Speed and Deceleration 

Planet Speed for Hohmann transfer from Earth, 
km/sec 

10 g limit 
speed, km/sec 

Deceleration for vertical entry with Hohmann 
transfer, Earth g 

10. 5 
(11.2) parabolic speed 

5.8 
60.2 
6.4 

25. 7 
26.2 
18. 6 
92.9 
14.5 

340 
(329) for parabolic entry speed 

35 
3780 

26 

Earth  

Titan                    - 

Generally, atmosphere entry decelerations 
for grazing trajectories and entry corridor 
heights for Venus and Jupiter are about the 
same as for Earth. For Titan and Mars, entry 
is far easier to effect from the loads- standpoint. 
For grazing trajectories, the limit speed for 
magnitude of deceleration equal to 10 Earth 
gravity accelerations as well as the minimum 
speed of approach corresponding to Hohmann 
transfer is given in table 54—11. 

The last column of table 54-11 gives the de- 
celeration in Earth g units for vertical atmos- 
phere entry. Again Mars and Titan represent 
a one order magnitude reduction in loading 
compared to Venus and Earth (listed for 
Earth parabolic speed) vertical entry. Note 
that for vertical descent, Jupiter entry is one 
order magnitude more difficult than Earth 
entry contrary to the case for grazing entry. 
Steep approach to that large massive planet will 
be troublesome. 

Let us now return to the subject of aerody- 
namic heating. As noted earlier, at speeds ex- 
ceeding Earth parabolic speed, radiation of the 
air in the compressed atmosphere ahead of a 
blunt entry body is expected to become the 
principal contributor to the aerodynamic heat- 
ing.    Thus, in contrast with the aerodynamic 

heating at the lower speeds where convective 
heating dominates so that the ratio of heat- 
transfer coefficient to drag coefficient can be kept 
small and essentially independent of the speed, 
the heat to drag ratio now apparently increases 
rapidly with increase in speed; that is to say, 
the fraction of the total kinetic energy per unit 
of vehicle mass which appears as heat to the 
vehicle increases with speed. But this total 
energy per unit of mass itself increases as the 
square of speed; hence, it is clear that the 
magnitude of the aerodynamic heating with 
increased speed soon reaches such alarming 
proportions that the fraction of vehicle mass 
which can be allocated to the payload becomes 
economically untenable. 

What, if anything, can we hope to do to 
make more efficient entry possible at the higher 
speeds? This question answers itself if we but 
review the past developments. In the speed 
range of ballistic missiles, the heating during 
atmosphere entry was essentially all convective 
heating. The least ratios of heat-transfer co- 
efficient to drag coefficient were obtained with 
very blunt shapes. Now for higher speed entry 
we must answer the question, "What shapes 
will provide the minimum ratio of heat-transfer 
to  drag coefficient  when both radiative and 
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convective heating occur and the radiative 
heating tends to dominate?" 

The answer which has occured to me, and 
probably to others as well, is that we must con- 
cede some ground on convective heating if by 
so doing we can drastically reduce the radiative 
heating. To attain this end, a conical body 
looks attractive. As shown in figure 54-11, a 
conical bow shock reduces the air speed normal 
to the wave to V sin 6W in contrast to V for a 
severely blunt body. Of course, the drag co- 
efficient for the conical body is less than that 
for the blunt body but the radiative heating 
should be considerably less, since it is so very 
speed sensitive, so that a net gain may be 
possible. 

An analysis of this problem for entry into 
the Earth's atmosphere has been undertaken 
by my colleague Mr. Alvin Seiff and me. To 
date the case for the laminar boundary layer 
and for ablative heat shields has been com- 
pleted, and it has been assumed that the conical 
shape is maintained during ablation—a critical 
assumption as will be discussed later. Some 
of the results to follow are most instructive. 
Let us define a mean value of heat-transfer 
coefficient, CH, so that 

On £ \ CHPV 
(It 

cD TTIEVE 
(31) 

The value CHICD is the fraction of the total 
vehicle  kinetic  energy   at  atmosphere  entry 

BALLISTIC PARAMETER, B-^fei-lOO 
/8M sm y 

CONE BASE RADIUS,   rb«lm 
TEFLON ABLATOR,£v'2*l06m2/sec2 

CONE HALF-ANGLE,  0C»3O° 

10      12      14      16      18     20     22     24    26     28     30 
ENTRY SPEED, VE,km/S6C 

FIGURE 54-12.—Ratio of mean heat-transfer coefficient 
to drag coefficient for one cone half-angle. 

which must appear in the form of heat to the 
vehicle. 

It may be related directly to mass loss due to 
surface ablation, ma, by 

™-&(^)        <*> 
On figure 54-12 is shown the variation of GH/CD 

as a function of entry speed for one arbitrary 
case in which 

Cone half-angle;      0C==3O° 

Ballistic param- 
eter; 

B=CDPoA =m 

r  (33) 

FIGURE 54-11.—Velocity vectors for conical bodies. 

ßm sin y 

Cone base radius;    r6=lm 

Teflon ablator, 
specific energy     fF=2X 106 -^ 
of ablation; 

These particular values are not pertinent to 
the following discussion—rather this case 
should be viewed as a typical one to show the 
trends with speed and the contributions to the 
total of the convective, the nonequilibrium 
radiative, and the equilibrium radiative com- 
ponents. As seen, for entry speeds up to about 
16 km/sec, the convective heating contribution 
dominates, indicating the very effective suppres- 
sion of radiative heat transfer provided by the 

cone flow field.    The decrease of CH/CB with 
speed in the low-speed regime is principally a 
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result of the effect of blowing of the ablated 
vapor within the boundary layer in reducing 
the convective transfer. When radiative heat- 
ing does become important with increasing 
speed, it rapidly dominates. The nonequilib- 
rium radiative contribution is relatively unim- 
portant—a result which may be regarded as a 
general one. 

Figure 54-13 shows the effect of varying the 
cone half-angle, other factors being equal. The 
advantage of choosing the optimum cone-angle 
from the envelope curve for the particular entry 
speed of interest is apparent. Figure 54-14 
shows the envelope curves for various values of 
the ballistic parameter. The results shown indi- 
cate that the smallest ballistic parameter is best, 

BALLISTIC  PARAMETER, B = IOO 
CONE BASE RADIUS, 
TEFLON ABLATOR,   £  =2X10   m /sec 

ENTRY SPEED, V    km/sec 

FIGURE 54-13.—Ratio of mean heat-transfer coefficient 
to drag coefficient as a function of cone half-angle. 

However, it should be recalled that laminar 
flow only was assumed for these calculations 
and, in reality, one cannot expect to maintain 
laminar boundary layers to arbitrarily high 
Reynolds numbers. If we limit the Reynolds 
number to 107 based on local conditions—which 
at present seems an upper limit of what appears 
to be a reasonably safe value—then the least 
values for the ratio of mean heat transfer to 
drag coefficient are as indicated by the heavy 
solid line. The fraction of the total kinetic 
energy at entry to the atmosphere which must 
be accepted as heat energy by the heat shield 
can apparently be kept to low values even at 
entry speeds well in excess of earth parabolic 
speed. 

CONE BASE   RADIUS,rb = Im 
Tlf.FLON ABLATOR,Tv= 2 XI06 m2/SEC2 

BALLISTIC PARAMETER, B= 2000 

5- SAFE /^^ItX», 

\ 4 - / .^^ ^—fO 
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"200  
" J00  

UNSAFE 
MAX LOCAL 

REYNOLDS NUMBER, 
S RN = I07 

2 nl I I I 1 1 1 1 1 1 1 1 
8       10       12       14      16       18      SO     22      24     26      28     30 

ENTRY SPEED, VE,km/SEC 

FIGURE 54-14.—Minimum ratio of mean heat-transfer 
coefficient to drag coefficient for various values of 
ballistic parameters, 

Figure 54-15 gives the optimum cone half- 
angles as a function of speed. The optimum 
angles are not small even for very high entry 
speeds. It is of some interest to note that at 
the optimum condition the analysis indicates 
that the convective heat transfer constitutes be- 
tween 85 percent and 90 percent of the total. 

The corresponding ratios of ablated mass to 
entry mass are shown on the curve marked 
"Teflon ablator" in figure 54-16. It appears 
that one could keep the ablated mass loss to 10 
percent or less to speeds up to 15 km/sec with 
Teflon (or equivalent ablative materials such 
as nylon or polyethylene). For higher entry 
rpeeds an improved ablator is needed. Graph- 
ite looks particularly appealing. 

Now, it will be remembered that the fore- 
going analysis was predicated upon the assump- 
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FIGURE 54-15.—Optimum cone half-angles as a function 
of entry speed. 
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CONE BASE RADIUS, rb = I m 

MAXIMUM LOCAL REYNOLDS NUMBER, RN = I07 

14      16       18      20     22     24      26     28      30 

ENTRY SPEED, km/sec 

FIGURE 54-16.—Ratio of ablated mass to entry mass as 
a function of entry speed. 

tion that the conical vehicle remained conical 
during entry. The local heat transfer varies 
greatly over the surface, being large at the cone 
apex and small near the base. For an ablative 
shield for which the heat of ablation is uniform 
over the surface, the ablation, accordingly, 
would be nonuniform over the surface. A 
shape which was conical at entry would be- 
come blunted by the large convective heat trans- 
fer at the apex. Then the radiative contribu- 
tion would maintain this flattened forward 
face which would grow as the entry trajectory 
progressed (see ref. 23). Thus the ratio of 
heat-transfer coefficient to drag coefficient and, 
in turn, the ratio of ablated mass to entry mass 
would exceed those we have given previously. 
This increase in ablation would not be great 
if the entry speed were only moderately larger 
than Earth parabolic speed. However, it 
would certainly be excessive, if not overwhelm- 
ing, at the highest entry speeds we have con- 
sidered. The question then arises: What can 
be done to prevent excessive nose flattening from 
occurring? Several remedies suggest them- 
selves. The more attractive of these are the fol- 
lowing : One is to feed a solid-ablator rod (e.g., 
a graphite rod) of small radius through a hole 
at the apex at a programmed rate equal to the 
rate of ablation so that growth of a flattened 
face over the remainder of the body can be 
prevented. Another is to expel a suitable 
ablating liquid, such as water, through an ori- 

fice at the apex which could accomplish the 
same result. A third is to employ a near coni- 
cal shape which prior to entry is cusped at the 
apex so as to delay the radial rate of growth of 
the flat face. This last alternate would prob- 
ably not be as effective as the other two, but it 
avoids the need to program the rate of feed of 
ablation material. In any event it does not 
appear that this problem is an unsurmountable 
one for entry speeds up to 20 km/sec or so, but 
the required mass loss will exceed in some de- 
gree the amounts which were previously indi- 
cated in figure 54-16. 

One final problem which, I believe, will bear 
investigation concerns the effects that the gas 
concession process in shock waves will have 
on the flow field about aerodynamic bodies 
when the enthalpy is extremely high, such as in 
the case for meteoric bodies, for example, at 
maximum entry speeds (50 to 70 km/sec for 
Earth). At these speeds a pointed body is 
blunted almost immediately. A gas cap of a 
blunt body, such as shown in figure 54-17(a), 
at the lower hypersonic speed radiates energy 
mostly in the long wavelength end of the spec- 
trum. The fraction of this gas cap energy 
which radiates away from the body is only very 
minutely absorbed in the neighboring air layers 
ahead and to the side of the body. One can 
ignore, then, the effects of the radiation on the 
oncoming stream of air (i.e., in effect, one as- 
sumes the radiation is absorbed at infinity). 
As flow speed is increased, the principal radia- 
tion of the gas cap energy moves to shorter and 
shorter wavelengths until at very high speeds 
practically all the energy is radiated at such 
short wavelengths that a substantial fraction 
can be absorbed in air layers directly ahead of 
the  body.    Thus,  preheating of the  air  ap- 

BOW SHOCKS - 
STREAMLINES 

(a) LOW HYPERSONIC SPEED ;<b).HIGH HYPERSONIC SPEED 

FIGURE 54-17.—Blunt bodies in hypersonic flow. 
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proaching the body occurs and, accordingly, 
the gas cap energy increases since it must ac- 
cept this preheated air as the flow progresses. 
It appears that one effect of such "radiation 
trapping" is that the body must now accept more 
than half the energy radiated from the gas cap. 
Also, the air flow is no longer a usual hyper- 
sonic one since the gas ahead of the body, al- 
though moving at speed greater than that of 
pressure propagation, is now forewarned of the 
presence of the body. Moreover, the energy 
contained in each elemental volume can no 
longer be treated as constant, by virtue of the 
transfer of radiant energy from element to ele- 
ment within the flow. 

Analyses concerned with prediction of tem- 
peratures and pressures within the Earth's at- 
mosphere due to the sudden release of nuclear 
energy (see, e.g., ref. 24) indicate that when 
radiation absorption in neighboring layers be- 
comes an important consideration, the ioniza- 
tion process itself brings new facets to the prob- 
lem. The numerous liberated electrons, because 
they have a much greater mobility than the 
heavy particles, tend to be segregated from the 
main gas cap mass. Thus the flow becomes 
a charge-separated one so that additional flow 
changes are expected. In 1957, Sen and Guess 
(ref. 25) formulated an analysis of shock wave 
structure for conditions under which radiation 
mean free path is small and the so-called Rosse- 
Jand approximation term can be used. The 
similar work of V. A. Prokofiev (ref. 26) is 
particularly enlightening.     He shows that a 

rather dramatic thickening of the shock wave 
can result. To keep his mathematics and phys- 
ics within bounds, Prokofiev neglected viscosity 
and heat conduction and treated only hydrogen 
and argon. His calculations, which are already 
rather complex, thus fail to push knowledge as 
far as we would like but the effects of radiation, 
as well as ionization, are demonstrated con- 
clusively. My colleague, Dr. Max Heaslet, after 
reviewing these analyses has found that our 
physical knowledge has been materially im- 
proved since these earlier works appeared so 
that it would seem that a reanalysis is in order. 
He is undertaking such an analysis at this time. 

However, without knowing what shock thick- 
ening is characteristic for air in very high 
enthalpy flows we can, in any event, describe 
the possible effects of such thickening. Sup- 
pose, as indicated in figure 54-17 (b), the shock 
thickness, as indicated by the shading, becomes 
comparable with the dimensions of the body. 
The presence of the body will then be felt in 
the flow ahead of it by about this thickness. 
The stream lines will therefore resemble those 
we normally associate with subsonic flows, but 
clearly will be of a far more complex nature. 

In summary, only a few of the hypersonic 
problems which will need solutions in the fu- 
ture have been treated. The advance in flight 
speeds and the introduction of gas media other 
than the air will introduce a host of new ones. 
Many of these requiring both analytical and 
experimental study are most fitting as fields 
of interest for our university research staffs. 
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SUMMARY 

This paper attempts to summarize some of the sig- 
nificant recent developments in the description and 
understanding of hypersonic flow fields. Topics dis- 
cussed include the blast-wave theory, and the more 
exact description of pressures and bow-wave shapes to 
which it is applicable; Newtonian impact theory, with 
emphasis on its limitations; calculation of flow fields 
with detached bow shock waves by numerical solution 
of the equations of motion, with emphasis on stream- 
tube methods; Shockwave standoff distance for hemi- 
spheres as given by theory and experiment; secondary 
flow fields embedded within hypersonic shock layers; 
hypersonic flow of gases other than air; and one- 
dimensional shock waves with energy exchange by 
radiative transfer. The treatment of these topics is 
necessarily brief, but an effort is made to stress im- 
portant conclusions, and to present references where 
available to permit the reader to obtain more detailed 
information. 

INTRODUCTION 

The past five years have seen some notable 
progress in the understanding of hypersonic 
gas flows. This progress has not been so much 
a matter of one or two brilliant discoveries but, 
instead, a general advancement contributed to 
by many investigators. The two most formid- 
able and practically important problems of hy- 
personic flow—flow with a detached bow wave 

and the flow of real gases at elevated tempera- 
tures—have both given ground to a considerable 
degree. While the detailed understanding of 
these problems and the final description is al- 
ways accomplished theoretically, the important 
role of experiment in defining the importance 
of various effects and in pointing out the exist- 
ence of new effects should not be underesti- 
mated. It is significant that experimental 
facilities have made rapid strides within this 
same time period, increasing their speed capa- 
bilities by a factor of approximately 3, and 
now reaching speeds in the range of 36,000 
to 40,000 ft/sec. 

Although flow in the vicinity of a blunt nose 
is frequently viewed as the hypersonic flow 
problem, other problems are of interest and 
have received attention, including the flow field 
downstream of a blunt nose, such as would 
occur along a cylindrical surface preceded by 
a blunt nose, or in the wake of a blunt-nosed 
entry body; flow over stabilizing surfaces and 
controls; and flow over pointed cones. Re- 
cently, interest has developed also in the hyper- 
sonic flow of gases other than air. Several of 
these topics will be discussed at least briefly in 
this paper. 
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The theoretical methods which have been ap- 
plied to these problems include some approxi- 
mate methods, one of which, blast-wave theory, 
deserves special mention as an important first- 
order description of the basic hypersonic flow 
phenomenon, although, as will be seen, it is not 
quantitatively accurate at the present state of 
its development. The Newtonian impact 
theory, certainly the most widely used theory 
for hypersonic flow, must also be considered. A 
more general appreciation of the limitations of 
this theory is needed. Because of its simplicity, 
it has been somewhat wantonly applied in the 
recent past to problems where it is not applica- 
ble ; as with any other theory, it is important to 
understand where the impact theory can and 
cannot be used. 

The more exact methods of solutions applied 
to the blunt-body problem and to real-gas flow 
problems, in general, are invariably numerical 
solutions of the equations of motion, usually 
performed with an electronic computer. Al- 
though a number of techniques have been ap- 
plied to obtaining these solutions, emphasis 
will be given to one of these, the' mathemati- 
cally simple stream-tube methods. 

BLAST-WAVE THEORY, BOW WAVE  PROFILES, 
AND AXIAL PRESSURE  DISTRIBUTIONS 

Let us begin our detailed considerations by 
examining the broad picture of hypersonic flow 
downstream of a blunt nose as given by the 
blast-wave theory. It will be of interest to com- 
pare this picture with experimental informa- 
tion and the results of more exact theory. The 
blast-wave theory, developed by G. I. Taylor 
in England and by L. I. Sedov in the TJ.S.S.K, 
(refs. 1 and 2), was originally written to con- 
sider the problem of the strong shock wave 
(generated, for example, by a nuclear explo- 
sion) and resulting disturbance within the 
wave. This problem was idealized by these 
authors to the case of a gas with a constant 
ratio of specific heats, y, and the strong shock- 
wave approximations were employed. The ap- 
plication of blast-wave theory to hypersonic 
flow problems was suggested by W. Hayes, who 
pointed out that the radial growth of a cylin- 
drical blast wave with time could be related to 
the rate of growth with distance behind the nose 

of the bow shock wave generated by a blunt- 
nosed body in hypersonic flow. The case of a 
cylindrical blast wave was treated in this coun- 
try by S. C. Lin (ref. 3), who applied Hayes' 
transformation to obtain the following equa- 
tions for the bow-wave profile and the axial 
pressure distribution for a constant y=1.4. 

d 
=0.80(7, 

C^MJ 
^-=0.0692-       ,, 

(i) 

(2) 

The first equation predicts that the bow wave 
will be a paraboloid of revolution. Two char- 
acteristics of this equation should be noted. 
One is that the bow waves described are insen- 
sitive to nose shape, depending only on the 
one-fourth power of the drag coefficient. Sec- 
ond, the equation is deficient in that the waves 
do not approach their known asymptotic slope, 
the tangent of the Mach angle, except at infi- 
nite Mach number. The second equation gives 
the interesting result that pressure on a cylin- 
drical body following a blunt nose is a rapidly 
increasing function of Mach number, predict- 
ing, e.g., a pressure of 13.8 p ro at 21/^=20 for 
a point 2 diameters behind a nose with a drag 
coefficient of 1. From the standpoint of the 
cylindrical explosion, this high pressure may 
be explained by saying that the energy of the 
explosion is at this station confined to such a- 
cross section as to maintain the high pressure. 
An aerodynamicist might prefer to say that the 
high pressures of the nose region have carried 
over onto the cylinder. 

The work of Sedov (ref. 2) and that of 
Sakurai (ref. 4 reviewed and summarized in 
ref. 5) indicates that the constant coefficients in 
Lin's equations (1) and (2), which are re- 
stricted to y=1.4, are more properly functions 
of y. These coefficients are also given in gen- 
eral form for any constant value of y in ref- 
erence 6. 

But how accurate are these predictions? In 
figure 55-1 a comparison with experiment and 
more exact theory is shown. In figure 55-1 (a) 
Lin's equation is compared Avith a correlation 
formula given by Van Hise (ref. 7) for a gas 
Avith constant y = 1.4. The Van Hise formula is 
based on a correlation of pressure distributions 
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FIGURE 55-1 (a).—Pressure distributions given by blast- 
wave theory and exact theory for very high Mach 
number. 
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FIGURE 55-1 (b).—Pressure distributions given by blast- 
wave theory, experiment, and exact theory at M «, = 
7.7. 

obtained by the method of characteristics for 
pointed bodies, shown in figure 55-2. The 
Mach numbers are for the most part, greater 
than 20, and the data plotted are restricted to 
the region beginning approximately four nose 
lengths downstream of the shoulder. The 
agreement between Lin's formula and Van 
Hise's correlation is exceptional. In figure 
55-1 (b) the blast-wave pressure distribution is 
compared with a wind tunnel experiment for a 
Mach number of 7.7 (ref. 8). While these data 
and the characteristics solution performed by 
Inouye and Lomax for the same conditions as 
the experiment (ref. 9) show the type of be- 
havior called for by blast-wave theory, agree- 
ment is not quantitative. This may perhaps be 
a consequence of the Mach number being too 
low. In figure 55-1 (c), the blast-wave theory 
is compared with a real-gas flow-field solution 
for a speed of 20,000 ft/sec (ref. 10).   Again, 

agreement is only qualitative, perhaps because 
of a violation of the assumption of constant 
y = 1.4. This is a representative current picture 
of comparisons of the blast-wave pressure dis- 
tribution with experiment and more exact 
theory—it is qualitatively correct, but quantita- 
tively frequently in appreciable error. The 
basic description of the flow field provided by 
blast-wave theory is correct, however, to a first 
order of approximation, and the validity of the 
view that the blunt-nosed body at hypersonic 
speed may be considered as a cylindrical explo- 
sion phenomenon is confirmed. 

Also shown in figure 55-1 (c) is a predicted 
bow wave compared with an experimental bow 
wave at a Mach number of 15. About the same 
type of comparison is obtained as in the case of 
the pressure distributions. If the waves are 
made to start at the same origin, the theoretical 
wave intersects and passes through positions 

EXPERIMENT 

THEORY- 

LIN'S  BLAST-WAVE THEORY, X=l.4        — 

EXACT THEORY, VARIABLE   /, 
U=20,000  FT/SEC 

8        10 

FIGURE 55-1 (c).—Pressure distributions given by blast- 
wave theory and exact theory for real air. 
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FIGURE 55-2.—Correlation of body-surface pressures by 
use of blast-wave variables. 
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occupied by the body, which is clearly impossi- 
ble. However, it is found that the form indi- 
cated by blast-wave theory for the wave equa- 
tion is very suitable for describing experimental 
shock waves, with only minor alterations in the 
coefficients and exponents. The latter can, in 
fact, be correlated as a function of a stream 
total enthalpy (ref. 11). Such a correlation is 
shown in figure 55-3. It is particularly note- 
worthy that the one-fourth power dependence 
on drag coefficient successfully brings together 
data from the set of blunt noses shown in the 
figure, which show appreciable variations in 
both wave profile and drag coefficient. Al- 
though the exponents and the coefficients ob- 
tained differ importantly from the theoretical 
values for quantitative purposes, they are of 
the theoretical magnitude. 

The above correlations are restricted to the 
region "not too close" to the body nose. In the 
nose region, as noted above the hemispheres, the 
theoretical bow wave intersects and passes 
through the body nose. Experimentally, the 
wave profile in the nose region is smooth and 
continuous and never intersects the surface. A 
detailed comparison of the blast-wave shock pro- 
file and some experimental nose-region profiles 
is shown in figure 55-4 for a pair of highly 
blunt noses. Since the experimental bow-wave 
profiles necessarily lie outside the theoretical, 
it may be said that the wave growth in this 
region is forced by the nose profile, rather than 
being allowed to take the "natural" growth 
curve of a cylindrical blast wave. 

It is interesting that a two-line fit to the shock- 
wave coordinate data on logarithmic paper 
yields a very adequate description of the wave 
ordinat.es in this figure (ref. 11). The nose- 
region power law expression for the bow wave 
has a smaller exponent than that for the down- 
stream region. The exponent tends to be fur- 
ther reduced by decreasing the shock-wave 
standoff distance. This may be interpreted as 
an approach to a step wave, for which the ex- 
ponent would be zero. Where the theory is 
violated as a result of the nose forcing the rate 
of wave growth, the pressures predicted must 
also be in error and only become valid 2 or 3 
diameters downstream. 

In the region to which blast-wave theory may 
be applied, the following technique has been 
used to obtain the flow-field properties through- 
out the disturbed flow with considerably im- 
proved accuracy over blast-wave theory (ref. 
12). The bow-wave profile is taken from the 
correlations described by figure 55-3. A pres- 
sure distribution in the radial direction mathe- 
matically similar to that given by blast-wave 
theory is assumed. The value of the static pres- 
sure at the bow wave is calculated from the 
wave slope, and the body surface pressure is 
determined from a numerical integration to sat- 
isfy continuity of flow through the cross section 
considered. This technique is comparatively 
easy to apply and has in some cases led to excel- 
lent agreement with the results of more exact 
calculations, as shown in figure 55-5. The pro- 
files of density, temperature, and velocity ob- 

M00=I4.26 

o 

1^=14.30 

i 
0.445 

FIGURE 55-4.—Relation of nose region and downstream 
bow waves of very blunt bodies. 
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FIGURE 55-5.—Improvement of the blast-wave solution 
by use of correlated experimental shock wave. 

tained in this case are in as good agreement with 
exact theory (from ref. 10) as the pressure pro- 
files shown. It should be expected, however, 
that whenever the form of the pressure distri- 
bution in the cross section differs from that 
given by blast-wave theory, the accuracy of the 
computed properties would deteriorate. 

FLOW IN THE NOSE REGION OF 
BLUNT-NOSED BODIES 

Limitations of Newtonian Impact Theory 

Turning now to consideration of the flow in 
the nose region of blunt-nosed bodies, we may 
begin by noting that this is the problem to 
which the Newtonian impact theory most prop- 
erly applies. The flow described by impact 
theory is one hi which the component of free- 
stream momentum normal to the body surface 
is lost while the component parallel to the sur- 
face is unchanged. This condition is most near- 
ly realized in a thin disturbance layer where the 
flow direction is of necessity approximately 
parallel to the body surface. Since the pre- 
dominant mechanism for altering the free- 
stream momentum is the bow shock wave, which 
for a thin disturbance layer is approximately 
parallel to the surface, and since it is a known 
property of oblique shock waver that the com- 
ponent of velocity parallel to the wave is un- 
affected by the wave, the basic conditions for 
impact flow obtain when the shock or disturb- 
ance layer is thin.    A corollary to this state- 

ment is that the basic conditions for impact flow 
are not satisfied unless the shock layer is locally 
thin and the shock wave approximately parallel 
to the body surface, since it cannot then be as- 
sumed that the component of momentum paral- 
lel to the surface is the same as that in the free 
stream. 

It has long been recognized that a thin shock 
layer is not necessarily a uniform pressure layer 
normal to the body surface, since curvature of 
the surface dictates that the streamlines be 
curved and that pressure gradient exist normal 
to the flow direction. For convex surfaces, the 
pressure immediately behind the shock wave 
must be higher than that at the body surface. 
Early investigators tried to define a centrifu- 
gal-force correction to be applied to the impact 
theory (see, e.g., ref. 13). However, it is not 
correct to assume that the impact theory gives 
the pressure immediately behind the shock 
wave, for two basic reasons: (1) The shock- 
wave angle is, in general, greater than the body 
surface angle at corresponding points; and (2) 
even if the wave angle rather than the body 
angle were used in the impact pressure equation, 
the pressure coefficient would be in error by a 
factor 1— P» / o2 because the momentum normal 
to the wave is not entirely lost at the wave. 
Thus, an essential shortcoming of centrifugal- 
force corrections is that the pressure to 
be corrected, that immediately behind the shock 
wave, is not obtained from simple impact 
theory. Experience has shown that these cor- 
rections are not in general successful, and the 
simple impact theory is to be preferred over the 
corrected theories. Furthermore, detailed in- 
vestigations made by more exact theories show 
that the pressure differences from the body to 
the shock wave are not usually as large as 20 
percent of the body surface pressure. 

The impact theory equation for pressure co- 
efficient, Op=2 (sin Ö)2, is now ordinarily modi- 
fied by replacing the coefficient 2 by the pitot 
pressure coefficient Cpt to obtain Cp=Cpt (sin 
6)2. The latter form, conventionally referred to 
as modified Newtonian theory, insures that the 
pressures will be correct at and in the vicinity 
of the flow stagnation point. 

Even in the case of the blunt-nosed body, con- 
ditions arise in which the impact theory fails 
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FIGURE  55-0(a).—Deviation   from  impact  theory  of 
pressures near the base of hemispheres. 

to give the pressure distribution accurately. 
Two of those are illustrated in figure 55-6. (Ex- 
perimental data in this figure are from refs. 
8 and 14 through 17.) The first is the case of a 
hemisphere cylinder at high Mach number. 
The modified impact theory, which is by defini- 
tion exact, at, the stagnation point, gives the 
pressure distribution correctly to at least 45° 
surface angle from the stagnation point. At the 
higher angles shown in the left part of this fig- 
ure, and on the cylindrical afterbody, the er- 
rors of the theory, expressed as percent of the 
measured pressures, become large. A deviation 
of the data from the theory obviously means 
that the theoretical assumptions are not being 
met. The shock wave at these stations is de- 
parting from parallel to the surface and is 
gradually moving away, just as the pressures 
are gradually beginning to disagree. It is inter- 
esting to see how the region of the impact 
theory, the nose region, gives way to the region 
of the blastwave theory as the experimental 
data make a transition from one to the other. 
As the Mach number is increased, the level of 
pressures on the back part of the hemisphere 
tends to increase. The impact theory does not, 
then, give the high Mach number limit of the 
pressure distribution on a hemisphere. 

For the region of departure of the pressure 
data from impact theory, it has been observed 
by Lees and Kubtoa (ref. 8) that Prandth 
Meyer expansion equations relating stream 
angle to pressure can be used to estimate the 
pressures. 

FIGURE  55-6(b).—Deviation  from impact  theory of 
pressures on a flat face at angle of attack. 

The second example in figure 55-6 (b) is of 
interest and importance to entry vehicles which, 
like the Mercury and Apollo, have essentially 
flat faces. The impact theory predicts for this 
case a uniform pressure over the face, as shown. 
Experiment (unpublished wind-tunnel meas- 
urements by Stalder and Seiff) shows an appre- 
ciable variation in pressure, which is maximum 
near the leading corner, as might be expected 
intuitively. This failure of the theory is again 
attributable to an inadequate description of the 
shock wave, which should ideally be plane and 
parallel to the face. A more realistic shock- 
wave profile is shown sketched. It is interest- 
ing that the eccentricity of the experimental 
pressure distribution is responsible for a thin 
disk being statistically stable in flight with its 
flat face normal to the flight direction. 

More Exact Theory 

Since the impact theory is unfortunately un- 
able to quantitatively describe in all cases the 
flow over a blunt nose, more exact, theories are 
required. Certainly, fundamental interest in 
such flows also leads to more detailed investiga- 
tions. This problem has attracted much inter- 
est, and attention in the last 10 years, and a 
number of methods of attack have been de- 
scribed and applied. These have been well sum- 
marized in the textbook on Hypersonic Flow 
Theory by Hayes and Probstein (ref. 6), and 
it will not be the purpose of the present paper 
to repeat this summary. The writer would, 
however, like to indicate what in his opinion is 
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the present state of this field of investigation, 
and to point out some of the significant develop- 
ments. 

It is important to note, for example, that all 
presently available solutions which may be re- 
ferred to as exact are numerical solutions, 
rather than explicit functional solutions, for the 
flow variables. Also, the methods of solution 
may be classified in three groups: (1) those 
that seek to integrate the complete equations of 
motion, given the body shape; (2) those that 
specify a shock shape and numerically integrate 
the equations of motion to define the flow field 
and the body shape; and (3) the so-called 
stream-tube methods. The first group considers 
perhaps the most difficult problem. One of the 
essential boundaries of the flow, the shock wave, 
is initially unknown in shape and position. 
Computational difficulties arise near the sonic 
line, and the computations are, in general, quite 
complex and intricate. Accordingly, very few 
solutions by these techniques have been pub- 
lished. The second group, by specifying the 
shock wave, and finding the body shape as a 
result of the computation, raises the objection 
that one cannot directly solve the problem of a 
particular body shape which may be of immedi- 
ate interest. Also, for certain ranges of con- 
ditions, the body shape is very sensitive to small 
changes in the shock-wave shape. This is par- 
ticularly true for nearly flat faced bodies. Com- 
putational difficulties initially associated with 
this approach have been overcome at least for 
the case of the ideal gas (refs. 18 and 19). 

The third method, the stream-tube method, 
has an essential simplicity which is at once ap- 
pealing and surprising—surprising because the 
inherent difficulty of the blunt-body problem 
has become almost an axiom of our time. The 
principles which must be understood to apply 
the stream-tube method are elementary. The 
method is, like the others, somewhat laborious 
and requires iteration. It also runs into nu- 
merical accuracy difficulties for the nearly flat 
body, which apparently poses problems for all 
known methods of solution. 

In the stream-tube method (see fig. 55-7), 
one-dimensional flow equations are applied to 
the individual stream tubes and the following 
assumptions are made: 

FIGURE 55-7.—Stream-tube method. 

(1) The flow in each stream tube is isen- 
tropic downstream of the bow wave and ha* 
the entropy determined by the free-stream 
conditions and the shock-wave angle where 
the stream tube crosses the bow shock wave. 

(2) The total enthalpy in each stream tube 
is a constant and equal to the free-stream 
total enthalpy. 

(3) The pressure gradient normal to the 
stream tube is determined by the stream-tube 

curvature and is given by —= ^-. 

The Eankine-Hugoniot equations are applied 
at the bow wave to determine conditions imme- 
diately behind the wave. An equation of state, 
which for a real gas may take the form of a Mol- 
lier diagram or other graphical or tabular pres- 
entation of the relationship between the state 
variables, is also required. 

Solutions are found at a preselected number 
of stations along the body surface, such as the 
one indicated in figure 55-7. The procedure is 
iterative and begins with a first approximation 
to the surface pressure distribution and the bow- 
wave shape and standoff distance. The as- 
sumed bow wave and pressure distribution are 
improved in successive iterations until a com- 
pletely consistent set of values is obtained. The 
next approximation to the shock-wave contour 
is obtained by determining its normal distance 
from the body surface at each station and con- 
necting the points so obtained. The normal dis- 
tance of the shock wave from the surface must 
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FiGiiKic   55-S.—Flow   field   computed   by   stream-tube 
method ; /i„ =3:j,(KK) ft/sec ; altitude=l 71,500 ft. 

be that required to satisfy continuity of flow 
through the station under consideration, accord- 
ing to the equation shown in figure 55-7. 

Solutions have been obtained by this method, 
with some minor variations, by a number of au- 
thors, including Ma si en and Moeckel (ref. 20) 
and Gravalos, Edel felt, and Emmons (ref. 21). 
One which has not been previously published 
by the present, author is shown in figure 55-8, 
for a round-nosed 30° half-angle cone at a flight 
velocity of 3.3,000 ft/sec and an altitude of 
171,500 feet. The shock-wave position and 
shape shown in the figure are drawn approxi- 
mately to scale. In obtaining this solution, the 
cosine of the streamline inclination to the sur- 
face was taken equal to 1, and two iterations 
were performed to obtain a good approximation 
to the final shock shape. The state properties 
of real air at equilibrium were employed. Re- 
sults of interest include the extreme thinness of 
the shock layer over the entire surface; the 
comparatively large variations within this thin 
layer of velocity, temperature, and density re- 
sulting from bow-wave curvature over the 
spherical nose; and the correspondence of flow 
properties in the outer part of the flow over the 
conical surface to pure conical flow properties at 
the same flight conditions. 

Three-dimensional hypersonic blunt-body 
flows, such as those over spherical segment 
noses at angle of attack, have also been studied 
by use of stream-lube methods. Additional as- 
sumptions employed in reference 22 for this 
case include the following: (1) The bow shock 

wave is made up of circular arc segments, meet- 
ing in tangent intersection at the point where 
the shock wave is perpendicular to the stream; 
(2) The surface streamlines are radial to the 
stagnation point; and (3) The average mass 
flow per unit area at a given station is the 
average of the values at the bow wave and the 
body surface. With these assumptions, solu- 
tions are obtained which compare closely enough 
with experimental observations to be considered 
very useful. 

Shock-Wave Standoff Distance 

A quantity which has frequently been used for 
comparison of various theories and for compar- 
ing theories with experiment is the shock -wave 
standoff distance at the stagnation point, since 
a good quality schlieren or shadowgraph pic- 
ture provides this information. The standoff 
distance also has practical importance for radi- 
ative heat transfer from the gas to the surface, 
since it determines the volume of gas available 
to radiate. It is now well known that the stand- 
off distance is determined by mass conservation 
considerations, since, as was discussed in con- 
nection with the stream-tube methods of flow 
analysis, the mass flow passing between the body 
surface and the bow wave at any given station 
must, match that crossing the bow wave inside 
that station. The principal variable affecting 
the mass flow ratio, ptuj p«, u», is the gas den- 
sity ratio, pi/p„, since the velocity ratio is 
at high speeds relatively unaffected by speed, 
dissociation, etc. Hence, the shock-wave stand- 
off distance for any given configuration is cor- 
related in terms of the density ratio across the 
shock wave on the stagnation streamline. This 
type of correlation and a comparison of vari- 
ous theories and experiments is shown in fig- 
ure 55-9 for hemispherical noses. It can be 
seen that the experimental points, from refer- 
ences 23, 24, and 19, and exact theoretical points, 
from references 19 and 25, define a dependence 
of standoff distance on density ratio that is es- 
sentially independent of other test variables. 
An approximate theory of Serbin (ref. 26) that 
fits the more exact theories very well has been 
included. The experimental data are observed 
to scatter somewhat more than do the various 
theories.    This scatter can probably be attrib- 
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uted to two principal causes—light refraction 
effects distorting the body position, and failure 
of the flow to obtain complete chemical and 
thermodynamic equilibrium, particularly at the 
lower density ratios. The Van Dyke theoret- 
ical points are for a series of Mach numbers, in- 
creasing toward the origin. The Wick-Kaat- 
tari line is also for a range of flight conditions 
extending approximately uj) to the escape speed 
from earth. The Seiff point is from the solu- 
tion figure 58-8. In the range of density ratio 
from 0 to 0.2, these collected data can be 
very well represented by the linear equation, 
S/Rn—0.78 poo/pi- According to reference 25, 
this figure is applicable not only to complete 
hemispheres but also to spherical segments with 
arc half angles greater than about 39°. 

It is important to note that shock waves in 
monatomic gases, such as helium, are limited 
to density ratios greater than 0.25, which is 
the density ratio for a normal shock wave in 
ideal air at a Mach number of 3.16. Hence, 
the bow shock wave in helium tests will never 
approach closer to the body than it does in air 
at a Mach number of 3.16. 

Shock-wave angles in cone flow are analo- 
gous to shock-wave standoff distances in blunt- 
body flow. It is appropriate to refer to the 
angle between the bow wave and the surface as 
the shock-wave standoff angle. This angle is 
determined by mass flow considerations and 
may be estimated on this basis (ref. 27). 
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FIGURE 55-9.—Correlation of shock wave standoff dis- 
tance with density ratio at the shock wave for 
spheres. 

FIGURE 55-10.—Hypersonic flow configurations. 

THREE  FURTHER  TOPICS 

Embedded Flows 

Most early considerations of hypersonic flow 
did not include within their scope complex ef- 
fects such as are conventionally considered in 
airplane design including wing-body inter- 
ference. However, it is now clear that such 
effects can and do arise. It is particularly 
necessary to consider the flow-field interference 
when an aerodynamic element, such as a stabil- 
izer or control, is located in a supersonic region 
of a hypersonic disturbance field. Two ex- 
amples of such flows are indicated schematically 
in figure 55-10. The flow configuration, as it is 
now known, is shown in the upper part of the 
figure, while that predicted according to impact 
theory is shown in the lower part. On the left, 
two differences between the flow configurations 
may be noted: (1) The degree to which the bow 
shock wave confines the disturbed flow to a thin 
layer is far less for the actual flow than the 
Newtonian, and (2) since the flow approaching 
the stabilizer is supersonic, it generates a secon- 
dary shock wave, an embedded flow field. On 
the right, the actual bow shock wave meets the 
requirements for Newtonian flow, but since the 
surface Mach number at the base is supersonic, 
again, an embedded shock wave occurs on the 
flap. 

The existence of the embedded flow field 
clearly indicates that the pressures on the de- 
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FIGURE  55-11.—Hypersonic  flight  stability  of blunt- 
nosed flare-stabilized bodies. 

fleeted surface must be analyzed in terras of the 
local conditions ahead of that surface. In 
reference 28, the use of a Newtonian approxi- 
mation based on local flow conditions ahead of 
the flare or flap is proposed. Available data 
show that the accuracy obtained by this ap- 
proach is about the same as the Newtonian 
theory normally obtains when applied to usual 
blunt-body problems. This type of calculation 
can be used to estimate pressures, normal force, 
and stability. 

The interactions under discussion produce 
some large, and surprising effects. For example, 
in the case of bodies like those shown at the 
left in figure 55-10, stability variations with 
Mach number occur in the hypersonic range, 
where it has conventionally been assumed that 
Mach number effects would not occur. One 
example of this is shown in figure 55-11. A 
comparison of the measured stability with im- 
pact theory and with embedded flow theory 
shows that impact theory is grossly in error, 
while the embedded impact flow model gives 
a reasonable approximation to the stability. 
In the case of the flap problem shown by the 
sketches on the right in figure 55-10, the effects 
obtained are illustrated in figure 55-12. A large 
variation in surface pressure on the flap with 
distance from its leading edge is calculated to 
result from variations in local flow variables 
through the shear layer on the parent body pre- 
sented in figure 55-8. Surface pressure coef- 
ficients approach 5 compared to the Newtonian 
maximum of 2, because of the more efficient 
compression process utilizing two shock waves 

of lower strength rather than the single strong 
shock-wave process. As is well known, isen- 
tropic compression of the free stream would 
yield pressure coefficients in the hundreds and 
thousands at hypersonic speeds. A comparison 
of figures 55-11 and 55-12 shows that in one 
case, Newtonian theory overestimates the pres- 
sures, and in the other case, underestimates 
them.   In both cases, the errors are serious. 

With the impact flow model, the effects under 
present consideration would not occur. The 
question may legitimately be asked, "Would 
these flow configurations tend to go to the New- 
tonian limit at sufficiently high speed?" The 
answer, as the present writer sees it, is no. Both 
from empirical observations and from the theo- 
retical arguments of Oswatitsch (ref. 29), it is 
known that the distribution of local Mach num- 
bers in the flow field becomes invariant with 
Mach number at high supersonic speeds. Hence, 
a locally supersonic Mach number will remain 
locally supersonic, and it follows that a concave 
corner will generate an embedded shock wave 
at all flight speeds, however high. Also, in 
light of the blast-wave theory, the bow-wave 
configuration shown in the upper left of figure 
55-10 will continue to be the type of wave con- 
figuration at indefinitely high speed, although 
it may tend to approach the body somewhat as 
gaseous dissociation becomes complete behind 
the shock wave and ionization becomes apprecia- 
ble, both of which effectively lower the ratio of 
specific heats. For conditions where the prin- 
cipal bow wave intersects the flap or control, 
Newtonian flow may be obtained on the flap in 
the outer portions. 
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FIGURE 55-12.—Embedded flow on a flap control. 
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Flows in Other Gases 

Most recently, interest lias developed in gas 
flows involving gases other than air. This is 
stimulated by (1) a desire to use test gases 
which do not liquefy when expanded to high 
Mach numbers, such as helium, and (2) interest 
in entries into the atmospheres of the planets 
Mars and Venus which atmospheres are usually 
assumed to consist predominantly of mixtures 
of nitrogen and carbon dioxide. The import- 
ance of the gas composition depends on which 
flow-field properties are under consideration 
and on the body shape. For cases where the 
Newtonian approximation is valid, pressure 
distribution and force produced will not de- 
pend significantly on the gas employed, since 
Newtonian pressure equation is independent of 
all gas characteristics. It may be noted, how- 
ver, that air flows will tend to approach the 
Newtonian condition more closely than helium 
flows because of the thinner shock layers in air. 

It has also been shown that air and helium 
flow will differ systematically in the regime 
where blast-wave theory applies, on cylinders 
behind blunt noses. It can be seen in figure 
55-2 that afterbody pressures behind blunt 
noses are 10 to 15 percent higher in helium than 
in air, and it is also found  (ref. 7)  that the 
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FIGURE 55-13.—Flight stability of in four gases of a 
a blunt-nosed flare-stabilized body. 
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FIGURE  55-14.—Normal  shock   wave   with  radiative 
energy exchange. 

bow-wave radius of cross section is roughly 5 
percent greater in helium than in air. 

Configurations which generate embedded 
flow fields will apparently be especially sensi- 
tive to gas composition. This is shown in figure 
55-18 by a collection of data from reference 30 
for a flare-stabilized blunt-nosed body. These 
effects on static stability are surprisingly large. 
They are predictable as to trend, at least, by the 
same method employed in the preceding figure. 
These results give indication of interesting 
problems yet to come in the gas dynamics of 
other gas mixtures. 

Flow With Radiative Energy Exchange 

A classical assumption of gas dynamics has 
been the assumption of constant energy on 
streamlines outside of the boundary layer. The 
consideration of gases which are luminescent as 
a result of compression processes in the flow 
field has brought a realization that energy ex- 
change must be allowed. Normally, one thinks 
first of energy loss by radiation from the high 
temperature gases near a stag-nation point. 
There will, of course, also be regions of the 
flow for which there is a net gain in energy by 
radiation absorption. This is true, for example, 
of the gas immediately ahead of a strong shock 
wave. 

These problems have been considered in refer- 
ences 31 and 32 and are also the subject of a 
recent study by Heaslet and Baldwin at Ames 
Eesearch Center. Some results from their 
study are shown in figure 55-14.    The problem 
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considered was the one-dimensional normal 
shock wave in a radiating and absorbing gas. 
Distributions of temperature and velocity, in 
dimensionless form, are shown as a function of 
dimensionless distance in the flow direction. 
The physical coordinate, dx, is divided by the 
local mean free patli for absorption and inte- 
grated to obtain £. Two cases are shown, a 
weak effect, corresponding to a weak shock 
wave and low radiation levels, and a strong ef- 
fect, corresponding to a strong shock wave and 
high radiation levels. The weak effect case 
shows a spreading out of the shock wave so 
that no discontinuous jump occurs in velocity 
or temperature. The shock wave is diffused 
over a distance of about four radiation mean 
free paths. This is analogous to the effects of 
viscosity or thermal conductivity in diffusing 
the shock surface. In the strong effect situa- 
tion, the velocity shows a definite discontinuity, 
but also shows an upstream influence due to ra- 
diation ahead of the shock wave to a distance 
of about 20 mean free paths of the radiation. 
The temperature distribution also shows a dis- 
continuity—an adiabatic, inviscid shock wave— 
and a very local overshoot jump immediately 
behind the wave. Although the overshoot re- 
sembles a relaxation-induced effect, nonequi- 
librium conditions were not included in this 
study, so the overshoot is purely a result of the 
radiative energy exchange. The over-all tem- 
perature and velocity changes obey the Eank- 
ine-Hugoniot equations and hence match the 
corresponding values for the case of no radia- 
tive energy exchange. Further studies in flows 
with radiative energy exchange will certainly 
be of interest and importance at very high flight 
speeds. 

CONCLUDING  REMARKS 

In this review, we have attempted to touch on 
some of the significant quantitative results 
available pertaining to hypersonic flow fields. 
Needless to say, it has not been possible within 
this brief note to describe in sufficient detail all 
of the important work which has been done, 
and some very interesting and competent in- 
vestigations have had to be dismissed with just 
a few words.    Much useful quantitative work 

has been done within the last 10 years. In 
fact, it is true that most of today's quantitative 
knowledge of hypersonic flow is a product of 
that period. 

It is somewhat of a gamble to try to predict 
what direction future work should or will take. 
One thing is certain, consideration will be given 
to still higher flight speeds. The phenomenon 
of departure from adiabatic flow has been men- 
tioned as a future problem area. The charac- 
teristics of highly ionized flow fields will also 
have to be considered and evaluated. A prob- 
lem that is receiving attention, but still has not 
been resolved to a few simple conclusions, is that 
of flow with nonequilibrium chemistry and 
thermodynamics, which tends to occur at high 
flight altitudes. In addition, a practically end- 
less set of questions awaits us in the study of 
the dynamics of gases other than air. It seems 
that the next 10 years can easily be as interest- 
ing and as challenging as the 10 years just past, 

SYMBOLS 

CD      drag coefficient 

C„      pressure coefficient, P — Pco 

Cma     static stability coefficient 
d body diameter 
M Mach number 
p pressure 

q dynamic pressure, ■= p«2 

r radius of cross section 
R radius of curvature 
s distance along surface from stagnation point 
T temperature 
u air velocity 
x axial coordinate 
y coordinate normal to body surface 
a angle of attack, or angle between streamline and 

body surface (fig. 55-7) 
5 shock-wave standoff distance at stagnation point 
y adiabatic exponent, ratio of specific heats 
p air density 
6 surface angle relative to free stream direction 
i dimensionless coordinate in flow direction, figure 

55-14 

Subscripts: 

°° in the undisturbed free stream 
1 behind the bow shock wave 
b body 
n body nose 
s at the shock wave 
t total 
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56. Recent Developments in the Chemistry and Thermodynamics 
of Gases at Hypervelocities 

By Thomas N. Canning 
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on blunt bodies including boundary-lay er transition, dynamic stability, and gas- 
cap radiation; he directed research on hypervelocity impact as applied to 
meteoroid hazard of spacecraft.   Mr. Canning is affiliated with Sigma Xi. 

INTRODUCTION 

The day has long since passed when the aero- 
dynamicist working on problems of hypersonic 
flight could ignore the effects of fundamental 
physical changes that occur in air at high tem- 
peratures. The successive complications that 
arise beyond those presented by ideal gases, 
which have translational and rotational degrees 
of freedom, result from vibration, electronic ex- 
citation, dissociation, formation of new mole- 
cules, and ionization. The varying rates at 
which these phenomena occur produce addi- 
tional complications. The fundamentals of at 
least a part of these processes are well in hand; 
for example, the thermodynamic properties of 
air and other gas mixtures at elevated tempera- 
tures may be calculated with great precision. 

THERMODYNAMIC AND  CHEMICAL 
PROPERTIES 

The details of the calculations and the funda- 
mental spectroscopic work on which the entire 
theoretical model is based are beyond the scope 
of the present paper, but an outline of the steps 
involved may be useful.    Emission and absorp- 

tion spectra of constituents, such as those pre- 
sented in reference 1, are used to calculate the 
molecular constants and, subsequently, the par- 
tition functions of the atoms and molecules of 
the particular system in question. The equi- 
librium constants used for calculating the chem- 
ical balance of all anticipated reactions are 
derived, in turn, from the partition functions. 
These calculations and the final calculations of 
chemical reactions are quite laborious, but can 
be performed, even for complex mixtures, on 
modern digital computing machines (e.g., ref. 

2). 
One illustration of results of such computa- 

tions (as yet unpublished) is shown in figure 
56-1. Here the mole fractions of the less com- 
mon species present in hot mixtures of C02 and 
No are shown as functions of the proportions of 
COo and N2 before heating. The reason for 
selecting this pair of gases was that the atmos- 
pheres of Venus and Mars may be composed 
principally of these two gases. Of particular 
interest is the production of considerable cyano- 
gen and free carbon, which might result in a 
significant increment of radiative heating of 
bodies entering such atmospheres. 
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100% co2 

50 
PERCENT N2 

FIGURE 50-1.—Minor-constituent mole fractions behind 
a normal shock wave in mixtures of nitrogen and 
carbon dioxide. 

TRANSPORT  PROPERTIES 

The results of the calculations of thermody- 
namic and chemical properties are straightfor- 
ward and quite precise, and probably will not 
require important revision. On the other hand, 
the transport properties, thermal conductivity, 
viscosity, Prandtl number, and Lewis number, 
are not as secure because the details of collisions 
of the gas particles are not well known. 

Efforts have been made, nonetheless, to esti- 
mate for engineering purposes the transport 
properties of air (e.g., Hansen, ref. 3). Some 
experimental shock tube measurements of ther- 
mal conductivity of air have been obtained by 
Peng and Ahtye (ref. 4). Maecker (ref. 5) has 
reported conductivity measurements in arc- 
heated nitrogen. 

Peng and Ahtye used the hot stagnant col- 
umn of gas at the end of a shock (uhe as shown 
in figure 56-2. The flow in the shock tube is 
produced by rupturing a diaphragm, not shown, 
which separates the driver gas, usually helium, 
from the driven gas, air. A strong shock wave 
traverses the length of the air chamber and ac- 
celerates the air to high speed. Since the shock 
tube is closed, the air is stopped by the tube end, 
and a shock wave passes back through the air 
producing a hot stagnant region. The equilib- 
rium temperature and density of this air may 
bo accurately calculated from the shock velocity 
and pressure, records. After reflection of the 
shock wave from the end plate, which contains 
ii thin-film resistance thermometer, there is a 
transient heat flux from the hot air into the 

plug. Although the heat-flow rate diminishes 
rapidly with time, the temperature of the gage 
surface remains constant at that intermediate 
temperature to which if jumped, as shown in the 
inset sketch, until turbulence from the driver 
gas introduces forced convection. At this time 
the heat-transfer rate increases and the gage 
temperature rises. The amount of the, temper- 
ature jump at the gage surface is a direct meas- 
ure of the air conductivity integrated over the 
temperature range between that at the gage 
surface and the highest air temperature. This 
feature of the experiment makes the results in- 
sensitive to small changes in conductivity at 
high temperatures because the high resistance 
to heat flow in the cool air next to the gage tends 
to dominate the process. Therefore only the 
integrated theoretical conductivity may be com- 
pared to the experimental results. 

REFLECTED 
SHOCK 

PYREX IT,   T2/ 
H Ki 

RESISTANCE   / 
THERMOMETER 

TIME 

TEMP 

IN GAS IN PYREX 
TEMPERATURE  DISTRIBUTION 

FIGURE 56-2.—Schematic diagram of measurement of 
integrated thermal conductivity of air in a shock 
tube. 

The integrated thermal conductivity deter- 
mined experimentally by Peng and Ahtye (ref. 
4) is presented in figure 56-8, in the nomencla- 
ture of that paper, for comparison with the 
predictions of Hansen. The agreement ob- 
served is quite satisfactory. Any other meas- 
urement of heat transfer from gases or liquids 
to walls also may be used to evaluate the effec- 
tive conductivity, provided the correct model 
for heat transfer is used in analyzing the data. 
Thus the multitude of published shock-tube 
measurements of heat transfer to models ex- 
posed to moving gas, as opposed to the stag- 
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nant gas samples used by Peng and Ahtye, also 
may be used to evaluate effective conductivity. 
The attractive feature of the stagnant-air tests 
is the simplicity and exactness of the heat-trans- 
fer model. 

2.5- 

2.0- 

1.5- 

1.0- 

° EXPERIMENT 

1000       2000       3000      4000 

TEMPERATURE,°K 

5000 

FIGURE 56-3.—Comparison of experimental and theo- 
retical integrated thermal conductivity of shock- 
heated air. 

A radically different experimental approach 
to this problem which yielded local values of 
conductivity at high temperature was made by 
Maecker (ref. 5). He measured the tempera- 
ture distributions in and near an arc in nitrogen 
and related the derived gradient at a particular 
radius to the energy flux from the volume 
within that radius. The experimental arrange- 
ment is shown in figure 56-4.   A steady direct- 

ARC-HEATED Ng 

H2° S*k ^COPPER ANODE 

cVENT 
COPPER DISCS 

SPECTROSCOPE 
SLIT 

N2 SUPPLY 

-TUNGSTEN CATHODE 

FIGURE 50-4.—Schematic diagram of measurement of 
local conductivity of nitrogen in an arc. 

current arc is struck between cathode and anode 
along a slender channel through a series of 
cooled copper discs. When steady conditions 
were obtained, the energy flux per unit of arc 
length was determined by measuring the arc 
current and the voltage drop between adjacent 
insulated copper discs. Since the gas bulk ve- 
locity in the apparatus was low, the mechanism 
of heat flux to the walls was assumed to be 
laminar conduction (including diffusion of 
reactive gases) and not forced convection. 
Eadiative effects were also small. 

Temperature   distributions   deduced   from 
emission spectra are presented in figure 56-5. 

TEMPERATURE, °K 

15,000- 

10,000- 

5,000 

.1 0 
RADIUS, CM 

FIGURE 56-5.—Spectrographically measured tempera- 
ture distribution in and near a direct-current arc in 
nitrogen. 

The low temperature derivatives near the center 
attest to the exceedingly high thermal conduc- 
tivity; similarly, the flat portion at 6000° K 
shows a peak in conductivity. The quantitative 
results of these tests in N2 are shown in figure 
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FIGURE   5(5-6.—Variation  of  thermal  conductivity  of 
nitrogen and air with temperature. 
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56-6 for comparison with Hansen's prediction 
for air. The peaks of conductivity correspond 
to temperature ranges where the rate of forma- 
tion of the new products noted in the figure 
with increasing temperature is a maximum. If 
Hansen's calculations are repeated for pure 
nitrogen, the peak at 3000° K disappears. 

The reason for interest in the thermal con- 
ductivity of air and other gases arises natu- 
rally from the problem of estimating the 
aerodynamic heat loads on hypervelocity bodies. 
Some of the consequences of differing conduc- 
tivity at high temperatures are discussed by 
Goodwin (ref. 6). 

RADIATIVE  PROPERTIES 

Another consequence of the excitation of in- 
ternal degrees of freedom is that if the excited 
particles return to lower energy states, spon- 
taneously, rather than by virtue of collisions 
with other particles, they emit radiant energy. 
At high speeds, this radiation becomes an im- 
portant part of the heat transferred to body 
surfaces. In addition to the radiation from hot 
air within the shock layer, we observe copious 
radiation from material ablated from heat 
shields as well. Most of the work done to date 
by NASA, however, concerns the radiation 
from air. 

The theory of emission of radiant energy 
from thermally excited atoms and molecules 
has long been under intensive study and is the 
subject of many papers. Several such papers 
(rei's. 7, 8, and 9), which are in only reasonable 
agreement, give values of emissivity of air in 
chemical and thormodynamic equilibrium at 
high temperatures for a wide range of densities. 
These papers are based, in turn, on earlier 
studies of the chemical constituents of air under 
the required conditions and on investigations 
of the particular processes controlling the 
amount and spectrum of the radiation due to 
each constituent. The details of these estimates 
are beyond the scope of the present paper, but 
predictions from reference 8 of the total radia- 
tion per unit volume are shown in figure 56-7 
for a broad range of density and velocity. Ke- 
sults derived from references 7 and 9 agree, 
for the most part within a factor of 2, with 
those shown in figure 56-7. 
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FIGURE 5G-7.—Stagnation point equilibrium radiation. 

Most of the experimental and theoretical air- 
radiation work done by industrial and univer- 
sity researchers (e.g., refs. 7-10) has been based 
on shock tube work while most of that done by 
NASA at Ames has been done in ballistic-range 
facilities, reference 11. 

The facilities used for the ballistic investiga- 
tions include small-caliber light-gas guns hav- 
ing muzzle velocities up to 10 kilometers per 
second. The models are fired into still air 
or into countercurrent air streams generated 
by shock-tube-driven wind tunnels having 
stream velocities up to 5 km/sec. A combined 
velocity of 13.4 km/sec has been obtained in one 
facility. 

Observations of the radiation from the shock 
layers of the models are made with photomulti- 
plier tubes; for measurements of the total 
emitted radiation, broad-band phototubes were 
used. In most tests several calibrated photo- 
tubes were fitted with various narrow-band- 
width optical filters for determining the spec- 
tral distribution of the radiation. Figure 56-8 
shows schematically the manner in which the 
models were viewed by the photomultiplier 
tubes. The inset in this figure is a self-illumi- 
nated photograph of the model taken with a 
Kerr-cell camera with an exposure time of 50 
nanoseconds (0.05 microsecond). The velocity 
of the model relative to the camera for this 
particular example was 7.9 km/sec. Also 
shown in the figure is a typical oscilloscope 
trace of the output of a phototube. The trace 
records radiation from the hot-gas cap of the 
model and then of the wake. 
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FIGURE 56-8.—Schematic diagram of measurement of 
radiation from shock layer and wake of hypervelocity 
projectiles. 

Some of the experimental results from the 
ballistic-range tests are shown in figure 56-9 (a), 
(b), and (c) where the experimentally deduced 
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(b)  Polyethylene and polycarbonate. 

of important thickness lies between the shock- 
wave front and the region where the gas is in 
equilibrium. In one-dimensional flow behind 
a strong shock wave, it may be argued, follow- 
ing reference 12, that the temperature varies in 
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(a)  Polyethylene and polycarbonate. 
FIGURE 56-9.—Total stagnation-point radiative heating 

on plastic models. 
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radiative flux on the stagnation regions of the 
test bodies is compared with predictions based 
on shock-tube work shown as solid lines. Clear- 
ly, the observed radiation exceeds the theoretical 
levels at ambient densities less than 10-2 atmos- 
pheres for this model scale at the two lower 
velocities. The excess radiation is believed to 
result from nonequilibrium effects which arise 
because of the finite reaction rates in the dis- 
turbed flow field. If the air density becomes 
low enough, the chemical reaction rates are 
slowed to such an extent that a reaction zone 

a manner such as that sketched in figure 
56-10(a). In an exceedingly short distance be- 
hind the wave front, the translational temper- 
ature reaches a higher than equilibrium value, 
close to that which would be achieved by a per- 
fect gas. Subsequently, the air relaxes toward 
thermodynamic and chemical equilibrium, and 
the temperature reduces to the equilibrium 
value. In this transient period, collisions pro- 
duce excited particles that decay to lower states 
and emit radiation, apparently at rates related 
to the higher than equilibrium temperatures ex- 

287 



CAS   DYNAMICS 

istin«? in Ulis nonequilibrium gas layer. The 
radiative intensity therefore reaches a value 
greater than the equilibrium intensity and then 
reduces to the lower equilibrium value as the gas 
flows back from the shock front and relaxes to 
the equilibrium state. In contrast to the high 
density case depicted in figure 56-10(a), the 
situation for a lower gas density is depicted in 

NEAR EQUILIBRIUM 

(LARGE/5a, r) 

„•TEMPERATURE 

•INTENSITY 

1 / 
EQUILIBRIUM VALUES' 

I—WAVE FRONT 

r). (a)  Near equilibrium  (large p< 

FIGURE 50-10.—Schematic diagram of temperature and 
radiation as functions of distance behind a strong 
shock wave. 

figure 56-10(b). The relaxation process re- 
quires a longer flow distance to achieve comple- 
tion because the collision rate is reduced if the 
density is reduced. It can then be seen that 
greater and greater fractions of the shock layer 
in front of a body are out of equilibrium and 
radiate at greater-than-equilibrium radiation 
levels as the density of the gas in the shock layer 
is reduced. 
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(b)  Nonequilibrium  (small p„ r). 

According to the theory of reaction kinetics, 
the reaction rates for binary collision processes 
(which are thought to be controlling in the 
present case) vary directly with the gas den- 
sity. On the other hand, the time available for 
the reactions to occur varies directly with the 
linear dimension of the flow field. Therefore, 
if one holds the product of these two quantities 
constant, that is Pa>r = constant where p ^ is 
free-stream density and r is a characteristic 
length of the body, such as the nose radius), the 
degree of completion of the chemical processes 
should remain similar between tests made at 
widely differing scales. 

The abrupt reduction at still lower densities 
noted at 6.1 km/sec is believed to result from 
one, or a combination of, three effects: first, the 
reaction rates become so slow that the non- 
equilibrium radiation does not achieve its full 
strength before the gas expands around the 
body; second, the rate of depletion of the excited 
states by spontaneous decay to lower levels be- 
comes important relative to the collision rate 
which produces the excited particles (i.e., it is 
self-extinguishing), and third, the viscous 
boundary layer becomes so thick that convection 
to the body reduces the shock-layer temperature 
and hence the radiation. 

One further problem in assessing the im- 
portance of radiative heating is to predict and 
measure the spatial distribution over bodies of 
interest. The prediction of radiation distribu- 
tion has been attacked by calculating the den- 
sity and and temperature variations within the 
disturbed flow fields with well-known mathe- 
matical techniques, such as those discussed in 
reference 13. The results of such calculations 
plus the existing data on the radiation from air 
in thermochemical equilibrium, references 7, 8, 
and 9, provide the groundwork for the desired 
estimates. Experimental verification of these 
estimates is presently being sought in ballistic- 
range tests. The experimental apparatus is 
ilustrated in figure 56-11. An orifice plate is 
imaged, by means of a lens and mirror, into the 
path of a model which is fired along the range 
center line. As the projectile flies by, its image 
traverses the plate and is scanned by one orifice 
in each column. Behind each column of orifices 
is placed a thin strip of lucite which acts as a 
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wave guide for the received light.    The strip 
conducts the  light to  a photomultiplier  for 
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FIGURE 56-11.—Schematic diagram of image dissector 
for measuring radiation distribution in flow fields of 
hypervelocity projectiles. 
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FIGURE   56-12.—Distribution   of   radiation   from   the 
shock layer of a blunt polyethylene projectile. 

measurement and recording by an oscilloscope. 
The instrument sketched yields three or four 
traces on each test. (The vertical spacing of 
orifices is such that the image can pass between 
two holes in one column and hence yield no 
data.) This instrument was devised only re- 
cently and has yielded few data. One output 
trace showing a nearly diametric scan across a 
spherical model face is shown in figure 56-12. 

CONCLUDING REMARKS 

All phenomena resulting from high tempera- 
tures and their practical ramifications could 
hardly be treated, even casually, in one paper. 
The implications of ionization on the thermo- 
dynamics and on the attenuation and reflection 
of microwave energy (the communications 
blackout and radar cross-section effects) are be- 
ing studied intensively at many research facili- 
ties, academic, industrial, and government. 
Some of these problems are discussed by Huber 
(ref. 14). The intense radiation of ultraviolet 
light by gases behind the bow shock may be ab- 
sorbed in the flow region ahead of the shock 
and may produce, in effect, a subsonic-type 
"warning" to the air that a body is approaching. 
Study of this complication has begun, as men- 
tioned by Allen (ref. 15), but much work re- 
mains to be done. 

To bring this discussion full circle, it should 
be stated that the continued progress in this 
type of work must be based on more complete 
understanding of the fundamental properties 
of the particles, such as collision cross sections, 
and of the processes which control reaction 
rates. Only with such theoretical and experi- 
mental groundwork will improved understand- 
ing and prediction of the observed phenomena 
be possible. 
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INTRODUCTION 

The transfer of energy, mass, and momentum 
by the convective process to surfaces of high- 
speed vehicles has been studied intensively for 
many years. A large body of information has 
been accumulated on the behavior of boundary- 
layer flows in the speed range where air can be. 
treated as an ideal diatomic gas. The high re- 
entry speeds of space vesicles have introduced 
complications into these transfer processes 
which were not considered by the classical 
boundary-layer theory. These, complications 
are: the interaction with the boundary-layer 
flows of dissociation and recombination, of 
ionization and radiation, and of foreign gases 
from ablation materials. It is the main purpose 
of this paper to review the effects of these com- 
plications on the convective energy transport 
process and to point out some of the many prob- 
lem areas which still remain to be solved. 

This paper emphasizes the studies of heating 
rates needed by the space program; skin friction 
has not been treated directly because the motion 
of the space vehicles is largely controlled by the 

pressure drag and not by skin friction. Also, 
any analysis which treats heat transfer must 
first solve the momentum equation, and there- 
fore, yields the surface shear forces. 

HEAT TRANSFER  IN  DISASSOCIATED AIR 

The first complications to appear as vehicle 
speeds increase are dissociation and recombina- 
tion. These phenomena have been treated ex- 
tensively in the literature and, in particular, in 
the early papers of Lees and of Fay and Rid- 
dell (refs. 1 and 2). The stagnation region of 
a bluff body is important since it generally has 
the highest heating rate and is the simplest 
region to analyze. It is, threfore, interesting 
to compare the predicted and measured heating 
rates on the stagnation region of bluff bodies for 
the speed range where dissociation and recom- 
bination are the dominant new phenomena. 
This comparison is presented in figure 57-1. Oil 
the figure are plotted the heating rate normal- 
ized with respect to the body nose radius and 
the stagnation .region pressure as a function of 
the difference between the total enthalpy and 
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FIGURE 57-1.—Stagnation region hen tins—equilibrium 
dissociation. 

the enthalpy of the wall. The solid-line curve on 
the figure is the heating- rate predicted by Fay 
andKiclclell (ref. 2). The shaded area repre- 
sents shock tube data of reference 3. Notice, 
that, although there is scatter in the data, the 
agreement between the theory and the measure- 
ments is reasonably good. A large number of 
measurements have been made in this enthalpy 
range (see refs. 4 to 6), and the general con- 
clusion is that the prediction method of Fay 
and Riddel 1 is adequate in this speed range. 

Lees, in reference 1, pointed out that the 
heat-transfer distribution over the body at high 
Mach numbers could be expressed as a fraction 
of the stagnation heating, this fraction being 
mainly a function of the position along the 
body. A comparison of measured heating rates 
with the prediction of Lees for hemisphere- 
cylinder bodies is shown in figure 57-2. On this 
figure are plotted the heating rates at various 
positions along (he body divided by the value at 
the stagnation point. Two sets of data are 
shown here. Shock tube data from reference 
6 arc shown as the circular symbols, and these 
are mostly confined to the forward region of 
the body. Note that the agreement with Lees' 
prediction is quite good. To the right of the 
chart is a data point representing a series of 
measurements at various enthalpy levels of the 
heatine rate downstream of the shoulder of the 
hemisphere cylinder. Again, the theory of Lees 
predicts the data quite well. 

In order to use Lees' theory, the details of 
the inviscid flow over the body must be known, 
but the flow fields over bodies with relatively 

FIGUHE 57-2.—Heating rate distribution. 

complicated shapes cannot be easily analyzed. 
It- is possible, however, to measure these flow 
details and the resulting heating rate experi- 
mentally in a conventional high Mach number 
wind tunnel. The distribution of the heating 
rate over the body determined by the wind- 
tunnel tests using a cold gas can then be extrap- 
olated to high enthalpy flows using Lees' 
theory. My colleague John Keller has verified 
this method experimentally in the Ames shock 
tunnel to enthalpy levels of approximately 6,000 
Btu/lb, which corresponds to a flight speed of 
approximately 12,000 ft/sec. 

The two figures previously discussed have 
illustrated the case where the disassociation and 
recombination time is very short compared to 
the time the fluid is in the vicinity of the body; 
hence, the. chemical reaction rates can be con- 
sidered to be in equilibrium everywhere in the 
flow field. High heating rates are encountered 
at high altitudes by manned entry vehicles 
because the deceleration forces must be kept to 
tolerable levels. The combination of low 
density, in which the chemical reaction times 
are long, and high flight speeds is the condition 
for which one would expect the dissociation and 
recombination to be out of equilibrium. If the 
flow time is very short compared with the 
chemical reaction time, the chemical reactions 
can be considered frozen. For this condition, 
energy is transferred to a surface by normal 
convection and by atoms which diffuse through 
the boundary layer and recombine on the sur- 
face.   The question then arises as to the effec- 
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tiveness of surfaces in promoting- the recom- 
bination of atoms. On figure 57-3 are shown 
the stagnation region heating for the case where 
the boundary layer flow is chemically frozen. 
Plotted on this chart is the heating rate divided 
by its equilibrium value, as a function of the 
total stream enthalpy. Fay and Riddell have 
shown that if all of the atoms which diffuse to 
the wall recombined upon it, there would be 
little change in the gross heating rate to the 
surface whether the boundary air be frozen or 
be in equilibrium. This is indicated by the 
horizontal line. The solid-line curve labeled 
no recombination at the wall represents the 
convective portion of the heating from the 
frozen boundary layer, and the difference 
between the two curves represents the energy 
carried by the atoms. Silicon monoxide has a 
low catalytic efficiency and allows only a small 
fraction of the atoms to recombine. The data 
points shown on the figure were obtained on a 
silicon monoxide surface in a stream of nitrogen 
gas at sufficiently low pressures and high 
enthalpy to insure a frozen flow (see ref. 7). 

high-enthalpy stream of frozen nitrogen (ref. 
5) are about, the same as those measured in a 
stream in equilibrium. This indicates either 
that teflon has a high catalytic efficiency or 
that the introduction of teflon vapors into the 
boundary layer speeds up the recombination 
reaction. It. is interesting to speculate whether 
or not. ablation materials could be found which 
have a low surface catalysis and, therefore, 
would receive considerably less incoming heat 
than surfaces which have been tested. 

An important regime to be considered is 
flight at velocities and altitudes where the 
boundary layers are neither completely frozen 
nor in equilibrium. The correlation method 
presented in reference 8 allows one to determine 
whether a body is in an equilibrium, a frozen, 
or a nonequilibrium flight regime when the 
flight velocity, altitude, and vehicle size are 
specified. The method essentially is based upon 
estimating the chemical reaction time compared 
to the diffusion time of the atoms across the 
boundary layer. However, this method has not 
been checked experimentally. 

ALL ATOMS RECOMBINE AT WALL 

q/qr 
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FIGURE    57-3.—Stagnation   region—frozen    boundary 
layer. 

The reduction in measured heating rate agrees 
reasonably well with that predicted for the 
case where no atoms recombined upon the wall. 
Most metallic surfaces, however, have high 
catalytic efficiency, and data obtained on copper 
surfaces lie near the equilibrium value. The 
question arises as to whether ablating materials 
will exhibit, a high or a low catalytic efficiency 
for this interesting phenomenon to be ex- 
ploited.     Teflon   mass   losses  measured   in   a 

IONIZATION AND RADIATION 

As flight speed increases above about 30,000 
ft/sec, ionizing reactions take place in the 
stagnation region flow field. Whether or not 
the presence of ions and electrons in the flow 
has a strong influence on convective heat trans- 
fer has been the subject of considerable argu- 
ment. Intuitively, one might feel that the 
highly mobile electrons would increase the 
transport of energy by diffusion.   Figure 57-4 
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FIGURE 57—4.—Convective heat transfer with ionization. 
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shows the result of several theoretical efforts to 
predict the influence of ionization on convective 
heat transfer in the stagnation region of bluff 
bodies. Scala (ref. 9) predicts a sharp increase 
in convective heating at speeds above 30,000 
ft/sec. The results of Hoshizaki1 (ref. 4), 
Cohen1 (ref. 10), and Howe and Viegas1 (ref. 
11) indicate that there is no strong ionization 
effect on convection. The result of Fay and 
Kiddell (ref. 2) for Lewis number of unity is 
shown for reference, although ionization was 
not considered in their analysis. Analyses by 
Pallone and van Tassel (ref. 12), and by 
Adams (ref. 13) also predict little effect of 
ionization on convection. Thus, we have a 
striking difference between the results of Scala 
and those of other investigators. It appears 
that the difference in the theoretical results can 
be attributed to the different methods of treat- 
ing the transport of energy of reacting species. 
In particular, the difference appears to be in 
the total thermal conductivity used by Scala 
compared to that used by the other investiga- 
tors. Most of the other investigators have 
used the transport properties calculated by 
Hansen in reference 14. A comparison of vari- 
ous calculated transport properties is presented 
by Fay in reference 15. Theoretical and ex- 
perimental work in this area is needed to allow 
the theoretical differences to be reconciled. 

Since the theoretical work has not completely 
settled the question of the effects of ionization 
on the heating rate, it is of interest to examine 
the experimental results obtained in this speed 
range. The comparison is shown on figure 57—5 
which uses the same coordinate system as the 
theoretical comparison. The shock tube experi- 
ments of Warren (ref. 16) are in substantial 
agreement with the Scala theory, while those 
of Offenhartz (ref. 17), Rose (ref. 3), Stanke- 
vics and Kose (ref. 18), and Hoshizaki2 are 
in substantial agreement with the other theories 
(typified by Howe and Viegas). It is much 
more difficult to determine the reasons for the 
differences in experimental results than in the 
theoretical results.    Here corrections must be 
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'Compared for a stagnation pressure of one at- 
mosphere; however, little effect of pressure level is 
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3 In a private communication, Hoshizaki gives re- 
sults slighlly modified from those of reference 4. 
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FIGURE  57-5.—Convective  heating—comparison  with 
experiment. 

made for radiation from the test gas and shock 
tube driver gas. There is some question con- 
cerning the duration of steady-state test time 
and, of course, questions pertaining to instru- 
mentation. At present, the experimental dif- 
ferences are unresolved, but it is emphasized 
that these data are very new and the problem is 
being actively worked on. 

In all of the previous discussion, no mention 
has been made of another phenomenon that in- 
fluences heat transfer to a large extent at severe 
flight conditions—a coupling which exists be- 
tween convection, which is principally a bound- 
ary layer effect and gaseous radiation from 
the flow outside the boundary layer. An anal- 
ysis by Howe and Viegas (ref. 11) of the entire 
stagnation region flow field from the body sur- 
face to the bow shock wave includes the effects 
of transport of energy by conduction, diffusion, 
and radiation in the flow equations. Their re- 
sults as they affect convective heat transfer (for 
a stagnation pressure of 1 atm) are shown in 
figure 57-6. The dashed line represents the 
convective heat transfer when radiation is ne- 
glected in the flow equations. This line is rela- 
tively insensitive to changes in nose radius or 
pressure level and represents a general result 
when radiative coupling is neglected. The fan 
of solid lines represents the convective heat 
transfer when radiation losses from the shock 
layer are included in the flow equations. It 
is seen that the effect of radiative coupling 
reduces the convective heat transfer by about 
y2 for a body having a 5-foot nose radius. 
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FIGURE 57-6.—Convective-radiative interaction—stag- 
nation region. 

Attempts to predict the coupling effect by 
simple methods have not met with success. The 
boundary-layer concept apparently breaks 
down when radiative coupling effects are con- 
sidered, and the entire flow field must be ana- 
lyzed. Indeed, flow fields are not clearly di- 
vided into a viscous region and an isoenergetic 
inviscid region characteristic of the lower 
speeds. This breakdown of the boundary-layer 
concept has also been shown to occur when 
the flow is not in chemical equilibrium. (See, 
e.g., ref. 19.) Generally, it seems that when 
high speeds occur at high altitudes or when 
radiation is the predominant form of energy 
transfer, boundary-layer concepts should be ap- 
plied with caution. 

HEATING  RATE  IN  REGIONS OF 
SEPARATED FLOW 

The preceding section of the paper has been 
concerned with attached flows; however, the 
understanding of separated flows has become 
important because heat transfer to a vehicle 
surface under a separated flow is frequently 
less than that to a corresponding attached flow. 
The Mercury and Apollo spacecraft, for exam- 
ple, take advantage of this fact, and a relatively 
large portion of the surface of these vehicles 
is in the separated flow field. An early analysis 
by Chapman (ref. 20) of the average heating 
in a cavity covered by a steady separated lami- 
nar boundary layer indicated that the average 
heating rate to the bottom of the cavity should 
be approximately y2 of its attached flow value. 
The prediction of this analysis was later con- 
firmed experimentally at moderate Mach num- 

bers. (See refs. 21 and 22.) Later measure- 
ments of heating rates to the base of three- 
dimensional bodies, shaped somewhat like the 
Mercury spacecraft, have been made at high 
Mach numbers. The results of a typical test 
are shown in figure 57-7 wherein the heating 
rate referred to the forward stagnation-point 
value is shown as a function of the position 
along the afterbody. The test was conducted 
in helium at a Mach number of 15. The solid 
line curve is the prediction of Chapman, men- 
tioned earlier. It can be seen that this predic- 
tion agrees reasonably well with the data and 
indicates that the early work of Chapman can 
be used at high Mach numbers. In the test, 
the flow did not reattach on the afterbody. 

M=I5 
HELIUM GAS 

2 
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FIGURE 57-7.—Heating in separated region—laminar 
flow. 

When the model in this particular test was 
positioned at an angle of attack sufficient to 
cause flow reattachment, the heating rate rose. 
In fact, the heating rate in the reattached re- 
gion was higher than that corresponding to a 
completely attached flow. This is an expected 
result, and has been treated analytically in ref- 
erence 23 for the case where the flow reattach- 
ment angle was perpendicular to the solid sur- 
face. In essence, when the separated flow 
reattaches, it produces a region of high local 
pressure gradient on the surface, and the high 
boundary-layer growth rate in this area pro- 
duces high local heating rates. In the same 
free stream these reattachment heating rates 
can be higher than those on a stagnation region 
of a bluff body with a nose radius roughly equal 
to the separation length. 
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The distribution of heating rate along a sepa- 
rated region is generally not analytically pre- 
dictable at the present time because of our 
inability to specify the flow details (eddy cur- 
rents, vortex systems, and flow steadiness) in 
the separated region. The method of reference 
23 will allow heating-rate distributions to be 
calculated in the separated region if the main 
features of the flow within the region can be 
specified. Another problem in this general area 
that has received little or no attention, at least 
to the author's knowledge, is that of the effec- 
tiveness of transpiration or ablation cooling in 
a region of separated flow. These are impor- 
tant problems, and certainly worthy of study. 

THE EFFECTS OF FOREIGN GASES ORIGINATING 
FROM SOLID SURFACES ON BOUNDARY- 
LAYER  FLOWS 

The preceding portion of this paper has 
treated clean air flows over reentiy bodies but, 
in practice, the air is almost never uncontami- 
nated. Ablation cooling systems emit, a wide 
variety of foreign gases, and these end up in 
the boundary layer and in tho wake of the body. 
Generally, little is known about the type or 
quantity of gas that will be given off by an 
ablation cooling system because of the types of 
materials which appear attractive as ablators. 
These materials are generally mixtures of 
plastics concocted to achieve a real or fancied 
result. At the present time, the problem is 
generally handled by measuring some gross sys- 
tem response, either the amount of material 
burned away after a timed exposure to a known 
heating rate or the temperature rise of a por- 
tion of a substructure protected by the particu- 
lar ablation material under study. Some ra- 
tional results can be obtained, however, on the 
effect of foreign gases on boundary-layer flows 
by measuring the change in the heating rate 
or skin friction resulting from transpiring 
measured amounts of gases of known properties 
and composition through porous model surfaces. 
The results of one such study made by C. Pap- 
pas of Ames are shown in figure 57-8. On this 
figure is plotted the heating rate divided by its 
value for no transpiration as a function of the 
transpiration flow rate per unit area times the 
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FIGI-RK 57-8.—Effect of foreign gas transpiration on 
heating rate. 

driving enthalpy potential divided by the heat- 
ing rate for zero transpiration. This particular 
coordinate system is used because it accounts 
for the major effects of Mach number and 
Eeynolds number on test, results of this type. 
For a particular flight condition, the abscissa 
is proportional to the weight flow of the foreign 
gas transpired through the porous surface. 
Two sets of results are shown. The solid lines 
are for the behavior of a laminar boundary 
layer, and the dashed lines are for the behavior 
of a turbulent, boundary layer. The results of 
the laminar-flow tests will be examined first. 
Three gases were transpired: helium, a light 
gas having a molecular weight, of 4; air, having 
a molecular weight, of 29; and freon, a heavy 
gas having a molecular weight of 121. Notice 
generally that the light, gases are more effective 
than the heavy gases in reducing the heating 
rate, and a large reduction in heating rate re- 
sults from rather small transpiration rates. 
Typically the ratio of the mass-flow rate of the 
transpired gas to the mass-flow rate of the free 
stream per unit area is about, 0.001. 

The turbulent, boundary layer results are not 
so dramatic as the laminar flow results, but the 
trends are similar. 

At very high blowing rates from ablating 
surfaces the heating rates do not go to zero as 
indicated by a simple extrapolation of the re- 
sults shown on figure 57-8. For laminar flow, 
high blowing rates cause transition and, for 
turbulent flow, high blowing rates appear to 
destroy boundary-layer character of the flow. 
It is, therefore, difficult to make any general 
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statements about the asymptotic values of the 
heating rate for very large blowing rates. Some 
work has been done along this line, however, and 
is reported in reference 24. These test results 
were obtained indirectly from the ablation of 
teflon and they show an asymptotic heating rate 
for laminar flow of approximate^' 0.18 of its 
no-blowing value. Work is needed to extend 
transpiration test results to other gases and to 
higher enthalpy flows. 

TURBULENT BOUNDARY  LAYER AT 
HIGH  ENTHALPIES 

Theoretical predictions of the behavior of a 
turbulent boundary layer have depended largely 
upon experiment to evaluate critical assump- 
tions, fundamentally, because the turbulent 
boundary layer is a more complicated phenome- 
non than the laminar boundary layer, and no 
complete solutions to the turbulent boundary- 
layer equations have been obtained. Progress 
that has been made generally resulted from 
transformations such as those given in reference 
25 which allow one to transform turbulent com- 
pressible boundary-layer equations into their 
equivalent incompressible form. These trans- 
formations are valuable in that they allow the 
well-known low velocity profiles and the match- 
ing point between the laminar sublayer and the 
outer turbulent layer to be extrapolated to the 
compressible flow case. However, these meth- 
ods give no hint of the effect of increasing 
stream enthalpy level on the skin friction or the 
heat transfer. 

Historically, the effects of temperature or 
enthalpy level oil the heating rate and skin fric- 
tion produced by turbulent boundary layers 
have been handled by a method analogous to 
that used to correlate skin friction and heating 
rate from turbulent flows in pipes. This method 
uses a reference temperature intermediate be- 
tween the wall surface and the bulk of the fluid 
at which to evaluate the fluid properties to 
account for temperature level effects. For the 
case of undissociated air at relatively high Mach 
numbers, the reference temperature method has 
been used successfully in aerodynamics to cor- 
relate experimental results of skin friction and 
heating rate. The methods are described and 
compared with experiments in references 26 and 

27. At still higher flight speeds where dissocia- 
tion becomes important, Eckert, reference 28, 
has suggested evaluating the fluid properties at 
a reference enthalpy, which lies intermediate 
between the enthalpy at the wall and the en- 
thalpy of the gas at the boundary-layer edge. 
The details of this method are given in refer- 
ence 29, but it is, in essence, similar to the older 
reference temperature method. These methods, 
as crude as they are, do a reasonably good job 
of correlating experimental data. They are, 
however, disappointing in the sense that they 
do not shed any real understanding on the basic 
changes in the turbulent transport mechanism 
with increasing enthalpy. A typical set of ex- 
perimental data is compared with the reference 
enthalpy method on figure 57-9. On this figure 
are plotted the heating rate divided by the 
(R)4/n, which is the parameter used for low- 
speed turbulent boundary layer flows to account 
for the Reynolds number variation of the data. 
This parameter is plotted as a function of the 
total stream enthalpy. The circular points are 
experimentally measured values of this pa- 
rameter obtained in a shock tube and reported 
in reference ?>(). The reference enthalpy meth- 
od of Eckert is shown as the solid-line curve. 
Xotice that the data generally fall below 
the prediction as is characteristic of this 
method when applied at lower enthalpies; that 
is, the method generally is conservative and 
overestimates the heating rate somewhat. 
However, it has been found extremely useful 
for engineering applications. 
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FIGURE   57-9.—Heating   in   turbulent   flow   at.   high 
enthalpy. 
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Further progress in the field of predicting 
heat-transfer rate or skin friction produced by 
a turbulent boundary layer awaits the develop- 
ment of experimental apparatus capable of pro- 
ducing high enthalpies at sufficiently high 
pressures to produce a fully developed turbulent 
flow. 

Another problem area essentially unsolved 
even for low speed is the prediction of the point 
of transition between a laminar and a turblent 
flow. Probably no other area of research in 
aerodynamics has received so much attention 
from so many people. In spite of the large 
amount of work expended on this subject, only 
a few general rules have emerged. These rules 
were stated by Osborne Reynolds and have 
remained essentially unchanged up to the 
present time. The rules are that if the Rey- 
nolds number is less than about 1 million, the 
flow will probably be laminar; if the Reynolds 
number is greater than approximately 10 mil- 
lion, then the flow will generally be turbulent. 
If the Reynolds number of the flow lies between 
these two rather generous boundaries, then the 
flow will be laminar, transitional, or turbulent, 
depending upon the particulars, the discussion 
of which is outside the scope of this paper. 
Generally, the body surface roughness, the pres- 
sure gradient, the wall temperature, and the 
history of the flow as it proceeds over the body 
influence the transition. The situation is fur- 
ther complicated when the enthalpy of the flow 
is increased. At the present time, transition in- 
formation must be collected from flight tests 
which are expensive and which do not lead to 
generalizations. The ballistic range has proven 
a very useful tool to study transition at lower 
speeds, and the development of techniques 
to detect transition in the newer ballistic 
range shock tunnels would allow this problem 
to be studied at the higher speeds of present 
interest. 

Yet another complication is introduced when 
foreign gases are ablated into the boundary 
layer. Results obtained from porous cones 
tested in wind tunnels over a relatively wide 
Mach number range with various foreign gases 
transpired through the surface give some hint 
as to the influence of this phenomenon on tran- 
sition.   These tests have indicated that the in- 

troduction of a foreign gas into the boundary 
layer reduces the Reynolds number of transi- 
tion; however, the Reynolds number of transi- 
tion does appear to reach an asymptotic value 
beyond which further surface blowing has little 
effect. In the particular set of tests reported 
in reference 31, this asymptotic value of the 
transition Reynolds number was about 1.75 mil- 
lion, as compared to a transition Reynolds num- 
ber of 3.3 million on the same body without 
transpiration. 

HEATING RATES IN PLANETARY ATMOSPHERES 

Currently planned entry into the atmosphere 
of the nearby planets emphasizes the need for 
research in gases other than air. The atmos- 
pheres of the two planets nearest the earth, 
Mars and Venus, consist of mixtures of nitrogen 
and carbon dioxide, but the particular compo- 
sition of these atmospheres is not known with 
great precision at present; however, it is inter- 
esting and informative to compare the heat- 
transfer results in pure carbon dioxide and see 
whether they are greatly different from those 
experienced in air. 

It is known (see refs. 32 and 33) that carbon 
dioxide dissociates at relatively low tempera- 
tures and that the recombination of carbon mon- 
oxide back to its carbon dioxide state is a very 
slow process. The temperatures at which car- 
bon monoxide and nitrogen dissociate are not 
greatly different. It is reasonable to conclude, 
therefore, that the fluid contained in the boun- 
dary layers of vehicles flying in atmospheres 
rich in carbon dioxide and nitrogen will have as 
their main constituents nitrogen, carbon mon- 
oxide, and atomic oxygen at the lower speeds 
and the atomic products of the dissociation of 
these gases at higher speeds. The collision dia- 
meters and molecular weights of the C02 —N2 

mixtures are similar to air at elevated tempera- 
tures ; therefore, it is reasonable to expect that 
the transport properties will be similar. Hoshi- 
zaki (ref. i) has made this comparison and 
finds that the viscosity and total thermal con- 
ductivity are not too different. Using these 
transport properties, he solved the laminar 
boundary layer equations for the stagnation re- 
gion of a blunt body in carbon dioxide and 
found that the heating rates should not differ 
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from those predicted for air by more than about 
10 percent. It is interesting now to compare 
the measured and predicted heating rates in 
carbon dioxide with those in air to see whether 
these predictions are borne out. These com- 
parison is shown on figure 57-10 where the 
heating rate is plotted as a function of the dif- 
ference between the total enthalpy and the wall 
enthalpy. Two theoretical lines are shown. 
The upper line is the theory of Scala (ref. 34), 
and the lower line is the theory of Hoshizaki 
(ref. 4). Shown on the figure also are the 
various measurements that have been made. 
The lower set of points was obtained in a free- 
flieht range and is described in detail in ref- 
erence 35. The middle set of points was ob- 
tained by Eutowski and Chan, reference 36. 
The data represented by the circular points were 
obtained in the General Electric Hypervelocity 
Shock Tube. It can be seen that up to about 
25,000 ft/sec the experimental data agree quite 
well with either prediction; at the higher speeds 
the data lie intermediate between the two the- 
ories. Also shown on the chart as a shaded area 
is the air data taken from figure 57-4, and it 
can be seen that it agrees with the carbon di- 
oxide data reasonably well. It appears then, 
that to a first approximation the heating rates 
in carbon dioxide are about the same as the 
heating; rates for air. 
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FIGURE 57-10.—Comparison of heating rate in air and 
carbon dioxide. 

There is no information, to the authors' 
knowledge, of heating-rate distribution over a 
body in carbon dioxide or in carbon dioxide 
and nitrogen mixtures.    However, based on the 

similarity of the transport properties and the 
considerations outlined by Lees in reference 37, 
one would not expect marked deviation from 
the results obtained with air. This conjecture, 
however, should most certainly be checked 
experimentally. 

RESUME 

The primary points of this survey are: 
(1) Methods are generally available which 

account reasonably well for the behavior of 
the laminar attached boundary layer up to 
speeds corresponding to the onset of ioniza- 
tion. 

(2) Although the effect of ionization on 
convective heat transfer has yet to be deter- 
mined conclusively, most of the theoretical 
and experimental results indicate that the ef- 
fect is small. 

(3) The structure of the flow field loses the 
appearance of a boundary layer joined to an 
isoenergetic inviscid region. 

(a) at high altitude because of chemical 
effects and 

(b) at high speed because of radiative 
transport. 

The conclusion is that at these conditions the 
entire flow field should be analyzed without 
dividing it into a boundary layer and an iso- 
energetic inviscid shock layer. 

(4) Heating rates to the stagnation region 
of bluff bodies in carbon dioxide are essentially 
the same as those in air. 

(5) The largest area of uncertainty in 
flow-field analysis is concerned with the ef- 
fects of contamination on energy transport 
phenomena. In particular, the influence of 
the high enthalpy on the thermochemistry 
and of ionization on the flow field containing 
foreign gases needs intensive investigation. 

(6) Experimental and theoretical work 
needs to be done on transition and on the tur- 
bulent boundary layer in high enthalpy flows. 

SYMBOLS 

h static enthalpy, Btu/lb 
M Mach number 
p pressure, arm 
q heating rate, Btu/ft2sec 
r nose radius, ft 
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S 

R       Reynolds number based on edge properties Subscripts : 
coordinate   along   body  measured   from E      equilibrium 
stagnation point, ft, NB    no blowing 
mass rate of injection, lb/sec ft2 0       stagnation conditions w 

w       conditions at the wall 
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58. Relations Between Aerodynamics and Magnetohydrodynamics 
By Adolf Busemann 

SUMMARY 

Although aerodynamics is approaching a state of 
perfection, at least in connection with turbulence, some 
important parts have not been completed. For ex- 
ample, magnetohydrodynamics, or the combination of 
aerodynamics and electromagnetic forces in electrically 
conductive fluids or ionized gases (called plasma), is 
a rather young science. Interesting results for techni- 
cal or for astronomical application are known, but 
many controversies are still going on. One of the 
more obvious reasons that some of the results touch 
on a new version of very old problems is seen in the 
fact that under equal conditions, hydrodynamic forces 
and magnetic forces have opposite sign and thus re- 
verse the situation when the magnetic field strength 
becomes predominant. 

INTRODUCTION 

The main objective of the presentations on 
plasma physics and magnetohydrodynamics is 
to demonstrate its importance for its proper 
placement within the university curriculum. 
To a certain extent this new subject is an out- 
growth of aerodynamics, which has been de- 
veloping to maturity not only since before man 
began to fly but also as the range of flying 
speeds has been extended throughout the sub- 
sonic and transonic range to supersonic or even 
hypersonic velocities. When I started my 
career with supersonic speeds, this speed regime 
could still be regarded as a quiet corner of 
purely academic interest where motivation and 
satisfaction rely on scientific curiosity and ac- 
complishment. It may be forgotten under the 
glamour added by progress in aeronautics that 
there was enough incentive and that there were 
enough natural difficulties in this part of the 
continuum of mechanics to create a frontier 
spirit among those early workers on this sub- 
ject. While we are entering space in the eter- 
nal demand to increase the speed of human 
transportation, the prospect of leaving the air 

and traveling through vacuum could be taken 
as the turning of the tide against aeronautics 
in retaliation for her murder of other means of 
transportation during the time that air travel 
was on the rise. 

Space, however, is still not empty. The upper 
atmosphere under the sun's direct radiation is 
ionized and forms layers that change from day 
to night and are detected by the reflection of 
radio waves. Farther out, the universe is not 
empty either. It is filled with ionized particles 
that sometimes become passively entangled in 
magnetic fields, sometimes actively create them, 
and sometimes pull them along. This concept 
of the space environment not only is part of 
modern astronomy, but its development indi- 
cates one of the early nuclei around which a 
large portion of today's magnetohydrodynam- 
ics grew. The particle densities and the mag- 
netic-field intensities are, of course, small com- 
pared with those on the earth's surface. Still, 
having no stronger competitors, their drag de- 
serves first importance for extended space 
travel. With regard to the future of mag- 
netohydrodynamics from this angle alone, the 
applicability to engineering which aerodynam- 
ics possessed in such a high degree as part of 
man's early dream of flying seems to fade out 
in the thin air. Combining its efforts with 
electromagnetism, however, aerodynamics is 
also engaged in making a greater dream of man- 
kind a reality, the dream of tapping the very 
sources of energy which drive our universe. A 
great deal of research is directed toward devel- 
oping the "fusion" engine, a kind of atomic 
diesel engine, in which a mixture is compressed 
beyond its threshold of stability and fuses into 
new products while a large energy differential 
derived from the combination process is being- 
released.    Ordinary materials cannot be used 
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to confine and compress these mixtures because 
they arc unable to -withstand the high tempera- 
tures involved. Therefore, only magnetic fields 
seem to be able to serve as the actual walls for 
confining, compressing, and ducting the mix- 
tures although the problem remains of cooling 
the electric conductors, the backbones of mag- 
netic fields. Magnetic fields have to be trained 
to accomplish the task of initiating the fusion, 
and they are the first ones present during the 
extraction of the energy during the expansion 
and have to transmit the energies to the proper 
destination. 

In a problem of such dimensions, there is no 
doubt that frontier spirit in combination with 
glamour will remain for quite a while. All 
nostalgic feelings of aerodynamicists who see 
their field of research growing up to maturity 
or completion are premature; there will be in 
magnetohydrodynamics a second generation of 
researchers working in a similar way on similar 
problems and extending again the opportunities 
for a balanced theoretical and experimental ap- 
proach that they learned to appreciate and that, 
in turn, formed their thinking. 

In the belief that progress goes hand in hand 
with thorough understanding, regardless of 
how little may be accomplished at the begin- 
ning, and that experimental verification is 
needed to provide assurance of a proper ap- 
proach, half of this session will be devoted to 
the theoretical, academical, or pedagogical as- 
pect of the subject and the other half to the 
practical problems in a short survey. Since 
magnetohydrodynamic theory is such a compli- 
cated and extensive subject, not even the funda- 
mentals can be covered in a paper of this 
length. The purpose here is to display the 
many facets of this new subject and to give 
cross-connections to more familiar results in 
order to show some of the life hidden under- 
neath its surface. 

p       density 
T      circulation 

SYMBOLS 

B„ magnetic field strength 
V force 
1\ hydrodynamic force 
F,„ magnetic force 
I electric current 
V flow velocity 
V wave speed 
ß permeability 

HISTORY OF AERODYNAMICS AND 
ELECTRODYNAMICS 

No one can predict the future of a new branch 
of science nor the time it will take to grow to 
maturity. There is no better example for learn- 
ing this lesson than to compare the history of 
aerodynamics and electrodynamics. Wind and 
water are easily noticed with our own senses. 
Their capacity to work for mankind by driving 
mills and sailboats is ancient knowledge. Still, 
aerodynamics was not completely developed as 
a reasonable science prior to early flight. It 
more or less accompanied, with mutual support, 
the development of flight within the last 50 
years. 

Electric and magnetic fields are, as such, in- 
visible and they did not reveal the electro- 
dynamic forces much earlier than 1820 when 
Oersted discovered them. About 50 years later, 
in 1873, Maxwell was able to complete the elec- 
tromagnetic-field theory in a form ready to give 
useful results. Not only is the short time re- 
markable, but also the fact that scientists of 
that time borrowed hydrodynamic pictures to 
interpret their invisible fields until electro- 
dynamics learned to stand on its own feet and 
abandoned the attempt to call itself hydro- 
dynamics of the ether. 

Many aspects of electricity, for instance elec- 
tronics and semiconductors, came much later 
and had a fantastic growth by themselves. 
Ionization, although one of the older branches 
dating-from electrostatic times in Geissler tubes, 
needed further study and required a higher vac- 
uum to simplify confusing findings. Occupied 
with such investigations of ionized gases in the 
General Electric Besearch Laboratory in Sche- 
nectady, Irving Langmuir in 1928 found it nec- 
essary to distinguish rather sharply between two 
fundamentally different states. He gave names 
to these extreme states by saying: "Except near 
the electrodes, where there are sheath« contain- 
ing very few electrons, the ionized gas contains 
ions and electrons in about equal numbers so 
that the resultant space charge is very small. 
We shall use the name plasma to describe this 
region containing balanced charges of ions and 
electrons."    (See ref. 1, p. 112.) 
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Plasma and sheaths are, since that time, seen 
as separable parts rather than extreme states on 
either end of a natural transient. In about the 
same manner, Ludwig Prandtl in 1904 mastered 
the basic problem of hydrodynamics of low fric- 
tion by distinguishing between what lie called 
the friction layer at the body walls—it became 
famous under the name boundary layer—and 
the potential flow farther out. Langmuir's 
name plasma for the ionized-gas state of bal- 
anced charges has been adopted for the whole 
science and it is not always contrasted with the 
sheaths on the electrodes. Contrary to that first 
distinction, it is now permissible to say that a 
Mercury spacecraft surrounds itself with a 
plasma sheath during its reentry into the earth's 
atmosphere. Its effect on radio communication 
need not be mentioned since the prolonged re- 
entry of Astronaut Scott Carpenter in the MA-7 
spacecraft is well remembered because this miss- 
ing communication created, at least for the 
public, many minutes of uncertainty about his 
landing. Plasma is now used to designate a 
further state of matter, beyond solid, liquid, or 
gaseous, when temperatures are high enough 
to ionize the molecules or when density is low 
enough to prevent ions and electrons from re- 
combining in triple collisions. It has been spec- 
ulated that, more than 90 percent of all matter 
in the universe is in this new plasma state. 

Magnetohydrodynamics as a name does not 
indicate its relation to plasmas but rather its 
applications for stirring molten metals or for 
pumping mercury or other electrically conduc- 
tive liquids. However, incompressibility is not 
considered necessary for use of the term. 
Plasma physics is almost synonymous with mag- 
netohydrodynamics. Different names are also - 
created, and sometimes preferred, when it is felt 
that magnetohydrodynamics emphasizes either 
incompressibility or the presence of magnetic 
fields too much. Examples of such names are 
magnetoaerodynamics, magnetofluid-dynamics, 
and electrofluid-dynamics. 

REACTIONS ON SINGULARITIES 

In the historical introduction contrasting 
slowT and rapid development of hydrodynamics 
with electrodynamics, some of the striking dif- 
ferences between the two fields were not speci- 
fied.   Neither are these differences pointed out 

in many books concerned with only one of these 
two subjects. 

In an idealized fluid, one must deal with point 
singularities in sinks and sources as well as with 
line singularities of the vortex type. Magnetic 
fields also have point singularities, such as north 
and south poles, as well as line singularities of 
the vortex type if the line is a conductor of elec- 
tric currents. Both types of singularities are 
in complete analogy with respect to the field 
structure and with respect to being indicative 
of forces exerted by the fields. With all this 
analogy and the additional information that the 
energy in flow fields and magnetic fields is posi- 
tive and proportional to the square of the field 
intensity, it comes as a shock when one learns 
that the forces are, in both cases, equal except 
for a systematic reversal of the sign. An attrac- 
tion force changes to a repulsion force and vice 
versa. If the forces were made to build up field 
energy when a north pole is removed from a 
south pole, the force has to be an attraction 
force. If a vortex is removed from one of op- 
posite circulation while building up the velocity 
field, the sign has to be an attraction again. 
But it seems that there are responsible forces 
which really cooperate in the formation of field 
energy. Then there are irresponsible forces do- 
ing just the opposite from what is needed and 
thus, exactly speaking, introducing a doubled 
difference for someone to resolve. The amus- 
ing part of the problem is that neither the hy- 
drodynamic nor the electrodynamic forces are 
responsible altogether, but that each field has 
one kind of singularity that is responsible and 
another one that is irresponsible in dealing with 
the field energy.    As figure 58-1 shows for point 

F    FORCES BALANCING FIELD ENERGY 

+ F    REACTION IN MAGNETISM 

-F    REACTION IN HYDRODYNAMICS 
(SPONSOR: PUMPS TO MAINTAIN SOURCE STRENGTH) 

FIGURE    58-1.—Forces    between    point 
(poles of opposite sign). 

singularities 
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singularities, it is the magnetic pole which has 
the proper sign; the hydrodynamic sinks and 
sources rely on pumps to maintain the source 
strength against nonsteady pressure differences 
accompanying the. movements of sinks and 
sources. Figure 58-2 shows that in the case 
of line singularities, the fluid vortices have re- 
sponsible forces—the basic elements of airfoil 
theory—whereas the magnetic vortices have ir- 
responsible forces and rely on induced electro- 
motive forces against the electric currents flow- 
ing in the vortex core to sponsor the doubled 
amount of missing field energy. 

F     FORCES BALANCING FIELD ENERGY 

+ F     REACTION IN HYDRODYNAMICS 
-F    REACTION IN MAGNETISM 

(SPONSOR; BATTERIES TO MAINTAIN CURRENT STRENGTH) 

FIGTTHE 58-2.—Forces between line singularities  (vor- 
tices of opposite sign) • 

It may seem for the student rather a nuisance 
that his memory rules for forces on singularities 
get hoplessly mixed up when he enters the sec- 
ond field after acquaintance with the first one. 
The physics of the combined hydrodynamic and 
magnetic vortices around the same core, how- 
ever, takes advantage of the reversed signs for 
the creation of free vortices. These combina- 
tions have identical velocity and magnetic fields 
and lose the expected resulting force by com- 
pensating the hydrodynamic force with the 
magnetic field force. 

LIMIT OF  INFINITE  CONDUCTIVITY 

In order to set the stage for an easy applica- 
tion of this field combination, the two com- 
ponents must first be brought, to a more 
comparable state of idealization. The fluid for 
simple vortex laws has to be of vanishing viscos- 
ity. The magnetic field in which currents are 
representing the magnetic vortices would show 
equally reduced dissipations if one goes to the 

limit of infinite conductivity or vanishing resis- 
tivity in the plasma. For ordinary fluids, this 
requirement applies to the opposite end of the 
conductivity scale since these fluids really are of 
very moderate conductivity. As concerns ap- 
plications for plasmas so hot that ordinary 
materials cannot be used as confinement walls, 
it is indeed reasonable to say that the electrical 
conductivity may be near infinity. Plasma in 
the universe will also have high values of elec- 
trical conductivity in many astronomical appli- 
cations and the limit of infinite conductivity 
can well serve as first approximation. 

Any fluid moving through a magnetic field 
creates electric induction wherever it crosses 
magnetic lines. Infinite conductivity raises 
currents so large with any small amount of in- 
duction that the new magnetic field superim- 
posed on the original one by the presence of the 
new currents is of the same order as the original 
field. It is, therefore, easier to deal with the 
total field than with its parts. The total field 
is now not allowed to create any induction by 
fluid elements crossing magnetic lines. The re- 
sult is that the original magnetic lines appear 
to follow the fluid. Similarly, the free forces on 
the electric currents in the magnetic fields cor- 
respond to the magnetic field deformation and 
are, therefore, visible without regard to the 
electric currents inside the plasma. The limit 
of infinite conductivity is such a great simplifi- 
cation that everybody takes the magnetic field 
itself as being swallowed by the fluid and thus 
it has to be distorted with the fluid while exert- 
ing its reactions on account of the deformations 
directly to the fluid. Such a story is easy to 
learn and is for the main part correct. 

There are a couple of exceptions connected 
with the fact that electric currents have to be 
closed. An induction field which drives electric 
currents in a one-way sense with no possibility 
of returning is not benefited by the infinite con- 
ductivity of the fluid. Such a frustrated induc- 
tion field permits a certain slip of the magnetic 
lines through the plasma. It occurs when all 
magnetic lines are being replaced by similar 
lines while the magnetic flux is conserved. The 
more specific rule for the plasma clinging to 
the magnetic lines is, therefore, stated as fol- 
lows: All elements once connected with a cer- 
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tain magnetic line remain always on a common 
line and any magnetic tube formed by magnetic 
lines inside the fluid has to carry the same flux 
for all times. The fluid of infinite conductivity 
which swallowed a magnetic field at birth stays 
with this field for life, but the identity of the 
lines is not guaranteed. 

The confinement of a limited volume of 
plasma by the sole presence of a magnetic field 
is now not as sure as when the elements were 
obliged to cling to the identical magnetic line. 
There are, however, more refined methods 
whereby this lack of identity of magnetic lines 
may be overcome. A simple method is to use 
the fact that the magnetic flux is conserved. A 
plasma originating outside any magnetic field 
will, therefore, be trapped between strong fields 
as shown in figure 58-8 under confinement (a). 
A more sophisticated way of trapping the, 
plasma is to identify the magnetic lines by their 
shape.    In a ring of plasma, the regular mag- 

netic lines would be circular and concentric to 
the axis of the ring. If a special spool around 
the ring causes the magnetic lines to wiggle in a 
steady shape so that they miss their connection 
after one full turn, it is possible to increase the 
distance of miss from the center to the outside. 
Such magnetic lines make many turns inside the 
ring before thej' ever close. The important part 
in this pattern is that there are different knots 
iii different magnetic lines and a family born 
on one of them cannot jump to any other one as 
a substitute. These magnetic lines are topo- 
logically different and that means that they can 
be identified by shape. 

The problem of confinement is a very good 
example of scientific, education connected with 
plasma physics. There is a great deal of geo- 
metrical orientation in our three-dimensional 
space that can be learned in this application. 
The stability of configurations is another good 
exercise in mechanics of three-dimensional field 

"'-',■•--''■■„ '"•''"'' ''''!>■■':'!U^-':t-i/, 

PLASMA CLINGING TO MAGNETIC LINE PATTERN 
BUT NOT TO THE SAME LINE 

CONFINEMENT 
(a) DIFFERENCE IN FIELD 

STRENGTHS 

'STRONG FIELD 
AROUND ZERO FIELD 

(b) DIFFERENCE IN FIELD SHAPE 

TWISTED MAGNETIC LINES 
FIGI'KE 5S-3.—Limit of infinite conductivity. 
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patterns. Although the education in these, dis- 
ciplines will remain as time goes on, the fact 
that the confinement problem is not solved yet 
has, at the present time, the added attraction of 
finding new tricks in acts of jailbreaking of the 
plasma. The fight of human ingenuity against 
the eternal laws of nature is still going on. 
Reassurance can be gained not only from the 
fact that mankind has always won this fight, 
but also from the natural examples of good 
confinement in astronomy and in the Van Allen 
belts around the earth. 

FREE MAGNETOHYDRODYNAMIC VORTICES 

With reference to the two-dimensional in- 
compressible problem of free magnetohydro- 
dynamic vortices, a parallel magnetic field of 
the intensity B0 may be assumed to extend far 
beyond the region of interest where it is not af- 
fected by the local distortions. The plasma 
that is far out plays the role as the identification 
service for all the magnetic lines concerned. 
Under these conditions, the simple trapping of 
plasma by identical magnetic lines can be ap- 
plied. Before our interest starts, a moving- 
body may have created a single vortex in its 
wake in the same manner as it created a vortex 
in pure aerodynamics. This idea gets full 
plausibility when one first considers a very 
weak magnetic field and a fast start of a body 
with a sharp trailing edge as indicated in figure 
58-4. No matter how weak we may assume the 
magnetic field to be for this purpose, the vortex 
left alone in the fluid of infinite electrical con- 
ductivity cannot wind up the magnetic lines of 
the given magnetic field B0 forever.    The final 

state should be an arrangement of magnetic 
lines coinciding with steady streamlines around 
the vortex. Circular magnetic lines are easily 
achieved if an electric current / is assumed 
perpendicular to the plane of figure 58-5, com- 

B0 AND +1 
(+LOUT OF PLANE.CREATES 

ANTICLOCKWISE CIRCULATION) 

B0 AND -1 

H.INTO PLANE.GIVES 
CLOCKWISE CIRCULATION) 

FniruE  58-5.—Magnetic field  patterns   (parallel and 
circluntory). 

ing out or going into the plane of this figure. 
Any finite current cannot overpower the parallel 
magnetic field B0 completely and, therefore, 
has a stagnation point some distance from the 
location of the current, where circular lines 
change to passing lines. Two such configur- 
ations are drawn in figure 58-5, one for current 
out of the plane and the other for current into 
the plane. A resting fluid vortex is not able to 
show similar lines in the pattern of its stream- 
lines. If the vortex is permitted to move, 
then two equal steady streamline patterns are 
possible as in figure 58-6. 

KicrKF, 58-4.—Free hydrodyimmic vortex with super- 
imposed magnetic field. 

+ V AND r 
(V = RELATIVE FLOW) 

- V AND r 
(V=RELATIVE FLOW) 

FIGURE    58-0.—Steady    streamlines     (parallel    and 
circulatory). 

There were, however, very valid reasons for 
ITelmholtz to postulate that free vortices do 
not move with respect to their surrounding 
fluid neighborhood. The vortex singularity 
superimposed to a parallel motion would create 
lifting forces which a free vortex could not 
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absorb for any length of time.    The concept of 
a free vortex staying within its original neigh- 
borhood of fluid particles is actually the con- 
cept   of   a   force-free   singularity,   and   the 
feature to rest within the fluid was the only way 
to satisfy this demand.    In combinations of 
opposing magnetic and hydrodynamic forces, 
there is a much larger variety of force-free 
superpositions as long as an outside magnetic 
field is given.    There is even a force-free com- 
bination   with   identical   magnetic   lines   and 
steady streamlines if the vortex is allowed to 
move with a certain speed parallel to the impos- 
ed  magnetic  field   B0.    (Compare   fig.    58-5 
with fig. 58-6.)    Since due to the fixing of a 
conventional sign to the direction of the mag- 
netic field there is still the choice of matching: a 
clockwise or an anticlockwise magnetic field 
with the anticlockwise circulating vortex, the 
same velocity of the vortex may be taken either 
up or down the direction of the magnetic field. 
A corotating magnetohydrodynamic vortex is 
free of a resulting force traveling against the 
magnetic   field   vector.    (See   fig.   58-7.)    A 
contrarotating free vortex has to move with the 
magnetic field vector B0.    Actually the condi- 
tion that the electric currents have to be closed 
will split any fluid vortex into two magnetohy- 
drodynamic free vortices of one-half the cir- 
culation strength but superimposed with either 
a magnetic circulation of the same or the op- 
posite sign to travel in opposite directions with 
respect to the resting fluid and guided by the 
direction of the imposed magnetic field B0. 

COROTATING CONTRAROTATING 

MOVES WITH -B„ MOVES WITH+BA 

ALF VEN WAVES 

The splitting of a former free vortex into 
two halves, a corotating and a contrarotating 
free magnetohydrodynamic vortex, opens the 
curtain for a play with a foursome of free mag- 
netohydrodynamic vortices for the same mag- 
netic field strength, having either clockwise or 
anticlockwise fluid circulation combined with 
either clockwise or anticlockwise magnetic cir- 
culation. How do they behave with each 
other ? The completely reversed ones are either 
corotating or contrarotating free vortices. 
They are known to move together either against 
or with the magnetic field. The fact that, say, 
the corotating vortices walk together does not 
indicate that they have the slightest effect on 
each other. On the contrary, whatever the 
added fluid velocity would try to do, when one 
vortex is close to the other one, the added mag- 
netic field strength is intended to undo. And 
so they walk together in complete disregard of 
each other as long as any distribution of coro- 
tating free magnetohydrodynamic vortices is 
separated from the contrarotating ones. The 
same holds true as long as contrarotating vor- 
tices are among themselves, the true meaning 
of "co" or "contra" being only a magnetic sign 
convention in the first place. The constant ve- 
locity and the dull neutral stability of any 
group of corotating or contrarotating free vor- 
tices in separation are best known in an 
arrangement of infinitesimal strength along 
lines perpendicular to the magnetic field. (See 
fig. 58-8.) 

Bo 

FIGUHE 58-7.—Force-free combinations. 

1     I     I    X 
SINGULARITIES: 03 00    " v 

r   r, r  r 
ALFVEN WAVE 

(COROTATING   VORTEX LAYERS) 

FIGUHE 58-8—Alfven waves. 
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Such an arrangement represents the shear 
wave perpendicular to the magnetic lines and 
travels according to its discoverer Alfven -with 
the so-called Alfven speed up or down the di- 
rection of the given magnetic held. 

COMPRESSIBLE  PLASMAS 

This free movement of the fluid in the shear 
wave demonstrates two changes, one for each of 
the cooperating sciences. The clinging of 
plasma to the magnetic lines makes their usual 
propagation speed, the speed of light, very much 
slower. The structure added to the fluid by 
being connected to magnetic lines gives restor- 
ing forces to deformations which had none be- 
fore. It also adds to the volume changes a new 
pressure, the magnetic, pressure, difference, in 
case the compressibility is considered and is not 
applied to compressions in the direction of the 
magnetic, lines. The plasma enters, with the 
help of the magnetic field, the mechanics of a 
solid able to resist volume, and shape changes 
but with a very obvious anisotropy according 
to the line structure, of the, magnetic field. 
Shear and compression waves of the Alfven 
type, in combination with the acoustic waves, 
form a pattern of two waves for every direction 
with respect to the magnetic field direction. 
Depending upon the, strength of the magnetic 
field, the, given speed of a body moving through 
the plasma can be subsonic or supersonic as well 
as of either the sub-Alfven or super-Alfven 
types. At large Alfven speed (the, body speed 
being of the sub-Alfven type), the, vortices cre- 
ated by the body may get ahead of the body and 
form the surprising forward wake predicted by 
the theory. There are many new flow patterns 
possible, for the flow past bodies in magnetohy- 
drodynamics. The sharp trailing edge, one of 
the significant points in subsonic flow for con- 

trol of lift without large corrections on account 
of the viscosity, lost its importance for super- 
sonic speeds and is still a controversial factor 
concerning its ability to control lift at sub- 
Alfven speeds when a part of the shed vortices 
march ahead of the body instead of staying 
behind. 

MUTUAL  INTERACTIONS OF  FREE VORTICES 

By separating the two groups of corotating 
and contrarotating vortices, a great simplicity 
was gained since they ignored each other's pres- 
ence within either of these groups. A last re- 
mark about what happens when both groups are 
together may give reassurance that whatever 
has been suppressing the interaction between 
the members of each group has doubled the 
interest a member of one group takes in a mem- 
ber of the other group. The interaction, how- 
ever, is complicated by the fact that when two 
members of the different groups are left in the 
vicinity of one another for any length of time, 
creation of new vorticity of both kinds, the 
corotating and the contrarotating, can be ex- 
pected. (See ref. 2.) The other speakers will 
introduce you to many more items of the mag- 
netohydrodynamics and plasma physics field. 

Seeing the future with the eyes of the aero- 
dynamicist, I should like to conclude that there 
is a continuation for almost any phase of pure 
aerodynamics, with great variety already under 
study at the very opening of the door to this 
combined field. Many problems apparently 
solved by a purely aerodynamic approach have 
to be reconsidered either directly from the be- 
ginning or, when higher Alfven speeds indicate 
the predominance of the magnetic field 
strength, a "no" may turn into a "yes" when 
two partners cooperate who in spite of their 
great similarity have opposite ideas about the 
sign of forces. 
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SUMMARY 

The fundamental aspects of the interaction of 
plasmas with electric and magnetic fields are treated 
through specific examples from actual problems of 
research. For instance, the dielectric behaviour of a 
plasma in a strong magnetic field which applies to 
capacitive energy storage and Alfvgn waves is dis- 
cussed. The equations of motion of electrons and ions 
in a plasma including collisions and space charge ef- 
fects are unified. The plasma is treated as a single 
fluid with velocity, current, and various transport 
properties, such as electrical conduction. The single- 
fluid approach is applied to a variety of methods of 
steady plasma acceleration and to the acceleration of 
ions in a plasma. Collision processes and electrical 
conduction are given for fully and partially ionized 
plasmas with and without a magnetic field. Their 
effect on voltage current characteristics of electrical 
discharges in the presence of magnetic fields is dis- 
cussed for a variety of experiments. Examples of 
turbulent electrical conduction are given. 

INTRODUCTION 

Textbooks dealing with the fundamentals of 
plasmas in magnetic fields draw largely on ex- 
amples from thermonuclear fusion problems, 
where problems of leakage or diffusion of a 
plasma across the confining magnetic field are 
of major concern. Since our major concern is 
that of plasma acceleration for which the use of 
electric fields crossing magnetic fields is im- 
portant, our problems deal frequently with elec- 
trical conduction across a magnetic field rather 
than with diffusion. In this paper, an attempt 
is made to present the fundamentals of plasma 
physics up to the latest findings from this 
viewpoint. It will turn out that problems of 
anomalous, or "turbulent", electrical conduction 
across magnetic fields may be encountered, from 
which comparisons may be made with anomal- 
ous or "turbulent"  diffusion processes across 
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magnetic fields which are of prime concern to 
the whole field of plasma physics. 

The plan of the paper is to obtain a general 
picture through a discussion of many specific 
examples of plasmas interacting with electric 
and magnetic fields. In a broad sense, one can, 
however, distinguish between the pure kinetics 
and dynamics of such interactions and the 
plasma physics of actual electrical discharges in 
magnetic fields. 

SYMBOLS 

An arrow above, a symbol indicates a vector quantity. 
Quantities are expressed in the. rationalized mks system of 

units. 
B magnetic flux density 
c speed of light 
c" mean thermal velocity 

Ci, Ci, Cs, CA    constants 
D diffusion coefficient 

ö( ) 
substantial derivative, ->r + v- grad( ) D{ ) 

dl 
d Dobye length 
E electric field strength 

E*=K+»Xß 
e electronic charge 
H magnetic intensity 
j current density per unit area 
k Boltzmann's constant 
I length 
m mass 
n particle density per unit volume 
p polarization 
p pressure 
Q collision cross section 
r radius 
s displacement 
T temperature 
v velocity 
a turbulent coefficient 
ß geometric factor 
(. permittivity 
X mean-free path 
p permeability 
p density 
„ collision frequency 
a conductivity 

T collision time, 1/v 
oj cyclotron frequency 
Subscripts: 

x, y, z and r, 6, x refer to directions in Cartesian and 
cylindrical coordinates, respectively 
c coulomb 
D drift 
e electron 
i ion 
L Larmor 
n neutral 
0 free space 

p plasma 

i, e ion-electron 

i, n ion-neutral 

e, n electron-neutral 

X. perpendicular to the direction of 

turb turbulent 

osc oscillations in plasma 

Superset; 
f 

ipl: 
finite electrodes 

FUNDAMENTAL   DIFFERENCES   IN   EFFECTS   OF 
ELECTRIC AND MAGNETIC FIELDS 

The plasma contains approximately an equal 
number of electrons and ions and is thus on the 
whole electrically neutral. The electric field 
exerts equal forces on the charged particles 
whose directions of motion are, however, op- 
posed. These forces cancel and, as a result, an 
electric field in itself cannot exert a force on 
the plasma as a whole. A magnetic field, on 
the other hand, has the quality that when sta- 
tionary, it cannot put energy into the plasma 
but merely exerts forces on it for which reac- 
tions can be measured on the magnetic coils. 
Since a magnetic field exerts a force on a 
plasma, a moving magnetic field can be expected 
to do work on the plasma or put energy into it. 
Because, however, it is actually the electric 
field which puts energy into the plasma, the 
magnetic field will put energy into the plasma 
or its motion through the intermediary of an 
electric field. It was established experimentally 
by Faraday and from a broader point of view 
by Maxwell and Einstein that a moving mag- 
netic field is equivalent to a combination of sta- 
tionary electric and magnetic fields. 

I.  KINETICS  AND   DYNAMICS  OF  PLASMAS  IN 
ELECTRIC AND  MAGNETIC  FIELDS 

Behavior of Electrons and Ions in Constant 
Electric and Magnetic Fields 

The most fundamental case to be discussed 
deals with charged particles accelerated by a 
constant electric field in the presence of a 
constant magnetic field. The equation of 
motion of the charged particle, for example, of 
an ion, is then, according to basic texts such as 
references 1 to 11: 

at 
(1) 
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The first term on the right-hand side in equation 
(1) is the well-known electrostatic force.   Since 
the magnetic force does not impart energy, it is 

-> 
normal to the velocity v of the particle and to 

-> * 
the magnetic field B.    In order to absorb the 
reaction to the force on the particles, the mag- 

netic field B has to be deformed. Then, B 
designates the deformed field. First, an 
even simpler problem is treated. Assume 
that after the particle has attained a ve- 
locity, the electric field is removed. Then, 

^> 
dv • 

mt -jj is the centrifugal force which balances the 
->    -> 

magnetic force e(v{XB) which, since it is always 
normal  to   the  particle   velocity,   produces   a 
curvature in particle path without change in its 
absolute  velocity  and  kinetic  energy.    From 
this force balance 

rrii —=e\vi\B 
rL,i 

(2) 

the radius of gyration rLxi (sometimes called 
Larmor radius) is obtained as is the angular 
frequency wi=vilrL_i (sometimes called cyclo- 
tron frequency) 

_mtVi 

~1B 

eB 
(3) 

The rotation of the negative electrons is op- 
posed to that of the positive ions. The di- 
rection of rotation is based on fundamental 
experimental facts. 

Suppose now that the electric field E is im- 
posed. The following particle motion results 
(fig. 59-1) : 

GYRATION  WITHOUT 
ELECTRIC FIELD 

CATHODE 

DRIFT VELOCITY 
IN  ELECTRIC FIELD 

ION  (+) _ s. 
MAGNETIC  FIELD  B IFELECTRIC FIELD E 

ELECTRON (-) 
JLLMMJb 

ANODE 

KIGI-BE 59-1.—Graphical representation of motions of 
electrons and ions. 

A physical explanation for the particle drift 
perpendicular to the electric and magnetic field 
can be given as follows. The electric field ac- 
celerates ions and electrons in opposite direc- 
tions and, as a result of the force balance, only 
energy is put into the system. The positive 
ions are attracted by lower or negative poten- 
tial, which would be at the cathode in a dis- 
charge, and are accelerated in the direction of 
the electric field; whereas, the negative elec- 
trons are accelerated in the direction opposed 
to the electric field. The ions thus reach their 
maximum velocity on top and the electrons on 
the bottom. As a result, their Larmor radii 
are a maximum in this region and a minimum on 
the opposite side. This behaviour results in a 
drift normal to the electric and magnetic fields. 
The force exerted by the magnetic field has 
thus accelerated both ions and electrons in 
one direction normal to the electric field. The 
magnetic field has thus converted the energy 
input of the electric field, which acts in opposite 
directions on the electrons and ions of the plas- 
ma, into an unbalanced force in one direction. 

While this description gives a good qualita- 
tive physical picture, it does not bring out the 
great simplicity of the motion and does not 
determine the value of the drift velocity. 
When drift velocity is attained, the acceleration 

of the particles normal to E and B is zero; 
thus 

EXB 
B2 (4) 

E where for E perpendicular to B,  vD=^-    An 
B 

observer moving with the drift velocity will 
detect no  electric field and he will see only 
particles circling in the magnetic field. 

Meaning of Simple Case for Practical Accelera- 
tion of a Collisionless Plasma 

It was shown that the acceleration to drift 
velocity of particles gyrating in a strong mag- 
netic field is due to different effects of the im- 
posed electric field on each side of the circular 
motion. The minimum time for plasma accel- 
eration would thus be, on the average, the re- 
ciprocal   of   the  cyclotron   frequency   of   the 
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heavier ions, whose mass predominates in the 
plasma. Correspondingly, (lie minimum dis- 
tance of acceleration is, on the average, of the 
order of a Larmor radius. The neglect of col- 
lisions is justified for a plasma like the present 
one, which, consists of only charged particles, 
that is, a fully ionized plasma, not only when 
the density is low but also when the temperature 
is high, as is discussed subsequently. The, col- 
lisionless cases discussed heroin are not merely 
playthings of the theoretician but are of great 
importance for plasma interactions with mag- 
netic, fields in space and in thermonuclear de- 
vices. The above collisionless acceleration has 
been approached in thermonuclear devices like 
the Ixion (refs. 12 and lo, sections 1 and 2), 
where the plasma is put into rotation in very 
short bursts. The use of such a system for 
continuous, steady plasma acceleration does not 
seem promising unless the losses of the highly 
ionized plasma to the walls are kept small like 
in the Ixion, where the electric and magnetic 
field configuration permits both confinement 
and. aeoolerat ion of the plasma. 

Collisionless  Plasma  Acceleration  Described  in 

Terms  of Energy  Input 

When the drift velocity normal to the electric 
and magnetic field is attained, no current will 
flow in the direction of the electric field. As a 
result, a steady electric field cannot put energy 
into the plasma, since 

-^    -> 
Input Eate of Energy Density=j • E      (5) 

with 

j=ne(vt—ve) 

Equation (5) indicates that for zero j the in- 
put ratio of energy density is zero. Of course, 
energy can be put into a plasma with collisions 
because, as is well known, collisions permit the 
particles to break through the magnetic field. 
It is also well known that energy can be put 
into plasma with or without collisions by an 
electric, field alone without the, presence of a 
magnetic field.    But in the presence of a steady 

—> 
magnetic field the electric field 2? must vary to 
permit an energy input.    As indicated at the 

beginning of this paper, a variation of magnetic 
fields could also produce collisionless plasma 
acceleration. The study of the acceleration, 
however, of a collisionless plasma in a steady 
magnetic field, aside from applying to the pres- 
ent case, introduces many truly basic aspects 
of plasmas in magnetic fields. 

Dielectric  Properties  of  Plasma  in  a 

Magnetic  Field 

-> 
The current due to variation of .Ein a steady 

magnetic field can be obtained from a balance 

of the jXB force per unit volume with the 
-> 

Dv 
accelerating force p -jr'> thus (from basic texts) 

Dv   ->    3 
(6) 

The field strength E is assumed to change 

slowly so that v is at no time far removed from 

the drift velocity —~ =-^5 the subscript _L 

indicates perpendicular to the direction of drift 
-> 

motion.    Solving for j gives 

h=j? BX 
Dv_ p DEX 

dt    B2   dt 
(7) 

The quantity P/B
2 is the product of the per- 

mittivity of free space times the dimensionless 
susceptibility characterizing the dielectric. 
Using B2j2p.0 as magnetic pressure and 1/Wo 
as the speed of light squared, 

P«o        Pc 

B2*0 B2    B2 _ 
— 2p0e0    —- 
^Mo Mo 

A   better   physical   picture  is   obtained  by 
noting 

(8) 

where 

-£-E=nP=nel 
B2 

p^ncme+rbiini 

and in a plasma ne~nt. Thus, the problem is 
concerned with a polarization which equals a 
charge times the average separation of a plasma 
with n particles per unit volume.   This polariza- 
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tion is to be distinguished from the more familiar 
microscopic polarization of bound charges. 
The average charge separation in this case is 
limited to the sum of the Larmor radii, using 
the drift velocity; thus, as noted especially in 
reference 6, 

mtv{ . meve=mi+me E_ 
eB^ eB e       B2 

r
L, i~TrL,e—" (9) 

Since the mass of the ions is much larger than 
that of the electrons, the displacement of the 
ions predominates. Subsequently, space-charge 
displacement effects will be shown in the plasma 
without a magnetic field, with effects of elec- 
trons predominant. 

The existence of such dielectric effects of a 
plasma in the presence of an electric and mag- 
netic field has very important practical conse- 
quences. It becomes possible to store electrical 
energy in motion, most conveniently in rota- 
tion ; this energy is 

P #2_1     2 
B2 2 -2 pvD (10) 

Such a device has been actually used as a "Hy- 
dromagnetic Capacitor'' (ref. 14). 

Perhaps even more significantly from a basic 
viewpoint the existence of a dielectric effect 
for a plasma in the presence of a magnetic field 
introduces the possibility of waves in the 
plasma. The electric field, of course, need not 
be externally imposed but is related to velocity 
perturbations. The well-known Alfven waves, 
as is pointed out by Dr. A. Busemann in paper 
number 58 of this volume, can use the magnetic 
field either for propagation of transverse waves 
by using the magnetic field lines as if they were 
strings or for propagation of longitudinal 
waves by using the magnetic pressure instead 
of the gas pressure. Existence of such waves 
has great practical influence in the behavior 
of plasmas in a magnetic field, both in the lab- 
oratory and in space. The possibility of areqffi- 
fication of such waves has played a great role 
in the stability consideration of magnetically 
confined plasmas and for the study of collision- 
less shocks related to thermonuclear situations 
or to the mechanisms for the onset of the effect 
of solar storms on the earth's environment. 

Simplified Analysis of Plasma Behavior Including 
Collisions and Space-Charge Effects 

It has been shown so far that the electrons and 
ions have their displacement restricted in the 
presence of a magnetic field and electric field. 
But even without the magnetic field, restric- 
tions on their motions exist. The most impor- 
tant ones are those due to collisions with each 
other and with neutral particles and the restric- 
tion of motion due to attractive electrostatic 
forces between positive and negative particles. 
As a result of these restrictions to their motions, 
the complicated particle motions in a plasma 
can be lumped for many practical purposes as 
those of a single fluid. 

Since ordinary nonionizecl particles also have 
collisions but not electrostatic attraction effects, 
the latter will be treated in some detail. Their 
importance for the understanding of plasma be- 
havior cannot be overemphasized. The electric 
fields built up by charge separation are given 
by Gauss's law or Poisson's equation as given in 
reference 15: 

div D=e0 div E=e(nt—ne) (11) 

Putting numbers into equation (11) indicates 
that differences of iii—ne of 109 particles/cms 

in a plasma of 1014 particles/cm3 will build up 
very large electric fields which couple the par- 
ticle motion. In the first very good approxi- 
mation, it may thus be assumed that ?i,-=»?ic and 
use of Poisson's equation may be avoided, 
whereas the electric fields produced in the plas- 
ma by charge separation are considered. 

With the foregoing physical picture in mind, 
the equations of motion for the individual 
particles are considered. The more fundamen- 
tal equations of kinetic theory like the Boltz- 
mann, Focker-Planck, and Vlasov equations are 
avoided; also, the collision terms are expressed 
simply through a friction force which varies 
linearly with the collision frequency v and with 
the difference between the particle velocities. 

The balance of forces for electrons and ions 
arc written as: 

Electron force: 

Dv ">    ~* 
neme -^-e-fgrad pe+nemcv(ve—Vi) 

= -nME+v.XB)    (12) 
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Ion force: 

n, m 
Dv, 

-f-grad pt—ritmeviVc—Vi) 

--n(e(E+vtXB)    (13) 

The friction force between ions and electrons 
and electrons and ions is obviously the same. 
This   relationship   is   more   evident,   perhaps, 

,     „ „ ,        /Friction force\ 
when written in the lull lorm I—Volume / 

mim.   p    -*. 
rn< -m. 

(14) 

The reason for the appearance of me is that 
^6«m< an(i thus in the center-of-mass sys- 
tem of the colliding particles, the heavier ions 
will be near to stationary with mainly the 
electrons being influenced by the friction. 

The motion of the plasma may be expressed 
as a single fluid by defining the density p from 
the mass balance 

=nem.e+ntmi=pe+pt (15) 

and the velocity of the center of mass v from 
the momentum balance 

(7i«.m(,+7i4m<)»=«em1.«(.+r!.imit)i        (16) 
-> 

Also, the current density j may be expressed as 

j=e(nivi—neve) (17) 

grad p=grad (pc+Pt) (18) 
with 

Adding equations (12) and (13) and substitu- 
tion from equations (15), (16), (17), and (18) 
gives the equation of motion 

P-^-=jXB-gradp (19) 

Subtracting equations (12) and (13) with use 
of equations (15) to (IS) and neglecting for the 
moment the differences in the time derivatives 
of the velocities results in, since nt=nc, 

m.y j=ne(E+vXB)-jXB+grad pe   (20) 

This force balance can be written in the form 

j=ff(E+vXB)+-^-(gr&dpe -jXB)   (21) 

where   <r=—  is   the   electrical   conductivity ; 
mv 

equation (21) is often called the "generalized 
Ohm's law." 

It  must  be   emphasized   that   the  electric 

field E is either externally applied or is built 
up inside the plasma due to space-charge 
separation. The measurement of the electric 
field inside a plasma can be a very important 
diagnostic tool in determining regions of 
magnetic interaction. In reference 15 the 
equations of motion of the neutral particles 
are included and the importance of space 
charge in plasma acceleration is emphasized. 
Before equation (21) is applied to practical 
cases, a few remarks about the neglected time 
derivatives of the velocity are appropriate. 
For simplicity, only the difference between the 
partial time derivatives is considered because 
this difference has more general significance. 
In order to bring out the main effect, collisions 

-> 
and other terms except the E term in the force 
balance of equations   (12)  and   (13)   are   ne- 
glected; then, 

£    in. 07 
neE=-° ^L 

e  bt 

ne' M   -E 
ot    me 

(22) 

(23) 

It is useful to remember that j is proportional 
to a  velocity which,  of  course,  is   the   time 

derivative   of   a   displacement   s.     Thus,   the 
equation takes the general form (ref. 3) 

£>2s      £ (24) 

which is the equation for a free vibration with 

a restoring force eE. The electric fields due to 
charge separation are in turn given by Poisson's 
equation. The polarization per unit volume 
due to charge separation can be obtained for 
an oscillating electric field in the form 

nr=nes= 5— ti, (25) 

318 



PLASMA   PHYSICS   AND   MAGNETOHYDRODYNAMICS 

This leads to the natural frequency of oscilla- 
tion (the so-called plasma frequency) 

_/ ne2 V'2 

Up\mee0J 
(26) 

Note that in contrast to the Alf ven waves, where 
the oscillations of ions are predominant, in the 
electrostatic waves the oscillations of the lighter 
electrons are more important. For the propa- 
gation of electromagnetic waves through the 
plasma sheath discussed subsequently in paper 
number 61 of this volume, these electrostatic 
effects are essential in changing the dielectric 
effect of free space but are neglected here and 
with them the use of Poisson's equation. These 
waves are, of course, also very important for 
thermonuclear and solar phenomena and stabil- 
ity considerations of plasma confinement. They 
also play a part in possible plasma wave 
amplifiers. 

Now, it would be very convenient to express 
what has been neglected in terms of length. 
Such a length is easily formed by dividing the 
mean thermal velocity by o>p 

\tne)   \ne2 ) 
.(kTeoV'2, 
\ ne2 ) 

:d       (27) 

The Debye length d has many interpretations, 
such as the distance where the thermal energy 
equals the electrostatic energy stored clue to 
charge separation. Of course, it is also inter- 
preted as a sheath or a region near a plasma 
boundary where large deviations from charge 
equality occur. It must be emphasized that 
this distance, while very useful, is not a magic 
length, but it has stood the test of time. 

Since, in the plasma, charge equality is ap- 
proximately preserved, equations (15) to (21) 
describing the behavior of a plasma apply to 
dimensions of ionized gases in excess of the 
Debye length. In addition, the definition of 
plasma requires that the dimensions charac- 
teristic of processes in the plasma (like the 
mean-free path and the gyration radii of elec- 
trons and ions) are larger than the Debye length 

and 
\>d 

rL, e and rL, t>cZ 

For a collisionless plasma in the presence of a 
magnetic field, in addition, the mean-free path 
must be larger than both ion and electron gyra- 
tion radii 

\>rL,i>rL,e (28) 

It is frequently convenient to express this in- 
equality in terms of cyclotron frequencies and 
the reciprocal of the collision frequency v, that 
is, in terms of the collision time T. The collision 
time r is given usually by the ratio of the mean- 
free path and the mean thermal velocity c. 
Thus, the product WT becomes, by using equa- 
tion (3) for a) and the Larmor radius, 

.e#X=X 
m c    r 

(29) 

As  a result,  the previously given  inequality 
approximately corresponds to 

(«T).>(WT)«>1 

Acceleration   of  a   Fully   Ionized,   Collisionless 
Plasma Produced by a Magnetic Piston 

The rest of the paper is chiefly concerned with 
examples using plasmas in steady electric and 
magnetic fields. But first an example is given 
that is important for unsteady acceleration. 
The simplest case appears to be that of a 
moving magnetic field pushing a highly ionized 
collisionless   plasma  like   a   magnetic   piston. 

Under such conditions the jXB force per unit 
volume will be balanced by a pressure gradient, 
grad p, which establishes itself at the boundary 
of the plasma. This concept is a highly sim- 
plified version of a traveling-wave accelerator. 
The unsteady problem has thus been changed 
into a steady equilibrium case in the reference 
system of the moving magnetic field (fig. 59-2). 

The equilibrium equation as given in basic 
texts such as references 1 to 11 

jXB=grsid p (30) 

can be solved for the   azimuthal   current je, 
which consists principally of electrons 

-*. _BXgr&d p 
3»—       W (31) 
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SOLENOID 

MAGNETIC   FIELD  MOTION 

FIGURE   50-2.—Acceleration   with   moving   magnetic 
piston. 

For the collisionless case, using the condition 
that the velocity of the plasma relative to the 
magnetic field is zero, the force balance version 
of the "generalized Ohm's law" in equation (20) 
becomes 

neE— jX B+gv&d pe=0 

Using the previous equilibrium equation (30), 
since 

Pt+Pc=P 
Then 

neE= —grad p{ (32) 

Thus, the ions are kept in the magnetic field 
by space-charge electric fields due to electron 
attraction. It should be noted that in a sta- 
tionary reference system, fixed to the apparatus, 
the electrons will pull the ions as the magnetic 
piston  moves by.    Let us contrast this case 

with constant magnetic field B and pressure 
gradient grad p with the previously discussed 

case of constant B and electric field E. In the 
latter case the electric field drives electrons and 
ions in opposite directions and thereby estab- 
lishes a current. In the presence of the mag- 
netic field, both particles move, however, in 
the normal direction to both fields', so that the 
current in the steady state approaches zero. 

In the presence of a pressure gradient the 
particles, however, attempt to move in the same 
direction. The magnetic field forces them to 
move normal to it and to the pressure gradient 
in azimuthal directions opposed to each other. 

Thereby a steady current can be established. 
Of course, the more precise counterpart to the 
electric-field case is the situation where a moving 
plasma stream is trying to cross a magnetic 
field, and the charged particles are forced to 
move in opposite azimuthal directions forming 
an induction current. When the effect of 
collision is small and magnetic-field strength is 
assumed constant, the rate of input of kinetic 
energy would equal the rate of work done by the 

jXB force in stopping the plasma.    In this 

case where a pressure gradient balances jXB, 
the forces are already balanced. A discussion 
of finer points in this problem are included in 
reference 6, section 3. 

Since the term "magnetic pressure" is fre- 
quently used in connection with plasma confine- 
ment, this term is discussed next. In order to 
define magnetic pressure the Maxwell equation 
(or Ampere's law) 

=curl H (33) 

has to be introduced.    This equation expresses 
the   magnetic   field   due   to   a  given   current. 
Inserting   equation   (33)   into   equation   (30) 
yields,  for magnetic lines of zero curvature, 

->       -> 
with B=\iEL 

or 

gradp+jf- grad B2=0 

P+^-KP 
<■ 2p/e: 

(34) 

When the plasma is truly confined by the 
external magnetic field the external pressure 
must be zero, and 

, 52    /B2 

/ ext 
(35) 

Steady Plasma Acceleration With Currents 
Across Electrodes 

For the sample cases of plasma acceleration 
with currents across electrodes the electron pres- 
sure gradients may be neglected and attention 
is given to the currents which are predomi- 
nantly due to electron motion. The general- 
ized Ohm's law may then be written in the 
form (see refs. 15 and 16 and eq. (21)): 
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—r r)fi^        —T—T—T 

m„v, 
CjXB) 

To put the equation into a more convenient 
form, an expression for the collision frequency 
must be given. In the present approximation 
it equals the ratio of the mean thermal velocity 
c to the mean-free paths v=~cj\ or the often 
used collision time T = A/C. 

The generalized Ohm's law can be written 
in the form 

f=<r[s*-^(iX5)] (36) 

eB . 
where ue=— is the cyclotron frequency of the 

m, 
electrons in the magnetic field, and 

E*=E+vXB 

Solving this equation explicitly for j gives 

l + C B 
(E*XB) 

(«r)j 
'  B2 (E* B)BJ 

For E* perpendicular to B the last term drops 
out and the expression becomes 

f=I+&öj[^-^(i*x5)]      (3?) 

In Cartesian coordinates, with z in the direction 
of the externally imposed magnetic field the 
x- and ^-components become 

and 
l + («r)' 

[E*-(Ur)tE*] 

1 + («T); 
lE*+(Ur)tE*] 

(38) 

(39) 

It is a well established fact that two major 
possibilities exist: 

(a) The first possibility is illustrated on the 
left side of figure 59-3. The current is per- 
mitted to flow between theoretically infinite 
electrodes; then no space charge will build up 
inside the plasma as the charges are free to 
flow.    As a result, E* = 0 and 

Jx=- 
<r(cor)eff* 
l + («r)J 

3v= 
°E% 

1 + («0S 

= (<<"") e (40) 

The z-component of the current is the so- 
called Hall current. Note that neither the x- 
nor y-components of the current actually con- 
stitute a particle trajectory. 

ATHODE^ 

1 HALLS 
''y         - 

ANODE^ 

CATHODEn    /-INSULATOR 

JybZ 

(a) 

■(CUT).      (20); 

jx = 0 

jy = crEy* 

E*-(WT)aE* 

(21) 

(a) Long electrodes. 
(b)   Short and segmented electrodes. 

FIGURE   59-3.—Plasma   acceleration   with   currents 
across  electrodes. 

(b) The second possibility is shown on the 
right side of figure 59-3. The current is not 
permitted to flow in the ^-direction, that is 
jx=0, by making short electrodes or by seg- 
menting them  and  connecting with separate 

-»   -> 
power  supplies.    The  jXB  force  is  now  in 
the z-direction. 

and 
3v=<yE* 

(41) 

Thus, an electric field due to space-charge 
separation builds up in the flow direction. Its 
function is to slow down the electrons which 
want to move ahead and speed up the ions by 
mutual space-charge effects so that both move 
at the same velocity in the axial direction. 
Details about this approach of plasma accelera- 
tion with researchers and companies connected 
with its development is discussed by M. C. 
Ellis in paper number 62 of this volume. 
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Influence of Collisions in  Fully and  Partially 

Ionized  Plasmas 

If figure 59-1 is compared with figure 59-3(a), 
it is seen that under the influence of collisions a 
steady current is established at the angle whose 
tangent is equal to («r)„. The electrons have, 
through collisions, established a steady motion 
across the magnetic field. What has happened 
to the ions? 

The effects of the friction force on the ions 
have been actually neglected in the equations 
(12) and (13) for fully ionized plasmas. The 
reason is that although the ions and electrons 
experience, the same friction force, the effect of 
friction on the light electrons will be much 
larger than the effect on the much heavier ions. 
In other words, since the ions are so much 
heavier, the center of mass moves approxi- 
mately with the ion velocity and thus the 
effect of f riction on the ion motion is negligible. 
The light electrons, on the other hand, can be 
influenced to such an extent that the friction 
force can balance the accelerating force in the 
electric field, so that a steady electron current 
is produced. The small magnitude of the 
influence of the electrons on the ion motion is 
also evidenced by the ratio 

co,r,,     eB m.r    m,e 

UCTC i    mt eB    »j 

Since the collision time between ions and elec- 
trons T,-,,. must equal the collision time between 
electrons and ions T,.,-, the ratio equals that of 
the cyclotron frequencies, which in turn is 
equal to the inverse ratio of the masses. In the 
presence of neutral atoms, the friction forces 
and collision times between electrons and ions 
are no longer balanced and different results are 
obtained. 

As a result of this small influence of friction 
on the motion of the ions in a fully ionized 
plasma, the ions will follow their tendency 
toward drift motion normal to electric and 
magnetic, fields more or less in the same fashion 
as in the collisionless case in figure 59-1. How- 
ever, in view of the fact that the ion Larmor 
radius is very much larger than that of the 
electrons, it can be assumed that when the ion 
Larmor radius is also much larger than the 
distance between the electrodes, the ions move 

essentially straight across the electrodes. 
Under such conditions the steady electric field 
can put energy into the electrons, which 
accelerate the ions by collisions and space- 
charo-e effects. (See figs. 59-3(a) and 59- 
3(b)'.) 

Now, a few brief remarks will be made on 
the effects of collisions on partially ionized 
plasma acceleration. Since neutral atoms have 
about the same mass as the ions, the motion of 
the ions can now be strongly influenced in con- 
trast to that of the fully ionized case. The 
accelerating force and the friction force can 
balance to give a steady ion velocity. While an 
additional equation has to be included (refs. 
8, 15, and 17) to take account of the collisions 
of ions and neutrals, there are no more funda- 
mental fine points involved than those already 
introduced in the fully ionized case Briefly, 
the influence of "ion slip" with respect to the 
neutrals adds to the generalized Ohm's law in 
equation (21)  a term, for ■mi = m<„, 

2
I^QXB) 

m/ric \ / 
\XB 

The loss due to this term is obtained from the 
-> -> 

scalar product with j.    For j perpendicular to 

B, this term becomes (ref. 15, eq. (A-4)) and 
also ref. 8, cq. (6-28)): 

Ion-slip loss Joule loss 

L j2£2 L (42) ^T". 1    ■■/. Z?2 

mm, i'l-e 

In contrast to the well-known Joule loss f/a, 
the ion-slip loss is thus proportional to the 
square of the accelerating force per unit volume 

jXB.    The ratio of Joule loss to ion-slip loss is 

2cOcTe, jtojTj, (43) 

In view of the undesirability of these extra 
losses for plasma acceleration, conditions are 
usually tailored so as to keep them small. This 
can be done in a partially ionized plasma by 
going to relatively high densities where T«,» be- 
comes small, or by using a fully ionized gas 
where T,-,„ goes to zero because of a scarcity of 
neutrals. Fully ionized plasmas are, of course, 
more easily produced at low densities. 

The so-called EM (electromagnetic) region 
(refs. 18 and 19) is frequently mentioned in con- 
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nection with plasma acceleration. This region 
applies to fully ionized plasmas and is defined 
as that region where the ion Larmor radius is 
larger than the dimensions of the apparatus. 
The mean-free path is also assumed to be larger 
than the apparatus dimensions so that even the 
electrons cannot be influenced by collisions. The 
ions can only be accelerated by space-charge 
effects. The name EM thus refers to the case 
where only electric and magnetic effects act in 
the plasma acceleration. Evidently, it is im- 
possible to have a steady acceleration under 
precisely these conditions, since as previously 
pointed out, no energy can be supplied to the 
plasma for the collisionless steady acceleration. 
However, from a practical viewpoint, a few 
collisions will alleviate this condition. 

The EM concept can, however, be applied 
precisely to a time-dependent plasma accelera- 
tion and, as will be shown subsequently, to the 
acceleration in the direction of the electric field 
of ions in a plasma in steady electric and magne- 
tic fields. 

Acceleration  Using  Hall  Currents 

Two cases are shown in figure 59-4.    Since 
in case (a) the current has a horizontal compo- 

->    -> 
nent the jXB force will be partly against the 
wall, and this effect increases with increasing 
that current component.    The  question  thus 
arises whether one could not use the undesirable 
Hall current component as the driving current 

for the jXB force per unit volume. Two ways 
of accomplishing this result exist and are dis- 
cussed in paper number 62 of this volume by 
Ellis. A discussion of a few fundamental ques- 
tions in such arrangements is of interest. In 
both cases the arrangement of electric and mag- 
netic fields will be such as to have the Hall 
current component in the azimuthal direction 
with a radial magnetic field component to give 

->   -> 
the jXB force per unit volume. 

Briefly, in the first arrangement (fig. 59-4(a)) 
the Hall current je is produced by interaction 
of a radial electric field ET and an axial magnetic 
field  component Bx; it subsequently interacts 
with the radial magnetic field component BT 

->    -> 
to give  the jXB force.    This mechanism of 
Hall  current  acceleration   was first  discussed 

by the writer in reference 20. Most of the 
further experimental and theoretical develop- 
ments have been made in some ingenious ex- 
periments and analyses at AVCO by R. Patrick 
and W. Powers (refs. 21 and 22) and by person- 
nel of the NASA Langley Research Center 
(refs. 15 and 23). It should be emphasized that 
figure 59-4(a) represents only one possible ver- 
sion of this Hall accelerator. Others are dis- 
cussed in paper number 62 of this volume. 
An analysis of the Hall accelerator in figure 
59-4(a) with emphasis on the physics of the 
mechanism is given in reference 24. 

In the acceleration method in figure 59-4(b) 
the azimuthal Hall currents je are produced by 
interaction of the axial electric field Ex and the 
radial electric field BT. This magnetic field Br 

together with je provides the driving force per 
unit volume. The acceleration is analyzed in 
some detail in the next section, as also are 
details about the magnetic-field distribution in 
figure 59-4(b). 

-IRON CORE 
SOLENOID 

IONS 

«=>tB' 
INSULATOR 

(a) Plasma Hall accelerator. 
(b)  Ion Hall accelerator. 

FIGURE   59-4.—Acceleration   of   plasma   and   ions   in 
plasma with Hall currents. 

Several questions arise the answers to which 
are    extremely   useful   in    clearing   up    the 
differences   in   the   actions   of   electric   and 
magnetic   fields.     First,   how   can   the   Hall 
current which is actually a blind current com- 

->    4 
ponent provide  a  jXB  force?    The   answer 
is that the current component is called blind 
onljr because it is normal to the axial electric 
field  through   which  energy  is  put  into  the 
electron current in the direction of the electric 
field.     However,   through  the  magnetic  field 
an electron current component in the azimuthal 
direction  is  produced.    This component can 
interact with the radial magnetic field to provide 
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a jXB force per unit volume for acceleration. 
The   azimuthal   component   of   the   electron 
current   will,   of   course,   also   provide   added 
Joule losses.    This effect is evident by per- 

-> 
forming a scalar  vector multiplication  with j 
for the generalized Ohm's law (eq. (21)); then, 

with E*=E + vXB, 

j-K-(jXB) j2 |  (o>r), 
' ^ aB 

(jXB)-j   (44) 

where the last term is zero. However, it is the 
total current density which provides Joule 
losses. Detailed studies in reference 24 indicate, 
however, that the efficiency of Hall accelerators 
based on these simple effects should be as high 
as that of the basic crossed-field accelerator. 
If it is assumed in reference 24 for the 
accelerator in figure 4(a) that current density 
and magnetic field are the same as jt and Br 

in the Hall current accelerator, then the Hall 
current which provides the driving force is 
higher than the current between the electrodes. 
The Hall current accelerators offer further 
possibilities of reduction in losses by plasma 
containment away from walls by magnetic 
fields as in a magnetic nozzle. This effect is 
rather large in the configuration of reference 22 
(similar to that of fig. 4(a)), where bulging 
current paths maintain a plasma in a supersonic 
magnetic nozzle. The final design will probably 
be a combination of Hall acceleration and 
magnetic-nozzle effects. The low efficiencies 
calculated in reference 25 are based on the 
choice of a configuration of electrodes and 
magnetic fields where in the limit of large 
{O>T)C the current across the electrodes cannot 
cross the magnetic field lines. Thus dissipation 
rather than acceleration is mostly obtained. 
With proper choice of configuration (ref. 24), 
this problem can be avoided with resulting 
higher efficiencies. 

Theory for Acceleration of Ions in a Plasma 
With  Hall  Currents 

In the conventional ion accelerator, the ions 
are accelerated in the absence of electrons and as 
a result, according to Chihls law, the ion current 
is limited by space-charge effects. A discussion 
of sucli acceleration is given in paper number 

48(c) "Electrostatic Thrustors" by Warren D. 
Rayle. One way to overcome the space-charge 
limitations for conventional electrostatic ion 
accelerators is to accelerate the ions inside of a 
plasma in the presence of electrons. Naturally, 
as in the conventional ion accelerator, the ions 
emereino- from the accelerator must be neutral- 
ized by electrons. 

The concept of ion acceleration in plasmas 
was first described in the work of a A. Braten- 
ahl, S. Janes, and A. Kantrowitz from AVCO 
(ref. 26) as a means for boosting the accelera- 
tion in a traveling wave accelerator through 
superposition of an axial electric field. No 
direct mention was made of the action of azi- 
muthal Hall currents. The classification of this 
system of ion acceleration under Hall current 
accelerators has emerged only gradually. A. 
Sutton in a review of plasma accelerators (ref. 
25) discussed a Hall current accelerator with 
longitudinal electric field and compared its 
efficiency with that of a conventional crossed- 
field accelerator. The physical aspects of this 
system as an ion accelerator and of the motion 
of the electrons, however, were not brought out. 
Detailed descriptions of the acceleration as a 
steady Hall current ion accelerator with axial 
electric field and radial magnetic field were 
given at a meeting on magnetoplasmadynamics 
held at the Langley Research Center in April 
1962, where discussions of Hall current ion 
accelerators were given by G. R. Seikel and E. 
Reshotko from the NASA Lewis Research 
Center, by G. L. Cann from Electro-Optics, 
Inc. and by R. V. Hess, J. R. Sevier, and R. N. 
Rigby from the Langley Research Center. At 
a later date, results of their investigations ap- 
peared as references 27 to 29. F. Salz, R. G. 
Meyerand, and E. C. Lary from United Aircraft 
have performed fundamental experiments 
coupled with analysis on such a system (refs. 
30 and 31). So have Janes, Dotson, and Wilson 
from AVCO (ref. 19). J. S. Luce and J. W. 
Flowers from Oak Ridge National Laboratory 
have discussed use of an energetic arc confined 
in an axial magnetic field for ion acceleration 
in a plasma (ref. 32). Some communications 
from J. S. Luce, now with Aerojet General, 
Nucleonics, point to certain common features 
with ion Hall accelerators. 
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The following analysis of the Hall current ion 
accelerator is of a similar form as that given by 
the writer and J. Sevier at the meeting on 
magnetoplasmadj'namics held at the Langley 
Research Center, with added remarks con- 
cerning the physical mechanism. Assuming 
the use of a fully ionized gas and steady state 

acceleration,  that is E and  B  constant, the 
"generalized Ohm's law" explicitly expressed in 

terms of the current density j (eq. (37)) is 

and 

1 + 0 
— \E* 

B (E*X Ä] (45) 

Expressing j in coordinate form yields 

Jr- ! + (*"-)? 
and 

J: x   l + («r)! 

[vxBT-(uT)e(Ex-v,Br)]    (46) 

[{Ex-v,Br) + (Ur)evxBr]    (47) 

The jXB force per unit volume is 

3>Br=J 
aBr 

+ («r)? M,-W,(£-tA)]   (48) 

It is indicated that in addition to the axial 
motion vx, the possibility of a rotational motion 
ve exists. For the present purpose this rota- 
tional motion is ignored by assuming that the 
Larmor radius of the ions is much larger than 
the length of acceleration. If this were not the 
case, other methods would have to be tried to 
prevent the ions from going into azimuthal 
drift motion normal to Ez and BT, since the 
azimuthal Hall current would tend to be 
sacrificed. The direction of rotation can be 
reversed by making the ions travel through 
reversing magnetic fields as indicated, for 
example, in figure 59-4(b). The jeBr force 
per unit volume is in the same direction for 
reversed Br, since je is also reversed. Use of 
one to several magnetic field reversals through 
arrangement of several solenoids to form a 
series of magnetic cusps is discussed in refer- 
ences 19 and 27 to 29. The nature of accelera- 
tion for large values of (UT), is of interest. 
Then, assuming ««—»0, 

.        VvxBr      Ex ~| 
Je^a-    -.—V2 — T—T (49) 

•   rE* i v*B*~\ 3X       al^)V^T).\ 
(50) 

Using the expression 

a—— T. 
me 

there results 

Je- -ne 
E* 
BT 

and 
jz=ne(Vi,x—ve,x) = nevx 

(51) 

(52) 

Now vx is the velocity of the center of mass, 
which for a fully ionized plasma is, as can be 
seen from equation (16), essentially the velocity 
of the ions. The current jx is proportional to 
the difference in the velocities of ions and elec- 
trons; thus, 

jx=fie(v(,x—ve,x)^'nevtx, thus ve,x-Mi    (53) 

Also, since the ion velocity in the azimuthal 
direction is assumed to be zero, 

je=ne(Vij—ve,e)->~nevej (54) 

For the sake of completeness the equation of 
motion, which for the fully ionized plasma is 
about the same as that for the ions, is given: 

nmt^=(jXB)x=-j,Br = neEx     (55) 

Let us summarize the results. The equations 
of motion for the fully ionized plasma as a whole 
and of the individual particles yield in the 
collisionless limit of large (GUT)«, and corre- 
spondingly large (COT), values the following- 
results. The velocity of the electrons ve in the 
axial direction approaches zero (eq. (53)) and 
the full drift velocity is attained in the azi- 
muthal direction (eqs. (51) and (54)). The 
magnetic field exerts a force per unit volume 
—jeBr (eq. (55)), which nearly stops the 
electron motion; thus in the center of mass 
system which moves with the ions this force 
points in the positive direction. The axial 
current is a pure ion current (eq. (53)). The 
acceleration of the ions is in the direction of the 
axial electric field (eq. (55)). 

The magnetic field by nearly stopping the 
axial electron motion has performed the func- 
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lion of unbalancing the equal and opposite, 
forces on the electrons and ions exerted by the 
axial electric field. The electric field, which 
usually puts only energy into the plasma, can 
now put momentum in the plasma through the 
ions. 

The very fundamental question arises as to 
what is the true function of the, magnetic field 
and the, jo/?,- force per unit volume, in providing 
a thrust on the apparatus. Since a thrust con- 
stitutes an integrated effect of the forces acting 
in the, system, it does not matter where the elec- 
trons are, stopped in the apparatus, as long as 
they are, being stopped so that the directed 
energy of the, ions can be used for thrust. To 
bring out certain fundamentals, assume for the 
moment that the plasma is fully ionized and 
collisionless. If no magnetic, field were applied, 
a thrust would be obtained by having the axial 
motion of the electrons stopped by the anode, 
while the ions escape, through the cathode. 
Without, a magnetic field the electrons can gain 
very high velocities in the electric field and 
would cause considerable energy loss and thus 
a reduction in efficiency. The possibility, of 
course, exists of using the anode as the ion 
source so that the actual waste of energy is 
greatly reduced, since the ions have to be pro- 
duced somewhere. 

The avoiding of a possible energy loss is, 
however, only one, reason for the use of the 
magnetic field. Another lies in the fact that 
without the magnetic, field it is difficult to build 
up a potential inside of the plasma, which is 
necessary to accelerate, the ions. The reason is 
that since charge, continuity must, be preserved, 
for electrons and ions, 

nrevr=Cx 

and 
nievi — C? 

their respective charge densities will be high 
when their velocities are low and low when their 
velocities are high. As a result, large differences 
in charge densities will exist, near the electrodes. 
Thus the Debye distance d (eq. (27)) is small, 
and the plasma beyond a reasonable multiple 
of this distance will be shielded from the volt- 
age drop across the electrodes. In other words, 
the voltage, drop will be restricted to thin 
sheaths near the electrodes and the ion accelera- 

tion, as well as the electron acceleration, occurs 
inside the sheaths. As ,a result, the ions could 
lose some axial thrust at the cathode. 

The function of the magnetic field is to dis- 
tribute the voltage drop over the whole plasma. 
This is accomplished by slowing clown the elec- 
trons so that, according to the laws of charge 
continuity, the charge density of the electrons 
can build up. Thus, in a manner of speaking, 
a sheath is distributed along the axial direction 
of the accelerator furnishing a distributed 
potential drop for accelerating the ions. This 
distributed potential drop is not in conflict with 
the definition of a plasma, where nc^n%. The 
reason is that, as pointed out in the discussion of 
Gauss's law (eq. (11)), only a very small per- 
centage of charge unbalance, as compared with 
the total charge concentration, is necessary to 
produce large electric fields inside of the 
plasma. 

Words of caution are necessary in relating 
the stopping of the electrons in the axial di- 
rection by the magnetic field to the establish- 
ment of a charge distribution, which in turn 
yields the electric fields for ion acceleration in- 
side of the plasma. If one were to state merely 
that the charges are stopped without stating 
how they are stopped, the law of charge con- 
tinuity would offer no answer to the nature of 
the charge distribution. A determination of 
the magnetic field configuration to yield the 
optimum charge distribution for ion accelera- 
tion would require simultaneous solution of the 
equations of motion of the ions, Gauss's law, and 
the law of charge continuity. 

The question has also been asked whether the 

Hall ion accelerator is a jxB accelerator or an 
electrostatic accelerator. For the collisionless 

case where ~jxB and nrE are equal, this be- 
comes a question of semantics. Of course, it 
must be kept in mind that without magnetic 

field, the electric field E would not be properly 
distributed in the plasma. 

Where collision losses, especially those due to 
ionizing collisions, are included, the electro- 
static effect, will no longer be a direct measure 
of ion acceleration, since the electric field or 
the voltage drop across the electrodes must also 
overcome these losses.   The jeB,- force per unit 
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volume will be a true indicator of the accelerat- 
ing force on the system. The losses are 
discussed subsequently in the section "Volt- 
age-Current Characteristics of Hall Ion 
Accelerator." 

PLASMA PHYSICS OF ELECTRICAL DISCHARGES 
IN  MAGNETIC  FIELDS 

Thus far, the kinematics and dynamics of 
plasmas in electric and magnetic fields have 
been treated. In the sections that follow em- 
phasis will be given to the effect of a magnetic 
field on the electrical conductivity, ionization, 
and complete discharge characteristics. 

General Effect of Magnetic Field on Electrical 
Conductivity 

If the Hall current is permitted to flow (fig. 
3(a)), the current between electrodes is given 
by equation (40) 

. aE*7 
h     1 +   (ur)l 

The conductivity is thus effectively reduced 
by the factor shown in equation (40). Take 
the case of large magnetic fields where (cor)c>>l 
and use <r in the form 

nee
2 

a—  
mv 

without a magnetic field, where v=\\r. With 
w = eB/me, then with a magnetic field, 

CöX = 
menev 

'  B2 (56) 

The current density in a strong magnetic field 
is 

■    nemK   „_ 
3v= B2 

Thus the dielectric storage effect is again 
found in a strong magnetic field (eq. (7)), 
this time for the electrons and modified by 
collisions. 

It is evident that in the presence of a strong 
magnetic field an increase in collision frequency 
v will help the electrical conduction by reduc- 
ing the dielectric storage effects, whereas with- 
out the magnetic field an increase in v lowers the 
conduction.   In other words without collisions 

the electrons would be forced to go into drift 
motion normal to the electric and magnetic 
fields and collisions help them to move in the 
direction of the electric field. 

Electrical   Conductivities   in   Partially  and   Fully 
Ionized Plasmas Without Magnetic Fields 

The collision frequency in the electrical con- 
ductivity a can be expressed in the form 

v=-=c(nnQe,n+neQe,i) 
A 

(57) 

where ~c is the mean thermal velocity, A the 
mean free path as defined in reference 10, page 
105, n„ and nc are the concentrations of neu- 
trons and electrons, Qe,n the collision cross sec- 
tion of electrons with neutral atoms, and Qe,i 
the collision cross section of electrons and ions. 
The value of Qc,n is very difficult to determine 
theoretically as it depends on the detailed elec- 
tric structure of the atom. Since the positive 
and negative charges are balanced in an atom, 
the electron will have to approach very closely 
to feel the presence of the atom. Analysis of 
the interaction requires a quantum mechanics 
approach which may become very complicated; 
thus one often relies on experiments. The elec- 
trons and ions act as single poles and, as such, 
they can also make fairly close collisions, but 
the long-range effect of large-angle scattering 
effects due to many small-angle scattering ef- 
fects can become very important in a plasma 
where many particles are present. 

The elementary electrostatic laws inherent 
to the short-range as well as long-range electro- 
static interactions are next briefly discussed. 
For the detailed picture, see, for example, ref- 
erence 7 (page 249), and reference 1; for a sim- 
plified version, see reference 2. The force be- 
tween two charges is inversely proportional to 
the square of the distance and the mutual po- 
tential is inversely proportional to the distance. 
At the point of closest approach of the charges 
their distance is of the order of the effective 
radius of the charge influence. The collision 
cross section is of course proportional to the 
square of this radius. As a result the collision 
cross section is inversely proportional to the 
square of the potential energy. Expressing the 
interaction in terms of thermal energy instead 
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of potential energy yields the result that the 
so-called "Coulomb" collision cross section 

QcCC y>2 (58) 

is inversely proportional to the square of the 
temperature. Since the mean thermal velocity 

c is proportional to 7'1/" (eq. (27)), the collision 
frequency for a given ionized particle density 
nc is 

VcOZ7pJ-2 
(59) 

For a partially ionized plasma, when the col- 
lisions of electrons and neutrals predominate, 
for a given v„ and Q,,,,, 

v^n/r'2 (60) 

The constancy of Q,-,» is thereby a carry-over 
from the elastic-sphere approach of kinetic 
theory. Actually, Q,,„ may decrease or increase 
with temperature, in a temperature range be- 
fore coulomb collisions become important (re- 
lated for example to the Ramsauer effect, ref. 
33, which requires a quantum-mechanics ex- 
planation). For the present purpose <?,.,» is 
assumed to be independent of temperature; this 
condition would also hold for the billiard ball 
approach of classical kinetic theory. 

It must be strongly emphasized that use of 
the collision cross section Q,.j for fully ionized 
plasmas does not necessarily imply that the 
plasma has to be fully ionized. This is espe- 
cially true if a plasma tends to become ionized 
at comparatively low temperatures and thus 
the collision cross section between electrons 
and ions begins to dominate when the percent- 
age of ionization is very small. 

The conductivity a for Coulomb collisions is 

(T,.=    OC  1 -'•' 
7)1 V 

(61) 

whereas, for collisions of electrons with neutral 
atoms. 

"''' T-V- (7 a OC  1       ' 
n„ 

(62) 

For the Coulomb conductivity the concentration 
of charged particles thus has cancelled out, ex- 

cept for a weak dependence in a logarithmic 
term related to the long range interaction ef- 
fects, this term is not included here, but can 
be found in the basic texts (ref. 1 to 11). 

The fact that the Coulomb conductivity de- 
pends only weakly on the particle density is not 
surprising if classical kinetic theory for a gas 
consisting only of one species of atoms is con- 
sidered. There, the transport coefficients such 
as viscosity or thermal conductivity are inde- 
pendent of density but solely dependent on tem- 
perature. It can be considered that for charged 
particles or Coulomb interactions the particles 
act alike in spite of their different masses be- 
cause the interaction effects are based on the 
like charges of the particles. 

Electrical   Conductivity   of   Fully   and   Partially 
Ionized  Plasmas in  Magnetic Fields 

As shown in equation (56), the conductivity 
of a plasma across a magnetic field B is given 

by 
 men,,v 

For a fully ionized plasma, if v„ is taken from 
equation (59) 

n; 1 
(0B±)c<x: J13/2 ß2 (63) 

whereas for a partially ionized plasm« with v„ 
taken from equation (60) 

(<rBx)»oc^ r« (64) 

assuming that the collision cross section Q,-,„ re- 
mains constant with varying T. Note that the 
coulomb conductivity across the magnetic field, 
(<7BL)C, depends now also on the charged par- 
ticle density. The magnetic field by acting 
differently on electrons and ions, has reduced 
the effect of equality of particles with like 
charges, on which was based the strong de- 
pendence of o> on temperature. 

Effect  of  Finite  Extensions  of  Electrodes  on 
Electric Conductivity in  Magnetic  Fields 

In AVCO*s work  (ref. 34)  the interesting 
result  was  shown  that  if the magnetic field 
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lines are made to extend beyond the electrode 
region, the currents will not flow straight across 
the magnetic field but will bulge in the direc- 
tion of the magnetic field lines. The bulging 
of the current is related to the fact that the 
electrons like to move (in a corkscrew motion) 
along the magnetic lines when there are com- 
paratively few corresponding collisions, that 
is (OJT),. is considerably larger than 1. The 
ratio of the azimuthal Hall current density to 
the radial current density is as in the case of 
infinite electrodes (eq. 40)) 

Je     ,     N 

JT 

For the limiting case of very short electrodes, 
the radial current density is credited to F. J. 
Fishman in the appendix of reference 34. 

Jr 
aEr 

Vl + («r)2 
(65) 

for infinite electrodes.    For very strong mag- 
netic fields this implies 

.     aEr   ne „ 
cor     n 

(66) 

The electrical conductivity normal to the 
magnetic field thus becomes independent of col- 
lisions in this limit and is the same for fully 
and partially ionized plasmas (using the su- 
perscript / for finite electrodes). 

('B±Y= 
ne 
B 

(67) 

Then, jT= — °    ^T> where  the  dielectric  effect 

in   a  strong magnetic  field   again   makes  its 
appearance. 

One should be reminded that also for diffu- 
sion in magnetic fields important effects are in- 
troduced by finite dimensions of the apparatus, 
related to the tendency of electrons to move 
along magnetic lines for high values of (wr)(.. 
This so-called Simon diffusion (for example, 
refs. 9 and 22) has, however, different reasons 
from those discussed here. 

Conductivity and Voltage Current Characteristics 
of Electrical Discharges in Magnetic Field 

The development of the expressions for elec- 
trical conductivity show that aside from its di- 
rect dependence on the magnetic field it de- 
pends also on the electron concentration nc (or 
on the ratio of nc/n„, where n„ is the concen- 
tration of neutral atoms) and the temperature. 
The form of the dependence, however, depends 
on the magnetic field. 

No mention has been made of the possible 
valuation of these parameters under variation of 
electric field. Such a constancy of the param- 
eters can be enforced, for practical cases, by 
introducing, into the crossed electric and mag- 
netic fields, a plasma of a given ionization 
whereby the function of the discharge is just to 
keep the parameters constant. Furthermore, it 
could be assumed that the cathode is thermion- 
ically emitting so that only slightly higher elec- 
tric fields are required to produce the electrons 
necessary for ionization. 

From a practical viewpoint it is not only of 
interest that these parameters are constant but 
how much energy need be supplied by the elec- 
tric field to keep them constant. Also, it is im- 
portant to know how each parameter varies with 
an increased energy input; for example, it is of 
great practical importance how the electron con- 
centration nv may be increased without exces- 
sive increase in the temperature T. 

Much useful information about the behavior 
of a discharge can be gained from its voltage- 
current characteristics. Since no attempt will 
be made to develop a general theory on this in- 
volved matter, examples from some recent re- 
search developments at NASA and elsewhere 
will be given. 

Voltage Plateaus for Widely Differing Discharges 
in Magnetic Fields 

Experiments have shown that a large number 
of arc discharges without magnetic fields have 
negative voltage-current characteristics. This 
result is clue to the fact that when the discharge 
just begins to become ionized, very rapid ioniza- 
tion processes can occur; these processes increase 
rir very rapidly so that the discharge may re- 
quire only a low temperature and low electric 
field or voltage to furnish an increased current. 
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As the ionization of the plasma increases and 
the electrical conductivity changes from that of 
ii partially ionized plasma (eq.  (62)) 

to th 
the ( 

ne rp- 

n„ 

ill of a more highly ionized plasma, where 
'oulomb collisions predominate (eq. (61)) 

<rcocT3/2 

The voltage must increase, therefore, to increase 
the current when the increase in temperature 
is not large. The existence of a positive volt- 
age-current characteristic for discharges with 
predominant Coulomb collisions has been ob- 
served in reference 35 at atmospheric pressure 
and in reference 21 at pressures from 10 to 100 
mm ITg at very high curents. In view of the 
fact that, in changing from a partially to a more 
highly ionized plasma, the voltage-current char- 
acterislic can change from negative to positive, 
a voltage plateau can occur without a magnetic 
field. 

Arc discharges in fairly well ionized plasmas 
of pressures from 1 to 100 mm Hg in magnetic 
fields up to 13,000 gauss with currents up to 270 
amperes have been produced in experiments by 
W. Grossmann, Jr., at the Langley Research 
Center. The electric, field is in the radial and 
the magnetic field in the axial direction. In 
these experiments a constant voltage with in- 
creasing current was observed. Measurements 
by researchers at AVCO (ref. 34) and at Lang- 
ley for a, similar discharge indicate the existence 
of Hall currents. For both experiments using 
tungsten cathodes uniform disk discharges were 
observed; more about these results are given 
in paper number 62 of this volume by M. C. 
Ellis. A report on the, existence of the voltage 
plateau and its possible interpretation was given 
in a joint paper by W. Grossmann and the 
writer (ref. 23). In AVCO's work the existence 
of a "voltage plateau" was not explicitly recog- 
nized. It can, however, be obtained by replot- 
ting figure 8 in reference 34. A brief analysis, 
performed by Philip Brockman at the Langley 
Research Center, using the assumption that a 
large share of the power goes into rapid ioniza- 
tion has indicated this same result. 

Since the plasma is fairly well ionized the 
question arises: how can the ionization affect the 
conductivity and the voltage-current character- 
istics, since the Coulomb conductivity without 
the magnetic field shows only a temperature 
dependence ? As indicated from the expressions 
of the conductivity in a magnetic field in the 
Coulomb range (eq. (63)) 

(CBX)C<X J>3/2  ß2 

or for the finite electrode case (eq. (67)) 

/ \f     ,^» 
(.<?B_L)'cCß 

in the presence of the magnetic field, an increase 
in ionized particles can affect the conductivity. 
Thus, a voltage plateau with increasing current 
due to rapid ionization processes can occur. 

It should be emphasized that voltage plateaus 
have been also observed under vastly different 
conditions. For example, the well-known 
Alfven-Fahleson voltage plateau (refs. 36 and 
37) in an apparatus of similar geometry occurs 
for very low densities under conditions where 
the ion Larmor radius is smaller than the gap 
between electrodes. As a result the ions per- 
form azimuthal drift motion normal to the 
radial electric field and the axial magnetic field. 
The electron cm-rents are assumed to be small. 
The ions transfer their drift energy via the 
electrons which in turn use it to rapidly ionize 
the neutral atoms. The latter move slowly in 
view of their collisions with the apparatus 
wall.    (See also analysis in ref. 38.) 

The reason for the voltage plateau in the 
present case is vastily different since the ions are 
not set into collisionless drift motion, the densi- 
ties being much higher. The energy for ioni- 
zation is fed into the plasma directly by the 
electrons. A detailed analysis of this discharge 
including radiation effects and possible non- 
equilibrium ionization effects clue to electron 
temperatures in excess of atom temperatures is 
being performed by H. Hassan at North 
Carolina State College under contracts to 
NASA. (For a discussion of such nonequilib- 
rium effects, see ref. 39.) 

The voltage plateau noted by both the 
Alfven-Fahleson research and by research at 
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Langley are related to rapid ionization processes 
in plasmas. The energy is fed rapidly into ioni- 
zation, while the ionization is still too low to 
put the plasma as a whole in rotation. Once 
the ionization becomes high enough and begins 
to be saturated, energy can be put into acceler- 
ating the plasma with a resultant voltage in- 
crease and the establishment of a positive 
voltage-current characteristic. 

Recently a voltage plateau was also reported 
for a fully ionized rotating plasma in the Ixion 
(ref. 12, part II). The reasons for this volt- 
age plateau are vastly different. Apparently 
the rotating plasma reaches a velocity limit 
due to friction with the walls. As a result it 
can no longer be accelerated and the voltage 
reaches a plateau. 

Voltage-Current Characteristics  of Hall 
Ion Accelerator 

In the discussion of the Hall ion accelerator 
a fully ionized collisionless plasma was assumed 
corresponding to values («T)C approaching 
infinity. For practical situations, of course, T 

is finite. To analyze the effects of collisions 
one could adopt the viewpoint that the ionized 
plasma has been freely provided and that not 
much energy is required to maintain it. Since 
the matter of concern here is with fully ionized, 
almost collisionless plasmas for ion acceleration, 
if possible with a negligible amount of neutral 
atoms, the operation must be at considerably 
lower pressures than 1 mm Hg. While it is 
often easier to produce higher ionization at 
low pressures just because there is less gas to 
ionize, it is also more difficult to maintain it 
because of greater losses to the walls unless, of 
course, the plasma is kept away from the walls 
with magnetic fields. In the basic experiment 
performed by E. N. Eigby (ref. 29) of the 
Langley Eesearch Center and continued by 
E. H. Weinstein, a radial magnetic field was im- 
posed across an axial discharge (with the use of 
a flux concentrator in the center as shown in the 
schematic drawing in fig. 59-4(b)). The pur- 
pose was to see what happens when the jdBr 

interaction is optimized with a pure radial 
magnetic field B, with expected penalties in 
losses.    A similar configuration was used in 

reference 31, however, without reversed mag- 
netic fields along the axis. 

From the previous discussion better under- 
standing of the practical implications in relax- 
ing the collisionless fully ionized state is 
possible. For this case the only energy required 
is that for accelerating the ions. No energy 
is supplied by the axial electric field to the 
azimuthal electron current je because without 
elastic collisions and without requirements on 
the electrons to perform ionizing or inelastic 
collisions, they do not require an energy input 
in the steady state. In order to provide steady 
energy for ionization an axial current will, 
however, need to exist. Through it some 
energy is also fed into heat, some of which is 
lost to the wall. 

In the experiments, which will be discussed in 
more detail by M. C. Ellis (paper number 62 
of this volume), an increase of voltage was re- 
quired for a current increase. The slope of 
the voltage-current characteristic increases with 
increasing magnetic field and decreasing pres- 
sure. The slopes are too steep to suggest the 
effect of axial or azimuthal velocity (through 
vxBr or vsBT) responsible for the main effect in 
the increase of Ex (seeeqs. (46) and (47)). The 
increasingly positive voltage-current character- 
istic with increasing magnetic field can be ob- 
tained from equations (63) and (64) for the 
conductivity a- by assuming that the electron 
concentration ne and the temperature T do not 
vary much as voltage and current are increased. 

The important fact is that if approximately 
constant values of ne and T can be shown to 
exist over a wide variety of slopes of the voltage- 
current characteristics, the slopes will be solely 
a function of the magnetic field. (Of course 
careful measurements of ne and T over a wide 
variety of conditions are important.) Assuming 
that the discharge covers the same cathode 
area for increasing magnetic field, the electric 
field-current density characteristic can be sub- 
stituted for the voltage-current characteristics. 
There follows, when no current bulging is pos- 
sible as in the Hall ion accelerator, with (<rBx)c 

from equation (63): 

Ex 

(<tBl.) 
xB2 
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Experiments in   the low pressure range  at 

high (cor)c indicate a slope proportional to B. 
This could be the result of current bulging 
along the magnetic field lines, since using the 
conductivity from equation (67) would result in 

ET 1 

However, the experimental arrangement in 
the Hall ion accelerator does not encourage cur- 
rent bulging.    Thus, there must be different 

-> 
reasons for the linear dependence on B of the 
slope   of   the   voltage-current   characteristic. 
They will be discussed in the following section. 

First, a few remarks about the significance 
of Hall current measurements are important. 
As previously mentioned the voltage gradient 
or electric field Ex along the axis of the device 
is no longer responsible solely for the accelera- 
tion of the ions but must also furnish the energy 
to overcome losses due to ionization or heating. 
The electric field along the axis and the voltage 
drop across the electrodes will thus be higher 
than that required for acceleration. A meas- 
urement of the voltage variation along the axis 
will as a consequence not be an explicit measure 
of the directed energy put into the ions. The 
je^r force per unit volume, however, actually 
represents the true accelerating force. Meas- 
urement of the Hall current in the azimuthal 
direction thus is desirable for a knowledge of the 
distribution of accelerating forces along the 
accelerator. Measurements of both je and Ex 

can, of course, furnish important information 
concerning the losses. Hall current measure- 
ments have been performed by R. N. Rigby (ref. 
29) and have been continued by R. H. Wein- 
stein, J. Burlock, and T. M. Collier of the Lang- 
ley Research Center. 

Effect of "Plasma Turbulence" on Electrical Con- 
ductivity and Voltage-Current Characteristics 
in a Magnetic Field 

The problem of "turbulent" or anomalous dif- 
fusion has become one of the most critical prob- 
lems of plasma physics. (It is noteworthy that 
the turbulence in plasmas is not the same proc- 
ess as in fluids). On its avoidance depends the 
success of thermonuclear fusion.    The prob- 

lem is essentially that whenever deviations from 
a quiescent plasma state occur, the tendency 
exists for a diffusion more rapid across the mag- 
netic field than that determined by the classical 
result (see refs. 1 to 11) 

D 
D 

BL- l + (wr)J 
(68) 

where D, the diffusion coefficient, say for elec- 
trons, can be expressed by 

D=C3XE=Ca\
2v (69) 

in the presence of a strong magnetic field by 
making the proper substitutions 

D D 1     D 
B±- {WT)1    e2X2 B2 =CA. (70) 

It has now been found (refs. 1 to 11) that 
for anomalous or turbulent diffusion, the diffu- 

-» 
sion is inversely proportional to B 

(DB±\ -a D 
B 

(71) 

instead of being inversely proportional to B2. 
This relation is the so-called Böhm diffusion. 
The reason for such behavior is, roughly, that 
amplified oscillations occur in the plasma and 
produce electric fields normal to the magnetic 
lines; as a result a drift motion occurs across 
the magnetic field.    Since such drift motion is 

-> 
inversely proportional to B (and proportional 

-> 
to E), a diffusion coefficient inversely propor- 

-> 
tional to B instead of B2 is established. 

It has long been known that discharges across 
magnetic fields can maintain much higher 
currents than would be expected on the basis of 
the classical law that suggests a conductivity in- 
versely proportional to B2. The operation of 
the PIG (Phillips Ionization Gage) discharge 
at low pressures has shown such behavior (see 
also refs. 40 and 41 for more recent work). A 
study of a PIG discharge with radial electric 
and axial magnetic fields was made at the Lang- 
ley Research Center (ref. 15), and the mecha- 
nism for oscillations was studied. In the axial 
discharges with radial magnetic fields, oscilla- 
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tions were observed by researchers at AV'CO 
(ref. 19), at United Aircraft (refs. 30 and 31), 
and at the Langley Research Center (ref. 29). 

For determination of the "turbulent" elec- 
trical conduction in a discharge crossing a mag- 
netic field, the voltage-current characteristic 
again offers a very useful tool. For turbulent 
conduction oscillating electric fields can build 
up in the azimuthal direction superposed on the 
Hall current (refs. 15 and 42, for a possible 
amplification mechanism), which together with 
the radial magnetic field permit a drift of the 
electrons along the axial direction. As a re- 
sult the axial current is given by 

with 

Ex jx=aßnee ~ 

jz=(^Bx)tuvbEz, 

.      _aßnee 
\ffB±)turb—     n 

(72) 

(73) 

This expression is found in reference 43  (see 
-> 

also ref. 44).    (In these references B is axial 
-> 

and E is radial.)    In this expression the nature 
of the drift is included by the inverse propor- 
tionality of the electrical conductivity to Br. 
The effect of the azimuthal electric field oscilla- 
tions producing the enhanced conduction across 
Br is included by a factor a; the factor ß 
depends on the particular geometry. 

Assuming that nc, a and ß do not vary much 
with increasing currents, the slope of the volt- 
age characteristic is then 

Ex <xBr (74) 

This fits the variation of the slope of the volt- 
age-current characteristics in the Hall ion ac- 
celerator for low pressures given in reference 
29. Such fit was also found by researchers at 
AVCO (ref. 19) and United Aircraft (ref. 31). 
It thus appears that we are dealing with turbu- 
lent electrical conduction. 

The question arises of how to reduce this 
turbulence. One way as pointed out in ref- 
erence 19 is to use truly well-ionized plasmas. 
Then the magnitude of axial electron currents 
to maintain the energy input through the axial 

electric field is reduced. The axial electric field 
required to feed the ionization energy into the 
plasma, feeds it also into the oscillations. Thus, 
for proper injection of a fully ionized fast 
moving plasma the possibility exists of keeping 
the oscillations and the turbulence down. An- 
other way is to operate a Hall accelerator at 
higher pressures as is done for the Hall accelera- 
tors with radial electric fields. Such an ap- 
proach is also used for the Hall ion accelerator 
by G. Cann (ref. 28) and in some of the con- 
figurations used at the Langley Research Cen- 
ter. Another possibility arises by using a time- 
dependent reversal of the radial magnetic field 
with resulting reversal of the azimuthal elec- 
tron motion to delay the growth of instabilities. 
This concept is suggested by recent experiments 
in ref. (45), indicating that instabilities of a 
magnetically confined discharge could be de- 
layed by rapid current reversals; this, how- 
ever, would be detrimental to propulsion. A 
many-phase traveling magnetic field rotating 
around the annulus would cut down the occur- 
rence of zero magnetic field, but it may also 
prevent the electrons from oscillating back and 
forth if they are tied to the rotating magnetic 
field. The use of externally imposed waves has 
also been suggested. 

Finally, attention should be drawn to the 
coincidence that the slope of the voltage-current 
characteristic for turbulent electrical conduc- 
tivity (eq. (73)) is inversely proportional to 
B, but the slope for nonturbulent conductivity 
with current fringing along the magnetic lines 
(eq. (67))'is also inversely proportional to B, 
but for vastly different reasons. In this con- 
nection details of the experimental arrangement 
in reference 43, for which turbulent conduction 
and diffusion laws have been established, is of 
interest. A highly ionized plasma is produced 
in an axial discharge which is confined by an 
axial magnetic field. Perpendicular to this field 
a small current is drawn to an auxiliary ring 
electrode. Since the ring electrode is of finite 
dimension, a slight possibility exists of some 
current bulging in the direction of the magnetic 
field lines, although the other electrode is the 
long discharge plasma. In references 43 and 
44, however, the turbulent noise level is also 
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checked and apparently the theory of turbulent 
conduction or diffusion is well established. It 
is also of interest that in reference 43 a current 
actually drawn from the main plasma is used 
to check the effects of plasma turbulence in the 
presence of a magnetic field. The implication 
is given that similar turbulent laws should ap- 
ply to diffusion across the magnetic field. The 
idea is that although there exist differing mech- 
anisms for the production of turbulence, the 
actual effect of the fully developed turbulence 
should give a voltage-current slope inversely 
proportional to B. Since there are a variety 
of macroscopic and microscopic amplification 
mechanisms (see discussion on stability in ref. 
7 and ref. 46) in the plasma with different indi- 
vidual character, the final answer is not yet 

quite clear although large-scale turbulence is 
known to decay to small-scale turbulence. 

FINAL  REMARKS 

The purpose of this paper is mainly to point 
out that a profound knowledge of the deeper 
implications of known aspects of plasma physics 
or measurement techniques is necessary before 
experimental results can be attributed to anom- 
alous effects. The history of plasma physics is 
full of such situations. On the other hand, once 
new effects are discovered they can be found in 
many situations; the field of plasma "turbu- 
lence" is a good example. On both counts the 
role of the university which combines teaching 
with research is of great importance. 
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SUMMARY 

A theoretical study has been made of the electric 
drag forces acting, as a result of the electric charge on 
the sphere, on a spherical satellite in free-molecule 
flow in the upper atmosphere. The analysis has been 
applied to a 4-meter-diameter earth satellite at an 
altitude of 1,500 kilometers. The calculations have 
yielded charge-density distribution and potential dis- 
tribution in the sheath, the ion trajectories, the in- 
creased ion-impact drag, the ion-scattering drag, and 
the induction drag due to the earth's magnetic field. 
These three electric drags total about 3y2 percent of 
the drag of the uncharged sphere for average condi- 
tions between maximum and minimum of sunspot 
activity. The percentage would be approximately 
doubled at the maximum and approximately halved 
at the minimum. 

INTRODUCTION 

This paper describes one of the applications 
of plasma physics and magnetohydrodynamics 
in space research. 

One of the uses of artificial earth satellites is 
the determination of the density of the upper 
reaches of the earth's atmosphere.    Explorer 

IX (1961 Delta 1) is a satellite that was placed 
into orbit by the NASA in February of 1961 
for the purpose of measuring the density of the 
atmosphere. It is a 12-foot-diameter hollow 
lightweight sphere that was constructed of two 
layers of thin plastic and two layers of alumi- 
num foil and was inflated after being placed in 
orbit. This satellite is rather large, yet of small 
mass, and its orbit is considerably affected by 
the aerodynamic drag exerted by the atmos- 
phere. From the observed effect of this drag 
on the orbit, the density of the atmosphere at 
least at the altitude of perigee, which is about 
700 kilometers, can be inferred. 

The upper atmosphere of the earth, however, 
is a plasma, and electrostatic and electromag- 
netic interactions can take place between the 
plasma and the satellite, the outer layer of 
which is a metal and carries a charge. These 
interactions cause drags on the satellite that are 
additional to the conventional aerodynamic 
drag that occurs in an un-ionized environment. 
Although these additional drags may turn out 
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to be small, as they do in the present case, it 
seems advisable to calculate them in order to be 
able to take them into account in the determi- 
nation of atmospheric density. 

A number of papers are available on the sub- 
ject of the electric drag of satellites (refs. 1 to 
8). Some of the analyses apply, however, only 
to charged bodies that are small compared to a 
Debye length, and for an altitude of 1,500 
kilometers (the altitude used herein as an ex- 
ample) the Debye length is only 3 centimeters. 
In some of the analyses the satellite is assumed 
to be charged to many tens of volts, whereas in 
the case to be considered herein the potential of 
the satellite is only a fraction of a volt. Some 
of the published works treat only one of the 
three electric drags. In others, the concepts 
themselves are erroneous. (A comprehensive 
and useful review of the subject is given in ref. 
9.) It therefore seemed advisable to perform 
the analysis and computation in such a way that 
the results are applicable to the average altitude 
of Explorer IX. The present analysis applies 
to satellites that are large compared to a Debye 
length (a satellite diameter of 4 meters is used) 
and that are at altitudes high enough that free- 
molecule flow obtains (an altitude of 1,500 
kilometers is used). A more extensive treat- 
ment has been given in reference 10. 

SYMBOLS 

B 
e 
i 

j 
k 

magnetic induction, webers/m2 

charge on singly ionized positive ion, coulombs 
current, amperes 
current density, amperes/m2 

Boltzmann's constant, joules/0if 
length, m 
mass, kg 

n number density, TO
-3 

Q charge, coulombs 
r, 6, \p spherical coordinates 
T temperature, °K 
U nondimensionalized potential, e4>jkT 
v velocity, m/sec 
x, y, z Cartesian coordinates 
e permittivity, farads/m 
f nondimensionalized length, r/Xc 

f 
V transformed coordinate, log, — 

/ thT \i/2 
AD       Debye length, (- -) 

a conductivity, mbos/m 
0 potential, volts 

Subscripts: 
e electron 
i ion 
co ambient 
s satellite 

DESCRIPTION OF ELECTRIC DRAGS 

A satellite experiences electrostatic drags be- 
cause it acquires a charge. At an altitude of 
1,500 kilometers, the principal constituent of 
the atmosphere is helium. For average condi- 
tions over a solar cycle, one-fourth of the helium 
atoms are ionized by radiation from the sun in 
the far ultraviolet. The number density of 
electrons and of ions is equal and both are at the 
same temperature. (See table 60-1, which 
shows conditions at an altitude of 1,500 kilome- 
ters.) The satellite velocity is greater than the 
ion velocity; therefore, the satellite sweeps up 
the ions. The electrons, on the other hand, 
being of small mass and being tied to the lines 
of force of the earth's magnetic field, spiral in 
very small circles around these lines and, hav- 
ing much greater velocity than the satellite, 
impinge on the satellite at a higher rate than 

TABLE 60-1.—Conditions at an A Ititude of lßOO Kilometers 

Ions Electrons 

Mass density, kg/m3  
Number density, m~3  
Temperature, °K  
Magnetic flux density, weber/m2_ 
Debye length, m  
Satellite velocity, m/sec  
Thermal velocity, m/sec  
Mean free path, m  
Radius of gyration, m  
Revolutions/collision  

2X10-'6 

3X1010 

1,300 
2.3X10"5 

3X10-2 

7X103 

7X10° 
1,300 

7X10» 
1,300 

3X103 

4X102 

3 
10 

2X105 
3X10* 
5X10-2 

8X104 
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the ions. The satellite therefore quickly builds 
up a negative charge and a negative potential 
of such magnitude that the rates of impinge- 
ment of ions and electrons become equal. At an 
altitude of 1,500 kilometers, charged particle 
densities and velocities are such that this nega- 
tive potential is 0.4 volt. 

The ultraviolet portion of the sun's radiation 
can also cause photoelectrons to be emitted 
from the surface of the satellite, but because the 
aluminum surface is not really clean and is 
oxidized, the photocurrent at this altitude can 
only reduce the equilibrium charge on the satel- 
lite toward zero. In order to obtain a maximum 
value for the electric drag, the effects of photo- 
emission were neglected. This condition would 
correspond either to a dirty surface or to the 
satellite's being in the earth's shadow. The 
calculations were therefore made for a nega- 
tive potential of 0.4 volt on the satellite. 

Three electric drag forces can act on a satel- 
lite. Two of these forces are electrostatic in 
nature and are identified herein as Coulomb 
drags. The third is electromagnetic and is 
termed the induction drag. One of the Cou- 
lomb drags is due to the increase in the rate at 
which ions impinge on the satellite (and thus 
mechanically transfer momentum to it) because 
of the Coulomb forces between the charge on 
the satellite and the charges on the ions. This 
phenomenon is illustrated in figure 60-1 for the 
case of no magnetic field. Because of the nega- 
tive charge on the satellite, the cross section for 
ion impingement is increased. When, how- 
ever, the satellite is crossing the lines of force 

INCREASED CROSS SECTION - 

of the earth's magnetic field, a voltage gradient 
is induced in the satellite, which thus becomes 
polarized. Thus, the increase in the cross sec- 
tion for ion impingement is not symmetrical 
about the satellite. This condition is shown in 
figure 60-2. 

■ ION TRAJECTORIES 

FIGURE 60-1.—Coulomb drags (without magnetic field). 

-ION TRAJECTORIES _';^j 

FIGURE 60-2.—Coulomb drags  (with magnetic field). 

The second Coulomb drag is due to the fact 
that ions whose trajectories are affected by the 
electrostatic force but which do not actually 
impinge on the satellite are deflected or scattered 
and thus exert a force on the satellite. This 
type of drag is illustrated in figure 60-1 for the 
case of no magnetic field. The force between 
the ion and the satellite varies in both direction 
and magnitude but can be illustrated qualita- 
tively by a single force as shown. The result- 
ant of the forces exerted by all the scattered 
ions is a force in the drag direction. When 
the earth's magnetic field is taken into account, 
the scattering is no longer symmetrical, as is 
shown in figure 60-2. The resultant force vec- 
tor due to scattering of ions can in this case be 
resolved into two components, one along the 
drag direction and one in the lateral direction. 

Induction drag occurs only when a magnetic 
field is involved and can be qualitatively de- 
scribed as follows. (See fig. 60-3.) Ions im- 
pinge preferentially on the portion of the front 
of the satellite that is more negative, and elec- 
trons traveling along the magnetic lines of force 
impinge most copiously on the portion of the 
two sides that is more positive. The positive 
ions and the negative electrons have to combine, 
so there is a flow of electrons in the satellite 
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which is equivalent to a positive current as 
shown. The well-known electromagnetic force 
on a current in a magnetic field is the vector 
product of the current density and the mag- 
netic flux density jxB per unit volume. This 
force has a component in the lateral direction 
and a component in the drag direction. 

!7 

ELECTRONS 

FIGURE 60-3.—Induction drag. 

CALCULATION  OF SHEATH 

The foregoing discussion indicates that, be- 
fore these three electric drags can be calculated, 
a knowledge of the trajectories of the ions is 
required. The ion trajectories are found by 
solving the equations of motion of the ions. 
Solving the equations of motion requires in 
turn a knowledge of the electric potential 
distribution around the satellite. The electric 
field of the satellite does not extend to infinity 
but is limited to a few tens of centimeters by a 
sheath that forms around the satellite. It is 
the potential distribution in this sheath that is 
required. To find it, ion and electron density 
distributions in the sheath are needed. 

Because the ions are very massive as com- 
pared with the electrons, the ion density in the 
sheath can, as a good first approximation, be 
considered to be constant and equal to that out- 
side the sheath. Most of the redistribution of 
charge density in the sheath is made by the 
electrons. 

The electrons in the undisturbed atmosphere 
can be taken to be in thermodj-namic equi- 
librium, as was verified by measurements taken 
with Explorer VIII (1960 Xi 1). Then if the 
satellite   surface   were   a   perfect   reflector   of 

electrons, the electrons in the sheath would be 
distributed according to the Boltzmann law; 
thus, 

n„=n. exp (m 
But since the satellite surface is an almost 
perfect absorber of electrons, those electrons 
that initially have sufficient kinetic energy to 
reach the surface are not reflected, and of course 
no electrons come through the satellite from 
the other side to replace them. The Boltz- 
mann distribution must therefore be modified 
near the satellite surface to account for this 
deficit in the distribution of receding electrons. 
The modification is effected in the following- 
manner. At any point in the sheath at which 
the potential is 4>, the electrons that have 
velocities toward the surface of the satellite 
have a Maxwellian distribution with velocities 
ranging from zero to infinity, but their number 
density is reduced by the Boltzmann  factor 

exp \T%\    The electrons that have velocities 

away from the surface, which are those that 
have been reversed in direction by the 
potential field, are reduced in number density 
by the Boltzmann factor and have only that 
part of a Maxwellian distribution that extends 

2e{(j>—4>s) t0 zer0    Those missing from from -v m. 
the Maxwellian distribution were intercepted 
by the surface. The electron density at the 
point where the potential is <t> is then 

ne=n. expGr. 
\    / me 

7 V 2TTJC1 

I V 2e (4.-0*) 

(771 V^\ 

m)iv 

The right-hand side of this equation is the 
Boltzmann distribution modified by the ex- 
pression in the brackets. 

The potential distribution and the charge- 
density distribution in the sheath were found 
by solving Poisson's equation 
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V2<£=- {ne—nt) 

Dimensional quantities were made nondimen- 
sional as follows: Distance from the center of 
the satellite r was expressed in terms of Debye 
lengths, potential in terms of temperature 
(in volts), and number density in terms of ambi- 
ent number density. Poisson's equation in 
spherical coordinates then becomes 

f2dfV öf/ 
i 

f2 sin e de (-•£)-•• 
2+2 erfJf/-üj=r/: 

(v,XB)r, 
kT 

cos 6,  — 1 ]■ 
The ohmic voltage gradient j/a- is not taken 
into account in this equation because it is 
negligible as compared with the polarizing 
voltage gradient vsXB. The orientation of the 
coordinate systems used for the calculation of 
the sheath is shown in figure 60-4. These co- 
ordinate systems are fixed in the satellite. The 
boundary conditions for the sheath are: 

£7=0 at f= oo   (actually used was f=20) 

U=Ue=„n+iVs^TrS C0S 9s at r=fs 

W 
be' --0 at0=O,7r 

FIGUBE   60-4.—Spherical   and   Cartesian   coordinate 
systems. 

This last boundary condition is based on the 
assumption that the wake has a negligible 
effect on the sheath on the front half of the satel- 
lite and that the sheath can therefore be calcu- 
lated as though it were symmetrical about the 
2-axis. The region of the sheath, an area 
bounded by circular arcs, was transformed into 
a rectangular area by the substitution 

7? = l0gef 
S s 

With this substitution, Poisson's equation 
becomes 

d2U ,bU ,d2U .     ,abU 
drj2     i>r]     Ö02 50 

=f,V'|e!'|2- 

+1 erf iJu-U, fl-ir/2" 
(vsXB)rs 

kT 
cos 0 H 

(The angle 0S is the angle defining the point on 
the satellite surface which projects along the 
direction of the earth's magnetic field lines to 
the point where the potential is U.) This 
equation was written as a system of difference 
equations which were solved simultaneously 
for a network of 51 by 51 mesh points by an 
iteration procedure on an IBM 7090 electronic 
data processing system. One hundred twenty 
iterations were found to be sufficient. 

The results for the potential U in the sheath 
are shown in figure 60-5, where contours of 
constant U are drawn. It should be emphasized 
that, since the radius of the satellite is so much 
greater than the thickness of the sheath 
(rs=66.67XD), it was necessary, in order to be 
able to show the structure of the sheath, to use 
vastly different distance scales for the two 
regions, inside and outside of the satellite. The 
ratio of the scales is 1 to 33.33.    The results 

for the charge density 
(n{—ne) 

nt,a 
in the sheath 

are given in figure 60-6, which shows contours 
of constant charge density. (Here again differ- 
ent scales were used for the satellite and the 
sheath.) It can be seen that the retarding 
action of the negative charge on the satellite, 
together with the absorption of electrons that 
contact the surface, results in very much reduced 
electron number densities very close to the 
surface. The thickness of the sheath is shown 
by figure 60-5 to depend on the local value of 
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(NOTE DIFFERENCE IN SCALES INSIDE AND 
OUTSIDE OF SPHERE) 

(NOTE DIFFERENCE IN SCALES INSIDE AND 
OUTSIDE OF SPHERE) 

9--TT 

0 = 0 

FIGURE 60-5.—Contours of potential U in the sheath. 

the potential on the satellite surface and to 
vary from about 0.8 to 1.5 Debye lengths, if the 
edge of the sheath is taken to be the location 
of 1/e of the surface potential. Since the sheath 
on the front half of the satellite has symmetry 
about the 2-axis (the vertical axis in the plane 
of the paper in figs. 60-5 and 60-6), three- 
dimensional surfaces of constant potential and 
constant charge density can be generated by 
rotating these figures about that axis. 

CALCULATIONS AND  RESULTS  FOR  ION 
TRAJECTORIES 

The trajectories of the ions were found from 
a solution of the Lagrangian form of the 
equations of motion, 

nrne 

}—$#—i sm2ev w 
emt    df 

=0 

0=0 

FIGUEE 60-6.—Contours of constant charge density in 
the sheath. 

f20+2ff0-f2 cos e sin Ö^+^f f^=o 

f2 sin2 6 ^Constant 

where the dots over symbols denote differ- 
entiation with respect to time. The two 
derivatives of potential (5C//öf and öCT/öfl) that 
appear in these equations had been calculated 
and stored in the process of calculating the 
potential and the charge density in the sheath. 
They were used in solving these equations 
numerically on the IBM 7090 electronic data 
processing system. A fifth-order integration 
routine that employed a fourth-order Runge- 
Kutta method was used. Each interval was 
computed by two complete half-interval steps 
and comparison was made with the whole 
interval step for accuracy agreement. 

342 



BIECTRIC   DRAG   FORCES   ON   A   SATELLITE   IN   UPPER   ATMOSPHERE 

Typical results are shown in figure 60-7 for 
the most negative (—0.72 volt) and the least 
negative ( — 0.076 volt) regions on the sphere. 
The trajectories shown are in the plane \j/= 
ir/2. It is only for this condition that the ion 
trajectories are planar and are not unreason- 
ably difficult to calculate. The trajectories 
appear to agree qualitatively with those cal- 
culated by Jastrow and Pearse (ref. 1). For 
the low satellite potential used herein, compar- 
atively few ions are deflected from the sheath 
into the wake. Again, this result is in general 
agreement with the results in reference 1. 

9 IT 

I f=R?fi7 
-      78.67 

* 
=-—70.67  

MOST NEGATIVE END OF SATELLITE 

/ 

'x^^^~-^~^, 
■• —.__..__„.         — -— L_                               , 

-      70.67 

e 

74.67 

- 78.67 
- £=82.67 

O 
LEAST NEGATIVE END OF SATELLITE 

Figure 60-7.—Ion trajectories. 

CALCULATION OF COULOMB DRAG 

On the basis of the results obtained in the 
preceding section, the portion of the Coulomb 
drag of a 4-meter sphere at 1,500 kilometers 
due to ion scattering has been estimated and 
shown to be not more than 0.05 of 1 percent of 
the drag of the uncharged sphere. The portion 
of the Coulomb drag due to increased ion 
impringement is calculated from the effective 
cross-sectional area of the satellite for ion 
impingement. This effective area, obtained 
from the calculated trajectories, is shown in 
figure 60-8. It is 10 percent larger than the 
projected area of the sphere. The degree of 
ionization obtained from table 60-1 is 23 per- 
cent.     Therefore  the  Coulomb   drag due to 

"-AD 
-IOO 

-  80 

FIGURE 60-8.—Cross section for ion impact. 

increased ion impacts is 2.3 percent of the drag 
of the uncharged sphere. 

The conditions in the atmosphere at an 
altitude of 1,500 kilometers that were used 
herein are presumably close to average con- 
ditions over a cycle of sunspot activity. At 
sunspot maximum, when the degree of ion- 
ization is about twice as large as average, the 
ratio of the Coulomb drag to the drag of the 
uncharged sphere would be approximately 
twice as great as at average conditions. At sun- 
spot minimum, where the degree of ionization 
is about half that used herein, the ratio of 
Coulomb to uncharged-sphere drag would be 
approximately half that shown here. 

CALCULATION OF INDUCTION DRAG 

The method used herein fpr calculating in- 
duction drag is the following. First, the cur- 
rent in the satellite normal to B must be ob- 
tained; to obtain this current, the satellite is 
considered to be divided into circular elements 
or rings centered on an axis perpendicular to 
the directions of both satellite velocity and 
magnetic flux as shown in figure 60-9.    From 
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FIGURE 00-!).—Geometry for calculation of induction 
drag. 

the trajectories of the ions, the ion current to 
the first element is obtained. The electron cur- 
rent to that element is given by the well-known 
kinetic-theory differential expression for the 
flux of particles crossing a surface in one direc- 
tion (with velocities normal to the surface be- 
tween v and v+dv) integrated between the 
kinetic-energy limits of — efa and co ; that is, 
the electron current density to the spherical 
surface is 

3c=ene, 
/ kT 
\2irmc 

sin 8 cos yp exp \kTj 

The net current to the first element is then the 
difference between the ion current and the elec- 
tron current to that element. This net current 
has to flow into the second element, from which 
this net current plus the net inflow of ion and 
electron current from the plasma into the sec- 
ond element has to flow into the third element, 
and so on. Any current flow in the plane of a 
circular element can be ignored because, for it, 
iXB is not in the drag direction. The total 
induction drag is obtained by summing for all 
elements the product i(dlXB). 

The magnitude of the induction drao- was 
found to change very little if, instead of using 
the actual ion trajectories to determine the ion 
current to the different elements, the satellite 
is assumed to run into a stationary ion gas. 
The ion current density to the spherical surface 
is thus 

ji=ni, co<"-^s si" 0 sin <A       0 S >A= T 

The net current flowing downward at each one 
of the circular elements where the polar angle 
is 6 is 

*=|    I     (Ji— jc)rs
2 sm 0 dtpdd 

Jo Jo 

-*...W/(P4*) 
—4nc „er 

2       4 

/ kT 
\2,m)    exp{-Tf-) 

re 
sin2 6 exp (a cos 0)dd 

wnere 
eBr,v.^g5 

kT 

From this the induction drag is found to be 

\i(dlXB) = \iBrs sin ddd 

( kT \I/2        /e^=x/A 

Jo   LJo 
sin2 6 

exp (a cos 6) de   sin 6 d8 V 

From this expression the induction drag is 
found to be 1.8 X 10"9 newton, or 1.2 percent of 
the drag of the uncharged sphere. This is the 
induction drag calculated for the velocity 
vector vs and the magnetic vector B normal to 
each other. In general, the angle between 
these two vectors will be less than TT/2 and the 
induction drag will accordingly be less. 

CONCLUDING  REMARKS 

The potential and the charge distribution in 
the sheath on a 4-meter-diameter sphere and the 
drag of the sphere resulting from its electric 
charge have been calculated for an altitude of 
1,500 kilometers. The results are perhaps more 
accurate than any previously obtained. 

The Coulomb drag due to scattering has been 
shown to be essentially zero.   The Coulomb 

344 



ELECTRIC   DRAG   FORCES   ON   A   SATELLITE   IN   UPPER   ATMOSPHERE 

drag due to increased ion impingement is shown 
to be 2.3 percent of the drag of the uncharged 
sphere at average conditions during a solar cy- 
cle. The percentage would be approximately 
doubled for the degree of ionization prevailing 
at the maximum of the solar cycle of sunspot 
activity and would be approximately halved at 
the minimum. These values for Coulomb 
drag are obtained without taking account of 
photoemission.    If photoemission has the ex- 

pected effect for an aluminum surface, these 
values would be decreased. They can there- 
fore be taken to be upper limits which occur 
when the satellite is in the earth's shadow. 

The induction drag due to the electric gener- 
ator action of the satellite has been shown to be 
1.2 percent of the drag of the uncharged sphere 
for the orientation for which the induction drag 
is a maximum. 
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SUMMARY 

The problem of radio-frequency attenuation due to 
the interaction of an electromagnetic wave and a 
plasma layer is reviewed with particular attention to 
that aspect dealing with communications during the 
reentry phase of space-flight missions. The need for 
concerted effort on the problem is first brought out by 
the projection of radio blackout data from current 
missions to that of second-generation missions. The 
electromagnetic plasma parameters are discussed in 
relation  to their influence on the wave propagation 

properties. It is shown that theoretical models of 
wave-plasma interaction (absorption and reflection) 
can be synthesized to approximate the reentry plasma- 
layer problem, which is interaction with relatively 
dense plasmas having gradients of finite extent with 
respect to a signal wavelength. Comparison of flight 
results with those obtained with a simplified concep- 
tual model is presented. Finally, various means by 
which the attenuation problem may be alleviated or 
circumvented are reviewed and the capabilities for 
laboratory and flight model tests are outlined. 
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INTRODUCTION 

Almost everyone is familiar with one radio 
attenuation problem associated with reentry 
from space flight, this of course being the Mer- 
cury-Atlas radio blackout period experienced 
by the Astronauts. It was observed in these 
missions that there was a period of a few 
minutes in which communications both from 
and to the capsule were totally obstracted by the 
ionization layer formed about the body during 
the reentry phase of the mission (ref. 1). 
Although this was by no means the first time 
such a phenomenon has been observed, it did 
nevertheless serve to dramatically reemphasize 
the importance of the problem and, indeed, to 
substantiate the current factual as well as con- 
ceptual thinking to a surprising degree. 

It had been previously established, from 
many tests of unmanned vehicles and from 
evaluation of gross theoretical models of 
the electromagnetic-wave—plasma interaction 
problems, that radio interference effects can and 
do exist in both the boost and reentry phases 
and can compromise the operational, not to 
mention the psychological, aspects of space 
flight. The really disturbing part about the 
situation is that for the second-generation space- 
flight missions, such as Apollo and other 
planned space and planetary probes, these 
effects appear to be greatly magnified in the 
light of present technology, so that data systems 
as well as monitoring and command systems 
may be seriously impaired. In some instances, 
however, tracking by means of radar may be 
improved (ref. 2). It is well, then, to review 
and examine the present status of knowledge 
and technology in regard to radio attenuation 
with a view toward delineation of the problem 
areas and avenues which might be pursued in 
the hope for solutions. 

The general flight blackout problem can be 
briefly reviewed by first examining the data 
from Mercury space-flight missions. Figure 
61-1 illustrates the relationship of the plasma 
layer or ionization layer with respect to the 
vehicle, its aerodynamic flow field, and the com- 
munications system. The plasma layer is lo- 
cated between the surface of the vehicle and 
the main shock wave, and not only does it com- 
pletely surround the body but it may extend to 
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FIGURE 61-1.—Signal blackout  due to plasma layer. 

a distance of many body dimensions behind the 
vehicle. The important point to be noted is 
that the radio-frequency (EF) signals both 
from the capsule and from the ground are re- 
flected and/or absorbed by the plasma layer 
which is thus acting as a shield to obstruct com- 
munications from both directions. 

Figure 61-2 shows the velocity-altitude spec- 
trum in which this signal impairment is mani- 
fested for the Mercury spacecraft VHF voice 
telemetry as well as the C-band radar-beacon 
signal. The upper shaded region is an experi- 
ence curve gained from a variety of other flight 
experiments. A possible Apollo path is shown 
by the dashed curve for comparison. The Mer- 
cury beacon signal was not completely blacked 
out but was greatly attenuated for the short 
period shown. The VHF signal was blacked 
out completely for a few minutes, in which time 
the capsule traversed a distance measured in 
hundreds of miles. For the Apollo curve shown 
in this figure, the beacon signal would be cer- 
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FIGURE   61-2.—Radio frequency   blackout   regions  for 
Mercury-Atlas communications. 
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tainly blacked out completely and the VHF 
blackout period would be expressed in terms 
of thousands of miles traversed by the capsule. 
Lack of communications during such a lengthy 
period could very well mean a greatly increased 
requirement for the onboard navigation and 
flight evaluation system, which in turn is meas- 

ured in increased payload or decreased mission 
capability, not to mention reliability. 

SYMBOLS 

B magnetic induction 
Co speed of light 
E electric field intensity, r-\-js 
e charge on electron 

f signal frequency 
k propagation parameter, a+jß 
h value   of   propagation   parameter   in 

plasma 
uniform 

■m mass of electron 
N concentration 
n index of refraction 

Q average effective momentum transfer 
tion for electron-particle collision 

cross sec- 

R amplitude of reflected wave 
T amplitude of transmitted wave 
r real part of E 
s imaginary part of E 
t time 
V real part of (.k/k0)

2 

W imaginary part of (klk0)2 

Wc mean thermal velocity of electrons 
x, y, z   space coordinates 
a phase parameter 

ß attenuation parameter 
A thickness of shock layer 
X wavelength 
V electron collision frequency 

4> angle of incidence 
to angular signal frequency, 2-wf 

Ul, cyclotron frequency,   

Wp plasma frequency,      

Subscripts: 
b dependent on B 

e electron 
i particle other than electron 
0 in vacuum 

V plasma 
|| E vector parallel to plane of incidence 
_L        E vector perpendicular to plane of incidence 
°° semi-infinite homogeneous plasma with   Nc dis- 

continuous at boundary 
1, 2      designate particular values of y 

CHARACTER OF  PLASMA  LAYER 

In order to study some of the fundamental 
aspects of the interaction of electromagnetic 
(E.M.) waves and plasmas, in particular, plas- 
mas of the type associated with blunt-body re- 
entry into an earth or planetary atmosphere, 
the reentry plasmas must first be defined or 
characterized. It is necessary to know both the 
magnitude and spatial extent of plasma prop- 
erties during reentry. The determination of 
the shock-layer flow field, and hence plasma 
properties, about blunted bodies in hypersonic 
flow is indeed a complex mixture of disciplines. 
These disciplines include hypersonic aerody- 
namics, high-temperature thermodynamics, 
multicomponent chemical kinetics, and viscous 
ablating flow, even for the simpler continuum- 
flow concept of primary interest. Although 
it is not within the scope of this presentation 
to review these theoretical methods, suffice it 
to say that only a very limited number of such 
computations have been made for highly 
blunted bodies and these are either restricted 
to the nose region or are for thermochemical 
equilibrium and/or inviscid flow (refs. 3 to 6). 
Such results do, however, provide a good indi- 
cation of the influence of the various flight 
parameters on the plasma characteristics and 
serve as inputs for first-order radio attenuation 
estimates. There are few, if any, direct experi- 
mental plasma measurements available for ap- 
plication to this problem. The general charac- 
ter of the plasma in the shock layer, as based 
on present knowledge (ref. 3), is illustrated in 
figure 61-3. The plots show the spatial varia- 
tion of the electromagnetic plasma parame- 
ters—free electron concentration and electron 
collision frequency—along a path normal to the 
body surface for an aft location on a blunted 
body at a possible reentry flight condition. 
Note particularly the nonlinear, nonmonotonic 
variation of Ne, the peak value of Ne, and the 
relatively constant value of v. It might also be 
noted that the only part of the layer which is 
of particular consequence with regard to E.F 
attenuation is that part with a value of Ne high- 
er than approximately 10° cm-3. The number 
106 is of significance in that this is about the 
maximum electron concentration in the iono- 
sphere (refs. 7 to 9) through which, of course, 
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any space communications system must be capa- 
ble of transmitting a priori. 

Since the reentry plasma layer has been de- 
fined, at least in qualitative fashion, the prob- 
lem of electromagnetic wave interaction with 
this plasma can now be considered. Probably 
the best way to do this is to look first at the 
simplest type of an interaction, bringing out 
the important plasma parameters and their in- 
fluence on the wave propagation nature. It 
should then be possible to consider the influence 
on the propagation of the various nonidealities 
which comprise the actual plasma-wave model 
and, thereby, attempt to synthesize a more com- 
prehensive picture of the problem. 

PLASMA  PROPERTIES   FOR   ELECTROMAGNETIC 
WAVE INTERACTIONS 

From a solution of Maxwell's equations for 
the simplest interaction, that of a plane wave in 
a uniform plasma, expressions can be derived 
to show the perturbations on the electromag- 
netic wave due to the presence of the plasma— 
that is, propagation characteristics in the 
plasma as compared, for example, with propa- 
gation characteristics in a free-space medium. 
By using also the equation of motion of an elec- 
tron in an infinite uniform plasma undergoing 
harmonic oscillation (the ions may be consid- 
ered stationary for RF frequencies), it can be 
further shown that there is a parameter known 
as plasma frequency which defines a range in 
the wave frequency spectrum in which these 
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perturbations are not small (refs. 8 and 10 to 
13). It is this range—where signal frequency 
is of the order of or less than the property called 
plasma frequency—that is of particular interest. 
Within this range, a significant part of the 
wave electric energy can become transformed 
into electron kinetic energy and thus alter the 
wave characteristics. The result is manifested 
by displacement currents and conduction cur- 
rents in the plasma, depending furthermore 
upon the rate at which electrons can collide with 
other particles in the plasma and the strength 
of any imposed magnetic field. (Eadiation 
damping due to electron oscillation is negligi- 
ble for RF frequencies.) Therefore, the plas- 
ma properties for wave propagation—that is, 
the index of refraction and attenuation coeffi- 
cient—are expressible in terms of the parame- 
ters: plasma frequency, collision frequency, 
and magnetic-field strength. 

Since the plasma-frequency parameter is the 
most important of the plasma properties, it is 
discussed first. This parameter is also called 
characteristic frequency and sometimes critical 
frequency and is a convenient lumped param- 
eter having the dimensions of frequency. 
However, it is an inherent property of the 
plasma. For example, consider in an infinite 
plasma that some of the electrons are displaced 
from their equilibrium position in the plasma 
due to the application of some force on the elec- 
tron. A restoring space charge field is then 
created which, if the displacing force is sud- 
denly removed, causes the electrons to oscillate 
about their equilibrium at a frequency propor- 
tional to the plasma frequency. The value of 
the restoring field (and the plasma frequency) 
is dependent exclusively on the free electron 
concentration in the plasma—that is, the num- 
ber of free electrons in a unit of volume. It is 
intuitively obvious that, when the exciting fre- 
quency (signal frequency) becomes equal to this 
characteristic frequency of oscillation, the elec- 
tromagnetic properties of a plasma may exhibit 
marked changes, as indeed they do. 

The other important plasma property is 
called electron collision frequency and is repre- 
sentative of the rate at which electrons interact 
with other particles in the plasma. (See refs. 
11 and 14 to 17.)    This property indicates the 
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lossy or dissipation properties of the plasma 
resulting from the transport of electron energy. 
These electron interactions may be binary with 
neutral species or ions, or with several particles 
concurrently, and may be elastic or inelastic, 
all depending on the thermal and state proper- 
ties of the plasma and the strength of the 
electromagnetic wave. 

It is well to point out that the reentry plas- 
mas which are of importance to RF attenua- 
tion generally fall into the category of weakly 
ionized, dense gases—that is, most of the par- 
ticles are neutral atoms and molecules and a rel- 
atively small fraction are free electrons and 
ions, but the density of electrons and rate of 
electron collisions are relatively high. 

SIMPLE  INTERACTION  MODEL 

The simplest type of wave-plasma interaction 
is illustrated in figure 61^ where a plane wave 
propagating in free space is normally incident 
upon a semi-infinite uniform plasma. The 
boundary in. this model is a discontinuous jump 
from the free-space values to the plasma values 
of the propagation parameters. After im- 
pingement of the incident wave upon the 
plasma, two waves are generated: one propa- 
gated into the plasma (the transmitted wave) 
and the other reflected away from the plasma. 
The following properties of these waves may be 
determined from the solutions appropriate to 
this model (ref. 13) : 
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FIGURE   61-4.—-Simple   wave-plasma  model   (semi-in- 
finite uniform plasma). 

In these equations the propagation parameters, 
index of refraction (or phase constant) and the 
extinction (or attenuation) coefficient, are seen 
as functions of the plasma frequency and colli- 
sion frequency at a given signal frequency. The 
reflection coefficient for this semi-infinite type 
of reflection is seen also as a function of the 
plasma properties. For this wave-plasma model 
only one reflection occurs, and the strength of 
the reflected wave is constant in time and space. 
The transmitted wave, however, is weakened 
due to absorption in the plasma for each unit of 
plasma thickness traversed. In each element of 
plasma, a portion of the wave electric energy 
is lost to electron kinetic energy which, when 
equilibrated, appears as an increase in the 
thermal energy of the plasma, although this 
increase is of a thermally negligible amount. 
The fractional loss of wave energy, however, is 
by no means negligible over a large portion of 
the wave frequency spectrum as can be illus- 
trated by a plot such as that shown in figure 
61-5 which is similar to a sketch in reference 
18. It is seen that, for wave frequencies 
much less than the plasma frequency, the 
plasma, is highly reflective and almost all the 
energy is reflected away. In such a case the 
plasma acts like a conductor; penetration of 
the wave into the plasma is small, and equiva- 
lent displacement currents in the plasma act to 
change only the index of refraction. At the 
other end of the spectrum («>>«>,,) where the 
signal frequency is very high, the plasma is 
completely transparent to the wave (acts as a 
good dielectric) and no consequential effects are 
noted.    In the intermediate frequency region, 
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FIGURE    01-5.—Influence    of    parameters    on    wave 
propagation. 

however, the situation is quite mixed, depend- 
ing, in addition to the plasma frequency, upon 
the value of the electron collision frequency. In 
this frequency regime, the plasma is like a lossy 
dielectric and some of the wave energy is re- 
flected back and the remaining energy is lost 
by plasma absorption. The region where 
w=«w„ is frequently referred to as the cutoff 
region. It is seen, therefore, from these results 
that the most important plasma parameter for 
determination of wave propagation character- 
istics is the plasma frequency or, in the most ex- 
plicit terms, the free-electron concentration. 

Figures 61-6 and 61-7 show in normalized 
form the explicit dependence of absorption per 
unit plasma thickness and of the reflection on 
the electromagnetic plasma parameters for the 
simple wave-plasma model. To be noted in fig- 
ure 61-6 (from ref. 19) is the interesting result 
that for very IOAV frequencies the absorption 
loss falls off.   If, therefore, the reflection losses 
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FIGURE ßl-6.—Normalized plane-wave attenuation in 
a uniform plasma. 

FIGURE 61-7.—Signal loss due to reflection at semi- 
infinite plasma interface. 

are not too great, the use of very low frequency 
(as well as very high frequency) is suggested. 

NONUNIFORM,  FINITE-THICKNESS  MODELS 

It is interesting to consider the effect of re- 
placing the abrupt change of properties at the 
air-plasma interface with a more gradual and 
continuous change. The general problem of 
wave propagation at normal incidence through 
a nonuniform plasma has been formulated by 
John S. Evans of the Langley Kesearch Center 
(see ref. 20) and involves numerical integration, 
through the plasma layer, of the following 
equations: 

^+ko>(sV+rW) = 0 

where r and s are the real and imaginary parts, 
respectively, of the electric vector. The nu- 
merical integration of the propagation equations 
is done by using the Runge-Kutta method on 
an IBM 7090 electronic data processing system. 
Such a program can be used to find the trans- 
mitted and reflected wave strengths for any 
pathwise variation of plasma properties 
whether discontinuous or gradual, but, of 
course, the number of integration steps is de- 
pendent upon the magnitude of the gradients. 
An analytical method (ref. 21) has also been 
developed which is applicable to special types 
of plasma property variations (linear ramps 
and combinations of ramps and uniform plas- 
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mas) for transmission at normal incidence. 
Solutions are obtained in the form of complex 
Airy functions and numerical evaluation per- 
formed by a machine. Since the results of these 
two programs are compatible, they are not 
separately discussed but are used hereinafter to 
illustrate effects of plasma nonuniformity. 
Figure 61-8 shows such an effect on the reflected 
wave strength for a linear variation of proper- 
ties from free-space to plasma values. It is 
seen from this figure that the reflected power 
drops markedly from the discontinuous-]"ump 
value when the ramp length (linear region) 
increases to a fraction of the signal wavelength, 
the effect being only weakly dependent on the 
plasma absorptivity for the shorter ramp 
lengths. It can be also shown that gradients 
other than the linear ramp gradient produce ef- 
fects generally similar to those shown in this 
figure, but such details as these are not discussed 
herein. With regard to the absorption prop- 
erties, it can be shown that for gradients in the 
plasma the absorption is generally closely evalu- 
ated by summation or integration of the local 
absorption coefficients along the propagation 
path, the gradients not being of first-order in- 
fluence (ref. 22). 

The next aspect to be considered is the effect 
of finite extent of the plasma (as contrasted to 
the semi-infinite plasma) on the reflection 
properties of the plasma. Since it was just 
shown that gradients having dimensions greater 
than 1/10 wavelength or so reduced the reflec- 
tion significantly, there would naturally be the 
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FIGURE 61-S.—Effect of plasma gradient on the semi- 
infinite plasma reflection.    n=0.5. 

question of what happens when the plasma 
thickness is comparable to the wavelength of 
the signal. Figure 61-9 shows the effect of 
plasma extent (i.e., layer or slab thickness) on 
reflection for two types of plasma boundaries— 
a discontinuous jump and a linear ramp gradi- 
ent, each type occurring at both the forward and 
rearward plasma boundaries. Although the in- 
terferometer effect—that is, interference and re- 
inforcement at fractional wavelength multi- 
ples—might be expected, the fact that the 
plasma absorptivity can be high also when the 
refractivity is high would generally tend it 
toward the highly damped case. However, to 
illustrate most simply the effect of plasma ex- 
tent on reflection, a weakly absorbing plasma is 
shown here. It is seen for this plasma that the 
reflectivity of the layer indeed varies peri- 
odically with the plasma extent measured in 
multiples of the signal wavelength. (The wave- 
length in the plasma is not equal to the free- 
space wavelength.) For high absorptivity, 
such as the more usual reentry plasma case, the 
tvave cannot penetrate very far (i.e., fraction 
of a wavelength) into the plasma before much 
of its strength is dissipated, and the interfer- 
ometer effect is then masked. 

SIMPLIFIED   ATTENUATION   CONCEPT   APPLIED 
TO FLIGHT RESULTS 

Since the plasma model at least grossly re- 
sembles the actual plasma problem (compare 
figs. 61-3 and 61-9)  the situation for plane- 
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wave RF transmission at normal incidence can 
now be briefly summarized. When the plasma 
is thick and «<«„, the effects of gradients on 
reflection are unimportant, since the signal will 
be nearly all lost by absorption anyway. When 
the plasma is thin and a<ap, the reflection 
problem may be the determining one, and the 
signal losses will not be as high as those pre- 
dicted by the semi-infinite, discontinuous model. 
When «>«,,, there is no problem for any thick- 
ness; when w^o>p, the magnitude of the prob- 
lem for both reflection and absorption depends 
furthermore on the value of v—that is, depends 
on altitude as well as thickness. Of course, w„, 
which is always the prime parameter, depends 
on both velocity and altitude. To illustrate the 
possible range of variation of the plasma 
parameters Ne and v during reentry, plots of 
the normal shock and equilibrium far-wake val- 
ues calculated at the Langley Research Center 
are shown in figure 61-10 for a blunt-body tra- 
jectory such as Mercury. Note the strong in- 
crease in plasma parameters in the early re- 
entry period. The cases shown should be 
representative of the most extreme and least 
extreme values likely to occur in the shock 
layer. Since rather large bodies will generally 
be used for the manned space missions—that is, 
plasmas of the thick variety—the problem can 
be reduced to the simple question of when is the 
maximum value of plasma frequency in the 
shock layer higher than the signal frequency. 
In order to assess the value of such an attentua- 
tion yardstick, a study of figure 61-11 is of in- 
terest.   In this figure are shown, on a velocity- 
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FIGURE 67-10.—Variation of Ne and v during reentry. 

FIGURE   61-11.—Comparison   of  flight   blackout  data 
with simplified concept. 

altitude map, the contours of plasma frequency 
which might be characteristic of maximum 
shock-layer values occurring at an aft location 
on a large blunt body. These values were com- 
puted at the Langley Research Center accord- 
ing to the following simplified aerothermody- 
namic flow model for a frozen flow, far wake. 
It was assumed that the stagnation (or normal 
shock) flow streamline reached a condition of 
thermochemical equilibrium in the nose region 
(all the reaction and relaxation rates infinite) 
and then was expanded very suddenly (as 
around the corner and into the afterbody re- 
gion) to ambient pressure. In the expansion, 
no chemical recombination was assumed to 
occur, which means the composition was frozen 
at the nose value (internal energy was allowed 
to follow the expansion) and is analogous to a 
flow model of very slow reaction rates. Such a 
flow model is a gross oversimplification of the 
actual finite rate, three-dimensional flow case 
but is certainly more appropriate than other 
simplified conceptual models—for example, the 
normal-shock flow or equilibrium-wake flow 
values shown in figure 61-10. (Note the ticks 
at 260 mc and 5.5 kmc.) It is seen that, fortu- 
itously or not, the points in the MA-6 flight 
between which blackout occurred (>53-db at- 
tenuation) correspond very closely to the points 
at which the signal frequency equaled the com- 
puted plasma frequency. For the C-band 
beacon signal, actual blackout did not occur but 
the signal dropped to nearly the noise level of 
the receivers and was, in fact, highly attenu- 
ated (approximately 37 db). It would, of 
course, be dangerous, at this point, to consider 
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such agreement as being indicative of general 
applicability of such a concept to other bodies 
or to other flight trajectories. 

OTHER  INTERACTION MODELS 

Propagation at oblique incidence to the 
plasma layer should be considered in the EF 
attenuation problem since the look angle of 
the wave path will not always be normal or 
near normal, as for the models discussed so 
far. Oblique propagation has not yet, however, 
been worked out for the case of a dissipative 
nonuniform plasma of small extent—that is, 
where gradients occur in small parts of a wave- 
length, as appropriate to the reentry plasma. 
The magneto-ionic (propagation through the 
ionosphere) theories treat the oblique propaga- 
tion from the standpoint of geometric optics, in 
which the nonuniformities are assumed to occur 
very gradually with respect to signal wave- 
lengths. (See ref. 23.) To illustrate the quali- 
tative nature of the actual problem, some 
results obtained for a thin, lossy, uniform 
plasma applied to propagation at oblique inci- 
dence are presented in figure 61-12. These 
results are from a program developed for the 
IBM 7090 electronic data processing system by 
Calvin Swift of the Langley Research Center. 
For the oblique case, the wave propagation must 
be shown in two modes, T\\2 and T±2, since 
the two modes will behave differently due to 
polarization effects.   The T || mode is that part 
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FIGURE 61-12.—Effect on transmission of signal inci- 
dence angle. 

of the transmitted E vector which is parallel 
to the plane of incidence and the T JL mode is 
that part which is perpendicular to the inci- 
dence plane, as shown in the figure. The pe- 
riodic nature of the transmitted power ratio 
\T \2 as a function of incidence angle is also 

seen in the figure and is due to multiple reflec- 
tions occurring at the two interfaces (indicated 
in the sketch on the left). For the dissipative 
case, this effect is washed out by wave absorp- 
tion. The important result is that, as in the 
case of optical refraction at oblique incidence, 
there is a critical angle of incidence beyond 
which no transmission through the medium is 
possible because of complete reflection of the 
wave. 

The other interaction model which has not 
as yet been discussed is propagation in the 
presence of an imposed magnetic field. This 
is a very important problem, since it offers the 
possibility of providing "transmission win- 
dows" in parts of the wave frequency spectrum 
which would otherwise be opaque to RF trans- 
mission (ref. 24). The effect may be briefly 
explained as follows. In the presence of a 
static magnetic field, a free electron describes 
a circular motion about the field lines at a fre- 
quency (the gyrofrequency) which is propor- 
tional to the strength of the magnetic field 
and with a radius of gyration which decreases 
as the field increases. Since the electron motion 
in the plane transverse to the magnetic field 
is thereby altered, new propagation modes may 
be introduced, depending upon the orientation 
of the electromagnetic wave. For example, if 
a wave is propagated parallel to the field lines 
and the field is infinitely strong, then no elec- 
tron motion can occur in the plane transverse 
to the propagation direction and, hence, there 
can be no interaction even when w<wp. This 
problem has been studied for the model of a 
lossy, uniform, semi-infinite plasma for normal 
incidence of circularly polarized waves propa- 
gating parallel to the field lines and for propa- 
gation of electromagnetic waves transverse to 
the field lines. The first case is of particular 
interest since the location of the window is not 
dependent upon the value of the plasma fre- 
quency but only upon the strength of the mag- 
netic field for a collisionless plasma.    For a 
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plasma with collisions the reduction of attenu- 
ation becomes less significant as the collision 
frequency increases. Figure 61-13 shows the 
effects of varying magnetic-field strength and 
collision frequency on the absorption proper- 
ties, and figure 61-14 shows the effects on the 
reflection properties (in normalized form) of 
a semi-infinite, uniform plasma for normal in- 
cidence of right-hand circularly polarized 
waves Avhen the field lines are parallel to the 
propagation direction. No results are yet avail- 
able for nonuniform, finite-thickness plasmas. 

There are a number of other interaction prob- 
lems which may be of importance in certain 
situations, and they are only mentioned since 
there is considerable complexity and uncer- 
tainty involved in their formulation and assess- 
ment. (1) The near-field propagation problem 
involves alteration of the field of the antenna 
due to proximity of the plasma and, near the 
antenna, the wave is not like a plane wave, as 
was assumed for all the models considered. 
(2) Mismatch of impedance and detuning of 
the antenna, due to proximity of the plasma, 
have the effect of reducing the efficiency of the 
radiating system, and hence a signal degrada- 
tion. (3) Voltage breakdown of the antenna 
elements may occur for high-power levels or 
low-density plasmas (resulting from field ion- 
ization near the antenna) and may greatly re- 
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duce the signal.    (4) A nonplane plasma layer 
(radius of curvature less than wavelength) may 
introduce deviations from the plane-wave-slab 
model. 

MEANS  FOR ACCOMPLISHING  RADIO- 
FREQUENCY FLIGHT COMMUNICATION 

From the discussion of the wave interaction 
problem for a plasma of the type to be expected 
in flight, some feeling for the parametric de- 
pendence of the problem has now been obtained. 
It would be well then to enumerate and assess 
the possible schemes which might be considered 
for maintaining transmission through the 
plasma during the critical part of the flight. 

(1) Selection of signal frequency: 
It has been shown that, for signal frequencies 

higher than the plasma frequency, transmission 
is possible. (See also ref. 25.) It can also be 
shown that in some cases (depends also on v) 
very low frequencies will permit transmission. 
Because of the large investment in worldwide 
communications systems, as well as other prob- 
lems, selection of frequency is not practicable 
outside of rather narrow limits. However, if 
such was possible, the Mercury spacecraft would 
require the X-band and the Appollo spacecraft 
would require at least the Ka-band for continu- 
ous transmission (see figs. 61-2 and 61-11), if 
the concept in figure 61-11 applies. This, in 
turn, introduces acquisition problems and at- 
mospheric absorption problems, but neither of 
these is insurmountable. Selection of very low 
frequencies entails problems with atmospheric 
noise and antennas and is of inconclusive value, 
based on present knowledge. 
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(2) Use of applied magnetic fields: 
This scheme was, of course, not evaluated for 

the actual reentry-type plasma model, but by 
basing an estimate on the numbers from the uni- 
form semi-infinite case and using peak shock- 
layer plasma properties, required magnetic-field 
strengths can be estimated. It would appear 
from such an assessment that the scheme re- 
quires magnetic-field producing systems of im- 
practicably large size for the large manned 
vehicles, even considering the cryogenic super- 
conductors. For small vehicles, however, the 
scheme ofFers very promising possibilities, since 
the field strengths can still be high at the 
smaller absolute distance out from the body 
surface where peak u>p occurs. 

(3) Aerodynamic shaping: 
This scheme involves the use of small bodies 

which might be mounted on the larger body to 
protrude outside of the main plasma layer. If 
the small body is the KF radiator, then the layer 
obstructing transmission will be relatively thin. 
It is certain that the absorption losses will be 
reduced in such a scheme, but the change in re- 
flection loss is inconclusive lacking numerical 
evaluation of the actual case (scaling problem). 
The scheme is certainly an attractive one, pro- 
vided that the cooling problems associated with 
the small probe and its mount are not too 
restrictive. 

(4) Material injection: 
This scheme might be referred to as the brute 

force scheme, since the material injection is for 
the purpose of cooling and/or neutralizing the 
plasma, as a means for reduction of the ioniza- 
tion. The injection of material may act as a 
heat sink (to lower the thermal state and, hence, 
ionization) and/or be electrophilic (to reduce 
the free-electron concentration by attachment). 
(See ref. 26.) The result is, hopefully, to open 
up a hole in the plasma layer for signal trans- 
mission or, in the case of small-body nose injec- 
tion, to eliminate the ionization layer entirely. 
Also, selection of proper ablation products may 
act to reduce attenuation if the mixing and dif- 
fusion processes are great enough. On the other 
hand, ablation may work against the scheme, 
if the ablation products are easily ionizable. 

(5) Miscellaneous schemes: 
Other schemes which might be mentioned but 

are not discussed due to the uncertainty in- 

volved in the formulation and evaluation of the 
ideas are as follows: (a) Use of the plasma 
layer as an electromagnetic radiator by some 
means of coupling the transmitter to the sheath; 
(b) use of modulated electron beams to in- 
troduce new propagation modes into the 
plasma; (c) modulation of the plasma proper- 
ties from within to accomplish a modulation on 
a reflected continuous-wave signal from the 
ground (similar to, or a variation of, the Lux- 
emburg effect) ; (d) use of modulated laser; 
and (e) finally, if there is no other resort or if 
real-time telemetry is not absolutely required, 
the storage and playback, or storage and recov- 
ery, type of systems may be used for the va- 
rious flight data. This is not a very happy 
solution for manned flight. 

OTHER  FLIGHT RADIO-FREQUENCY 
PROPAGATION  PROBLEMS 

A problem of much interest with regards 
to tracking, detection, and discrimination of 
hypersonic vehicles during reentry is that of 
radar scattering from the vehicle and its plasma 
layer, including primarily the wake or trail 
plasma. (See refs. 2 and 27.) It has been ob- 
served that the signal may be at times absorbed 
by the gas cap (strong plasma layer around the 
nose) of the vehicle or that the reflected signal 
may actually be enhanced due to an apparent 
increase in the vehicle size, which is actually an 
increase in the radar cross section due to the 
growth of the plasma into the wake. This wake 
plasma may be very extensive at times and de- 
pends on many uncertain factors, such as ioni- 
zation of ablation products in the wake, frozen 
recombination of the body flow-field plasma 
when expanded into the wake, and action of dif- 
fusion and mixing processes in the wake and 
ambient atmosphere (refs. 28 to 31). This is 
analogous to the meteor trail phenomena to a 
large extent but occurs at velocities lower than 
the usual meteor atmospheric entry. 

Another interesting problem which is of great 
concern to communications and tracking from 
the launch site is that of rocket plume attenua- 
tion. In such a phenomenon, there is ioniza- 
tion in the rocket exhaust products or at the 
plume-air interface (again, due to the action of 
some uncertain factors) which results in a per- 
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turbation of the signal propagation through 
the plume (ref. 32). These uncertain factors 
may include chemi-ionization (nonequilibrium 
ionization in a combustion process) in the plume 
or at the interface, nonequilibrium expansion of 
the rocket combustion products, or seeding of 
the plume with ablated rochet-nozzle material. 
A much less likely factor is that of equilibrium 
ionization in the plume or plume-air mixture. 

Another currently perplexing problem is that 
of signal propagation during the entry of a 
space vehicle into a planetary atmosphere, such 
as Venus or Mars, in order to effect telemetry 
of information about the planetary properties 
before a hard landing. The primary difference 
between this problem and an earth reentry com- 
munications problem is in the definition of 
the flow-field plasma properties resulting from 
the different chemistry involved (different at- 
mospheric constituency). Once the electromag- 
netic properties of the plasma layer can be 
specified, the wave propagation problem should 
be no less tenable than another. 

Finally, the problem of plasma noise should 
be mentioned, since this source of incoherent 
RF radiation may be troublesome over a wide 
frequency range. This radiation originates 
from within the plasma and may be due to proc- 
esses known as Bremstrahlung (free-free tran- 
sitions) recombination, or from unstable plasma 
oscillations due to electron density gradients. 
In any case, a plasma noise level is added to the 
communications system noise level, and this is 
not desirable. 

LABORATORY AND FLIGHT RADIO-FREQUENCY 
ATTENUATION STUDIES 

Generally, the type of tests which may be 
carried out in the study of the RF wave-plasma 
attenuation problem falls into one of the fol- 
lowing categories: (1) Diagnostic studies 
aimed at the experimental determination of 
electromagnetic plasma properties in reentry 
plasma layers, rocket plumes, and others, or the 
study and development of techniques and 
equipment for this purpose. Such techniques 
may be direct or passive and may involve 
probes, reflectometers, optical devices, and 
others. (2) Interaction studies aimed at un- 
derstanding the basic nature of particular wave- 

plasma interaction mechanisms by comparison 
of experimental determinations with theoreti- 
cally evaluated results of tenable models (ref. 
33). (3) Simulated flight tests in which con- 
ditions are produced in laboratory configura- 
tions which largely reconstruct or simulate the 
particular flight communications problem and 
thereby allow for bulk experimental data (at- 
tenuation, VSWR, etc.) which might be repre- 
sentative of the actual flight situation. Some 
of the main difficulties in this idea are: (a) pro- 
duction of very high kinetic energy air flow at 
proper ambient conditions, (b) wave reflection 
problems from the walls of the facility, (c) 
interference from electrical equipment used in 
the production of the flow or for equipment 
power, and (d) the problem of scaling the re- 
sults from small models to the full-size vehicle 
(ref. 34). Involved primarily in the scaling 
problem are the separate aspects of viscous-flow 
scaling and scaling of the reflection effects, the 
latter being very uncertain due to the opposing 
aspects of electron density gradients (dNjdy) 
and extent of the plasma (A/Body scale) which 
are in turn dependent also upon the viscous 
scaling. (4) Actual flight communications 
tests using models or portions of the space ve- 
hicle under the flight conditions expected for 
the vehicle. This technique is, of course, not 
usually economical but may be necessary to es- 
tablish necessary criteria otherwise indetermi- 
nate, or for expediency. The cost can certainly 
be far less than the actual space mission cost 
since the payload, range, and so forth, need not 
be nearly as large. For small flight models, 
the same scaling problems exist as for laboratory 
models. 

Various experimental programs are under- 
way at a number of laboratories, which involve 
one or more of the aforementioned approaches. 
A shock tunnel program at Cornell Aeronau- 
tical Laboratory (ref. 4) is used for simulated 
flight studies and employs a fiber-glass nozzle 
to permit microwave transmission to models in 
the test section. At the Langley Research Cen- 
ter a comprehensive program known as RAM 
(radio attenuation measurement) is underway 
which involves portions of each of the fore- 
going categories (refs. 20 and 35) with flight 
tests serving as verifications of the concepts 
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developed from theoretical and experimental 
ground studies. 

CONCLUDING REMARKS 

The problem of radio-frequency attenuation 
due to the interaction of an electromagnetic 
wave and a plasma layer has been reviewed with 
particular attention to that aspect dealing with 
communications during the reentry phase of 
space-flight missions. The electromagnetic 
plasma parameters have been discussed in rela- 

tion to their influence on the wave propagation 
properties. It has been shown that theoretical 
models of wave-plasma interaction (absorption 
and reflection) can be synthesized to approxi- 
mate the reentry plasma-layer problem; a com- 
parison of flight results with those obtained 
with a simplified conceptual model was pre- 
sented. Also, various means by which the 
attenuation problem may be alleviated or cir- 
cumvented have been reviewed and the capabil- 
ities for laboratory and flight model tests have 
been discussed. 
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SUMMARY 

A brief summary is given of the role of plasma 
acceleration in modern technology, including space ex- 
ploration. The various types of plasma accelerators 
which are described and for which the current research 
status and problems are discussed include continuous- 
flow, direct-current, crossed-fleld accelerators; con- 
tinuous-flow accelerators utilizing Hall currents; 
accelerators utilizing traveling-wave concepts; and 
pulsed, coaxial plasma guns. 

INTRODUCTION 

Modern technology continues to seek, for 
numerous objectives, means to accelerate gase- 
ous media of greater density to higher and 
higher velocities. Since this effort has mostly 
concentrated on the conversion of thermal en- 
ergy to kinetic energy, containment of the hot 
gas and survival of the container has related 
progress primarily to advances in high-temper- 

ature and high-strength materials and to ad- 
vances in wall-cooling techniques. Eventually, 
however, radiation to the container walls from 
the hot gas at values of density desirable for 
many applications poses an upper limit on 
storage of thermal energy. It is obviously de- 
sirable then to seek means of adding directed 
energy to the gas by means which minimize 
the thermal energy added; use of electromag- 
netic forces on charged particles offers this 
possibility. An electromagnetic plasma accele- 
rator avoids the necessity of containing a gas 
at its full stagnation temperature and pressure 
and alleviates the nozzle-throat heat-transfer 
problem. 

The use of electric fields to accelerate ion and 
electron beams to velocities approaching that 
of light is a well-developed and documented 
science and art of the physicist; however, the 
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density of these beams is very low due to space- 
charge limitations. Hence, the interest here 
is in the possibilities of accelerating neutral 
plasmas where, in principle, no such space- 
charge limitations exist. Possible applications 
of high-velocity plasma streams are as follows: 

Efficient, high-exhaust-velocity thrusters for 
distant space missions 

Laboratory simulation of hypersonic flight 
(with quenched ionization in test flow) 

Plasma injectors in controlled thermonuclear 
fusion research 

Laboratory    simulation    of    astrophysical 
phenomena 

Possible conversion of kinetic energy to radio- 
frequency energy 

Produce high-velocity plasma for other mag- 
netoplasmadynamics,     (MPD)     research 
(e.g., MPD generators) 

Plasma   acceleration  studies  increase basic 
MPD knowledge 

Furnishes primary exploitation of break- 
through in superconducting magnets 

As related to the primary and continuing ob- 
jectives of NASA space exploration, electric 
propulsion systems offer the promise of much 
greater payloads than do chemical or nuclear 
systems for the more distant space missions. 

In the continuing effort to simulate, in the 
laboratory, hypersonic flight or reentry from 
orbital, limiir. and planetary flieht. the atlnin- 

■    ■      ' ■ 

.,,l,wwlv Vw«vn mentioned: Mnch numbers in the 

though   radio-frequency    (JKF)    or   inductive 
heating of the supersonic stream may take this 
somewhat higher. Shock tubes have provided 
a wealth of data at real-gas conditions but sim- 
ulate for very short times the flow only for blunt 
bodies or near the stagnation point, whereas 
study of flow around and behind the body is be- 
coming increasingly more important. Use of 
electric body forces for acceleration thus ap- 
pears as an attractive means of attaining high- 
velocity flows in the range of 26,000 to 60,000 
feet per second. In contrast to plasma propul- 
sion, where the efficiency of the thrust system di- 
rectly affects the power system weight, efficiency 

for the flow simulator is of secondary impor- 
tance and running or test time need not be more 
than seconds or minutes. 

The other applications listed are self-explan- 
atory except, perhaps, generation of high- 
power EF energy. Most present means for 
converting electrical energy to RF energy in- 
volve electron streams in one way or another 
and their energy-density is low, requiring large 
volumes of apparatus for high power. High- 
velocity plasma streams offer several possibili- 
ties for resonant excitation and extraction of 
RF radiation and, in addition, plasma instabil- 
ities, which are a troublesome problem in both 
controlled thermonuclear fusion (CTNF) and 
plasma acceleration efforts, might be trained to 
give up their "losses" as controlled RF energy. 

The first application of plasma accelerators 
was listed as electric propulsion so a word more 
on this is in order to get an idea of the "fit" of 
plasma systems into the mission picture. In the 
analysis of reference 1, comparison has been 
made among chemical, nuclear, and electric pro- 
pulsion systems for some distant missions.   One 
aspect of this analysis is shown in fig-are 62 1. 
The missions shown at the left are in approxi- 
mate order of increasing difficulty or character- 
istic vehicle velocity increment required. The 
gross payload shown is that delivered at the mis- 
sion objective, and it is considered that mini- 
mum useful payloads are in the range of 1,500 to 

'       ■"    """'"    : ' v....   ... 
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sions only the electric propulsion systems win 

VENUS PROBE 
MARS  PROBE- 
MERCURY PROBE 
EXTRA-ECLIPTIC, 15" 
JUPITER PROBE 
MARS ORBIT 
VENUS ORBIT 
SATURN PROBE      , 
EXTRA-ECUPTIQ3CP 
MERCURY ORBIT 
SOLAR  PROBE 
PLUTO   PROBE 
SATURN ORBIT 
JUPITER ORBIT-    » 
EXTRA-ECLIPTIC/tö1 

GROSS PAYLOAD, LB 
50,000 100,000 

3 STAGE SAT. 
,500 kw 
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300-kw 

NUCL. 

ELEC. 

FIGURE  62-1.—Performance  comparison  of chemical, 
nuclear, and electric systems.    (From ref. 1.) 
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thrust systems.) The final point is that tripling 
the output of the electric power system gives 
large gains in payload capabilities; therefore, 
the necessity for development of large space 
power systems is emphasized. These larger 
powers will be necessary if the potential advan- 
tage of higher thrust and shorter mission times 
for the plasma systems is to be realized. Fur- 
thermore, certain space missions call for vari- 
able specific impulse during flight, for example, 
from 2,000 to 40,000 seconds. (See refs. 2 and 
3.) Magnetoplasmadynamic devices, at this 
time, appear to have no fundamental limitations 
on ability to vary exhaust velocity; thus, such 
devices potentially can encompass this specific- 
impulse range and at the same time offer high 
thrusts per unit area. 

SYMBOLS 

B 
E 

magnetic induction 
electric field strength 

j current density 
M Mach number 
p static pressure 
Pi total pressure 
T temperature 
u, v, V   velocity 
x, z distance in axial direction 
y distance in vertical direction 
7 ratio of specific heats 
P mass density 
o- scalar electrical conductivity 
T mean free time between collisions 
w cyclotron frequency 
Subscripts: 
i, +        ion 
e, —        electron 
in ion neutral 
(j> angle from z-axis 
6 angle   between   ion   and   E/B   direction   or 

azimuthal direction 
n neutral particle 
2 longitudinal or axial direction 
R radial direction 
rot rotational 
trans translational 
cath cathode 
Bar over symbol indicates vector. 

PLASMA-ACCELERATOR  CATEGORIES 

Many possibilities exist for the compounding 
of pieces and plasma principles to devise a 
plasma accelerator. In any attempt to categor- 
ize those that have been conceived or worked on, 

one faces the dilemma that is illustrated in the 
following list: 

A given accelerator might be 
(a) Continuous or 
(b) Pulsed. 

The device may use 
(a) Electrodes or 
(b) No electrodes. 

The plasma may be generated 
(a) Separate from accelerating region or 
(b) As integral or initial part of accelera- 

tion process. 
Basic acceleration process may utilize 

(a) Self-magnetic fields or 
(b) Applied magnetic fields 

Coupled with 
(c) Applied current or 
(d) Hall current. 

Basic containment of plasma may be 
(a) Magnetic or 
(b) Aerodynamic. 

Plasma may be closer to 
(a) Collisionless or 
(b) Collision dominated. 

A given accelerator scheme or device might be 
of the continuous-flow variety in the sense that 
a steady source of gas (or propellant) is fed 
in and accelerated in a continuum sense or it 
may be pulsed in several ways. If the pulse 
rate is sufficiently high to provide only small 
fluctuations with time in the resulting flow 
momentum, then it would be continuous. The 
device may utilize electrodes to feed the electri- 
cal energy in and the cathodes may be therm- 
ionic emitters or field- or photo-emitters or 
ion-bombardment emitters. Many forms of 
electrodes are possible—for example, the hollow 
cathode. If electrodeless, the accelerator may 
take numerous forms, depending on the detailed 
magnetic-field configurations and their varia- 
tion with time. The plasma to be accelerated 
may be generated separately from the primary 
accelerating region, as in a seeded arc jet, or 
the generation may be inseparable, in principle, 
from the process of imposing directed electro- 
magnetic forces on the plasma. The basic 
acceleration process may utilize, for the mag- 
netic component of the driving force, either the 
field of the driving current or an applied 
magnetic field, or both.   The primary driving 
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current can be the applied current or a Hall 
current or both may be utilized. The plasma 
containment may be either aerodynamic or 
magnetic. Aerodynamic containment depends 
upon collisions to restrict the diffusion rate of 
particles toward the walls and magnetic contain- 
ment depends upon the absence of collisions to 
restrain the motion of charged particles to mag- 
netic field lines, hence, away from the walls. 
The mean free time between collisions or in- 
versely the mean free path of the electrons or 
ions, coupled with the velocity of the particles 
and the magnetic-field strength, may define an 
<i>r domain of operation of a given acceleration 
scheme. Although not listed, RF energy may 
be used rather directly in the acceleration pro- 
cess or for plasma heating or may be combined 
in numerous fashions with other combinations 
of items shown. Plasma, conditions and MPD 
principles force or restrict certain combina- 
tions; therefore, the choice of combinations is 
limited but still large. The subsequent dis- 
cussion is thus restricted to those types of 
plasma accelerators which have been studied 
most extensively and which are hopefully 
farthest along toward their goals. 

PLASMA ACCELERATION 

The following table shows the general types of 
accelerators to be discussed briefly: 

Approximate number 
under study 

Continuous-flow, d-e, linear, crossed-field 
accelerator     13 

Continuous-flow accelerators utilizing 
Hall currents     8 

Accelerators utilizing traveling-wave concepts     9 
Pulsed, coaxial plasma guns 24 

TOTAI,   54 

A search of the literature on the subject of 
plasma acceleration reveals the relatively large 
number of devices under study as shown. Each 
of these represents at least some experimental 
as well as analytical effort and it is probable 
that the list is not complete; it is obvious, how- 
ever, from the numbers that there exists con- 
siderable interest and competition toward 
achievement of the apparent potentialities of 
such devices. The engineer seeks to attain the 
high velocities for his own uses whereas the 
scientist is fascinated with an application for 

this exploding  science  of  magnetoplasmady- 
namics. 

CONTINUOUS-FLOW,  LINEAR, CROSSED-FIELD 
PLASMA ACCELERATORS 

The basic concept of a continuous-flow, lin- 
ear type of crossed-field, direct current (d-c) 
plasma accelerator is shown schematically in 
figure 62-2. The cathodes are shown in the up- 
per wall, the anodes in the lower wall, and an 
externally imposed magnetic field is normal to 
and out of the plane of the paper; the electric 
field is in the plane of the paper and directed 
upward, perhaps at a slight angle for reasons 
to be discussed subsequently. Since the gas 
flow is ionized and is an electrical conductor, 
the elements of an electric motor are evident, 
and the electric-motor or Lorentz force per 
unit volume on the current is 

F=]XB 
that is, the cross product of the current density 
and the magnetic induction. The device may 
be considered analogous to a shunt-wound, d-c 
motor, but the deceptive simplicity of the con- 
cept fades as one begins to examine the details 
of the acceleration process and the particle 
motions. The concepts of operation, together 
with results of analysis and experiments for the 
accelerator as carried out by George P. Wood 
and associates at the Langely Research Center 
(refs. 4, 5, 6, and 7) are outlined in the follow- 
ing comments. 

As stated previously, the accelerator incor- 
porates a magnetic field normal to the electric 
field and uses the Lorentz force. Since the 
force exerted by a magnetic field on a moving 
charged particle is normal to the velocity of the 
pai-ticle, no work is done on the particle by a 
stationary magnetic field.    The magnetic field 

FLOW 

A 

i • JXB 

ANODES- 

FIGURE 62-2.—Schematic of crossed-field accelerator. 
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simply determines in part the direction of the 
particle velocity. For the collisionless case, the 
two-dimentional projection of the ion and elec- 
tron paths would by cycloids that lie along equi- 
potential lines in a direction normal to both 
electric and magnetic fields. Because of the 
mass difference, the radii of gyration of the ions 
and electrons differ and the sense of rotation is 
opposite due to opposite sign of charge; how- 
ever, the average drift direction and velocity 
are the same, and the drift velocity is E/B. 

In the present instance, there is no interest in 
the low-density collisionless case, and the ef- 
fects and results of collisions must be consid- 
ered. From the macroscopic point of view, the 
driving force is the Lorentz force on a current 

in a magnetic field, jXB per unit volume, where 
the current consists principally of a flow of 
electrons. In the microscopic picture, it is de- 
sired that the ions be accelerated in the electric 
field, and then, by collisions, drive the neutral 
particles along the channel. The microscopic 
method is used to provide insight into the phys- 
ics of the process and the macroscopic method 
is used to provide quantitative results for use 
in designing accelerators. 

QUALITATIVE ANALYSIS FROM MICROSCOPIC 
POINT OF VIEW 

Because of the large difference in the masses 
of electrons and ions, these two species behave 
differently in crossed fields in a three-com- 
ponent plasma; that is, they have different mean 
free times, different cyclotron frequencies, and 
different velocity directions and magnitudes. 
The desirable behavior on the part of each is 
discussed first. 

Because of its comparatively small mass, an 
electron cannot impart much momentum at a 
collision with a neutral particle. It is there- 
fore not undesirable that the electron make 
many cycles between collisions with neutral par- 
ticles and thus have its velocity vector directed 
essentially at random just before collision. On 
the other hand, the ion should make, on the av- 
erage, just a portion of a cycloid between col- 
lisions with neutral particles. It is perhaps 
well to reiterate here that the basic acceleration 
process is considered to be first the acquisition of 
additional momentum from the electric field 

by the ion, then the transfer of this additional 
momentum to a neutral particle by collision, 
and then the equal distribution, on the average, 
of this additional momentum over the more nu- 
merous neutral particles. The portion of the 
cycloid that it is desirable for the ion to tra- 
verse is one for which, on the average, three con- 
ditions are satisfied. 

The first of these conditions is that, on the 
average, at collision the ion velocity is a speci- 
fied amount greater than the average forward 
velocity of the neutral particle. Satisfying 
this condition allows additional momentum to 
be imparted to the neutral particle at a speci- 
fied rate. Part of this additional momentum 
goes into random motion of the particle and 
tends to raise the temperature of the gas. On 
the other hand, the cooling effect associated 
with acceleration of the plasma tends to lower 
the temperature; thus satisfying this condition 
results in a partial control over temperature. 

The second condition is that the collision 
occurs when, on the average, the instantaneous 
direction of motion of the ion is in the direction 
of the axis of the channel. The reason for this 
condition is that it is desirable to drive the 
neutral particles axially along the channel and 
not toward a wall. 

The third condition is that the ion travels on 
the average along the axial direction—that is, 
in addition to moving axially at the time of 
collision, the average velocity of the ion should 
lie along the direction of the axis and not be 
directed toward a wall where on contact with 
an electrode the ion would be neutralized. 

Some of these conditions are mutually con- 
tradictory, but usually not seriously so. As 
illustrated in figure 62-3, the ion path without 
collisions is cycloidal; however, the wish is 
that, on the average, the ion path will repeat 
a small section of this cycloid (the section be- 
tween the two dashed lines), and that the ini- 
tial and final directions will be nearly the same 
and will approximate a straight line. 

In Wood's analysis (ref. 4), the first condition 
has been adopted that, on the average, at colli- 
sion the ion velocity is a specified amount 
greater than the average forward velocity of 
the neutral particle; further, constant static 
temperature is assumed, so that the acceleration 
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FIGURE 62-3.—Ion  path with and without collisions. 

rate is specified to be such that the decrease in 
temperature due to acceleration is just compen- 
sated by the increase in temperature due to 
Joule heating. The second condition is adopted 
in order that the driving force on the neutrals 
may be directed parallel to the axis of the chan- 
nel. A choice can be made between the second 
and third conditions, that is, the ions or the 

neutrals may be directed along the axis. If it is 
desired to direct the neutrals along the axis, 
then the electric field may be tilted in such a 
way that the x-components of ion and electron 
velocities are equal as shown in figure 62-4, 
thereby making the axial current zero. The di- 
rection of the ions is tilted but the angle for 
practical cases is extremely small. 

QUANTITATIVE RESULTS FROM ANALYSIS FROM 
MACROSCOPIC POINT OF VIEW 

At this point then, what do the results of 
macroscopic analyses show in terms of geometry 
and operating characteristics of such an acceler- 
ator? Figure 62-5 shows the Mach number as 
a function of normalized length for the condi- 
tions of constant cross-sectional area, constant 
static temperature, constant applied magnetic 
field, Lorentz force directed along the channel 
axis, small degree of ionization, no friction and 
heat transfer, and yM2 greater than unity.    The 
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FIGURE  62-5.—Mach  number  as  function  of length. 

curves show essentially the Mach number at a 
given longitudinal distance x from the M=l 
station as a function of the distance normalized 

by the parameter ^-.    Reference 4 takes into 
P"Vn ■ T 11 account the Joule heating due to ion slip as well 

as the conventional Joule heating due to resist- 
ance and the three curves show the effect in 
terms of WT where m is for the ions and T«„ is for 
the ion-neutral collisions. Increasing mTin 
corresponds to increasing the heating due to ion 
slip. The current, hence the acceleration, must 
correspondingly be decreased at a given »-sta- 
tion to preserve the balance between heating 
and cooling'due to acceleration; the accelerator 
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length is then greater in order to reach a given 
Mach number. The detrimental effects of ion- 
slip heating on accelerator length can, however, 
be overcome by the cooling effect of a slight area 
expansion of the accelerator channel. Typical 
values of winn for the following experiments are 
approximately 10~3 radian. 

CROSSED-FIELD ACCELERATOR EXPERIMENTS 

The elements of the early experimental ap- 
paratus used at Langley to study crossed-field 
accelerators are shown schematically in figure 
62-6. The source of plasma is a seeded arc jet, 
wherein the arc is magnetically rotated by the 
coils shown around the outer chamber wall. A 
typical mass flow of N2 is 2.6 g/sec with final 
enthalpy of 8,860 Btu/lb and corresponding 
temperature of 6,900° K. Cesium is fed at 
constant rate through a resistance-heated vapor- 
izer to the hot nitrogen flow after the arc. The 
resulting plasma emerges from a Mach 2 nozzle 
at the entrance to the EM acceleration region at 
a temperature of 5,500° K with ionization levels 
of 1- to 4-percent mole fraction corresponding 
to nearly complete ionization of the cesium seed. 
The accelerator channel, shown in the low- 
pressure chamber, is 1 cm X1 cm X 8 cm. Mag- 
netic fields up to 11,000 gauss are imposed across 
the channel through pole faces contacting non- 
magnetic walls of the channel. As shown in 
the schematic, a total-pressure tube is shown at 
the flow exit. Static-pressure orifices are also 
incorporated along the channel walls. Figure 
62-7 shows a cross section through the accelera- 
tor indicating the components  and the seg- 
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FIGURE    62-7.—Longitudinal    section    through    ac- 
celerator. 

mented electrodes. Cathodes used have mostly 
been of thoriated tungsten. The current loop 
through the gas between opposing electrodes is 
closed separately for each pair through external 
batteries, and voltage and current may be con- 
trolled separately for independent pairs. 

The significance of the pressure measurements 
is indicated from the following equations: 

Ap, 2yM2 

P,     [2 + (7-l)M
2]ptt2 [jB- (7-i)M2i2' 

2au 1 Ax 

Ap YM
2 

p (M2—l)pu- \jB- (y-l)M2f- 
(7U ] Ax 

FIGURE 62-6.—Schematic of apparatus. 

The equations show the relative change in 
total pressure pt and in static pressure p. For 
the two terms in the brackets of each equation, 
the first is the effect of the Lorentz accelerating 
force and the second is the effect of Joule heat- 
ing ; therefore, an increase in total pressure and 
a decrease in static pressure (note negative sign 
of static-pressure equation) indicates a win for 
the accelerating force. 

Typical results of several tests are shown in 
table 62-1. The column headings show mass 
flow, total current flow across the channel, and 
total pressures at the accelerator channel exit 
for the cases of current flowing and no current 
flowing. By sensing the change in total and 
static pressure (latter not shown) due to 
switching on the current flow, the fact that the 
accelerator was truly accelerating could be 
easily and directly observed. Typical runs are 
shown for two sets of pressure or density in the 
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TABLE 62-1.—Representative Data for 
7 cmX 1 cmY.8 cm Accelerator 

AT ass flow, 17/scc 
Accelerator 

current, 
amp 

pt, mm Hg 
\,Apt)on 
(pdoff Current 

off 
Current 

on 

1.37 66 143 214 0.50 
1.37 110 145 245 . 69 
1.37 114 130 260 . 91 
2.74 160 342 520 .52 
2.74 125 325 460 .42 

2.74 144 357 501 .40 

channel and it is seen that for all cases an in- 
crease in total pressure occurs; this increase 
indicates that the Lorentz force exceeds the 
effects of Joule heating in diminishing this 
force. By using the equations with known 
values of x, /?, pit and 71/, estimated values of 
y, and calculated values of <r, a calculated value 
of the total-pressure change can be made. The 
experimental values average between 50 and 
60 percent of the calculated values and corre- 
sponding velocity increases implied from the 
measurements are about 30 percent. For this 
small accelerator, efficiencies from measure- 
ments are misleading mainly because of the 
losses associated with the large voltage drop 
through the cathode and anode sheaths. For 
larger accelerators this loss would be a far 
smaller fraction of the total losses. If these 
losses are ignored, efficiencies of conversion of 
electrical to kinetic energy of about 70 per- 
cent are indicated. Many other detailed 
measurements have been made with the use of 
this small accelerator and much has been 
learned concerning, for example, electrode 
materials, insulator materials, seeding tech- 
niques, temperature measurements, accelerator 
construction, and many other details. It is 
obvious that the small size of the apparatus 
greatly exaggerates wall losses and limits many 
measurements, especially probing-type meas- 
urements, and that a larger accelerator with 
higher power and greater acceleration is the 
desirable next step. A larger accelerator lias 
been built at the Langley Research Center and 
operation lias just started; the principal fea- 
tures of this larger facility are shown in the 

FIGURE     62-8.- -Langley    l-inch-square    plasma    ac- 
celerator. 

photograph of figure 62-8. Unfortunately, 
the accelerator channel and many details of 
the arc chamber are hidden behind the large 
electromagnet. The arc is at the left and the 
low-pressure discharge pipe is at the right. 

The characteristics of the arc plasma source 
and estimated performance of the accelerator 
are shown in table 62-11.   In the table, a con- 

TABLE 62-11.—Langley 1-Inch-Square 
Pl-axma Accelerator 

Arc plasma source: 
Arc potential and current 200 v, 2,500 amps 
Arc-chamber pressure 1 atin 
Gas flow rate 7 g/sec 
Gas enthalpy 8,000 Btu/lb 
Gas temperature 7,000° K 
Gas ionization (Cs seed) « 2 percent 

Accelerator: 
Dimensions 1 in. X 1 in. X 12 in. 
Number of electrodes 24 pairs 
Magnetic field 10,000 gauss 
Power source 400, 12-v battery 
Potential across electrodes 135 to 225 v 
Current through plasma 1,700 amps 
Power into Joule heat      70kwl    250 kw 
Power into Lorentz force    180 kw J into gas 
Pressure 70 mm Hg 
Velocity at entrance 2,000 m/sec 
Velocity at exit 4,000 m/sec 

sistent set of nominal operating conditions are 
given; however, it is emphasized that the 
potential of the primary apparatus will permit 
still greater velocity increases than are shown 
(2,000 to 4,000 m/sec) as research progresses. 
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Other  Investigations  of  Crossed-Field 
Accelerators 

Other experimental Avork on crossed-field 
accelerators is included in references 8 to 12. 
The experiments of Demetriades (ref. 8) are 
noteworthy in that he has achieved the highest 
thrust and velocity increase due to the Lorentz 
force and has reached an efficiency of 54 per- 
cent. His accelerator incorporates three pairs 
of electrodes, and the whole assembly of 
channel, electrodes, and magnet is mounted on 
a thrust stand, separate from the arc-jet plasma 
source; thus, direct measurements of thrust 
due to electromagnetic forces can be made. He 
reports thrusts up to 3.6 pounds at an acceler- 
ation efficiency of 54 percent. The specific 
impluse increment due to the plasma accelerator 
was reported to be 1,200 seconds, corresponding 
to an addition of 300 percent to the specific 
impluse of the arc jet used. In his experiments, 
he has made systematic variation in the electric 
parameters; for example, in tests where the 
voltage and current were held constant and 
thrust measured as a function of magnetic- 
field strength, he shows linear increase as 
expected up to a peak where the back electro- 
motive force and Hall current predominate and 
cause a decrease. He has also made extensive 
study of electrode configurations, both flush 
and protruding. All his experiments are fairly 
short-time tests; thus, problems such as elec- 
trode erosion and so forth still remain. 

Hellund and Blackman and their group have 
carried out experiments on crossed-field accel- 
erators and have concentrated on properties of 
gases for use in such devices, especially as influ- 
encing choice of propellant and use of their 
nonequilibrium characteristics.    (See ref. 9.) 

Hogan (ref. 10) has carried out short-dura- 
tion experiments at high-power and high- 
magnetic induction levels by the ingenious com- 
bination of an ionized shock-tube flow, a trans- 
verse magnetic field generated by the discharge 
of capacitor through a coil, and a transverse 
electric field supplied by another capacitor sys- 
tem. He obtained results which, although for a 
small 1%-inch channel, are for power inputs to 
the gas up to 5 megawatts and show that, for his 
range of conditions, deceleration due to eddy 
currents in the gas as it leaves the magnetic field 

were small, electrical energy chargeable as loss 
to the boundary layer was relatively small 
(smaller with increase in power), and that over- 
all efficiencies up to 70 percent were realizable. 

Problems and Future Research on Crossed-Field 
Accelerators 

For the crossed-field accelerator, the detail 
problems and loss mechanisms deserving atten- 
tion are numerous and have been elaborated re- 
cently by several authors. Janes has discussed 
the various loss mechanisms in an accelerator 
channel which he believes to be crucial (ref. 13) 
and implies from his summary and later com- 
ments (ref. 14) that because of wall loss and 
heating limitations of such aerodynamically 
contained accelerators, magnetically contained 
arrangements hold greater promise for the high- 
est possible exhaust velocities. He has made 
approximate analyses (ref. 13), considered sep- 
arately, of thermal-leaving losses, frozen-flow 
losses, electrical conductivity, propellant choice, 
eddy-current effects, Hall current limitations, 
ion-slip heat losses, wall effects, transport coef- 
ficients in a magnetic field, electronic heat con- 
duction and thermal equilibrium, electrode 
boundary layers, insulator boundary layers, 
and Joule field coil losses. Obviously numbers 
of these effects are so interrelated that they must 
be considered simultaneously as pointed out in 
reference 15; consequently, as pointed out in 
reference 9, there is considerable doubt as to 
the accuracy of such analyses in that, at best, 
only trends can be indicated. One very im- 
portant technological development subsequent 
to most of these discussions of problems is that 
of the superconducting magnet; Joule field coil 
losses will be nearly nonexistent and magnet 
weight will be very small. 

In any case, it is safe to conclude that much 
more fundamental work, both theoretical and 
experimental, is needed to study 

(1) both macroscopic and particle charac- 
teristics of basic gas and acceleration 
processes, 

(2) nonequilibrium gas effects for a variety 
of gases that are potential propellants, 

(3) highest possible velocities to uncover 
limitations, 

(4) electrode characteristics, 
(5) insulator characteristics. 
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A number of groups including Langley Re- 
search Center are pursuing these studies with 
optimism, at this stage, for the future of the 
crossed-field accelerator. 

Continuous-Flow Accelerators  Utilizing 
Hall  Currents 

The rectangular plasma accelerator dis- 
cussed in the previous section used, as its plasma 
source, the seeded, high-temperature gas from 
an arc jet. This arc jet was a coaxial device in 
which an externally imposed axial magnetic 
field Bz and a radial current density jR com- 
bined to exert a jRB7j force/volume in the azi- 
muthal direction as shown schematically at the 
lower left of figure 62-9. This force rotates 
a radial arc sector or disk as shown. In the arc 
jet used as a high-temperature gas or plasma 
generator, rotation of the arc serves to distrib- 
ute the Joule heating of the gas and inhibit 
electrode erosion by avoiding stationary arc 
spots (or moving arc spots when a disk is 
formed). The question naturally arises as to 
whether it would be possible to use jRBz to put 
work into rotation of the gas and to convert ro- 
tational energy directly to translational energy. 
Such conversion can take place in a nozzle, as 
shown in the figure, into which the rotating gas 
moves and the centrifugal forces are balanced 
by the wall reaction, converting angular to 
axial momentum. In order to put the plasma 
into rotation, it is generally more efficient to 
use a uniformly distributed force derived from 
a current distributed over an arc disk interact- 
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FIGURE 62-9.—Plasma rotation and Hall current ac- 
celeration. 

ing with the axial magnetic field, rather than 
the "line force" derived from the current con- 
centrated in an arc spoke. Such a view then 
gives a picture of a continuous azimuthal or 
Hall current. The differential motion of elec- 
trons and ions due to their different drift ve- 
locities in the azimuthal direction normal to 
both the radial electric field and the axial mag- 
netic field constitutes a circular drift current 
mainly caused by the motion of the lighter elec- 
trons relative to heavier ions. It should be 
emphasized that even for the arc spoke cover- 
ing a sector between the coaxial electrodes, a 
Hall current can exist within the spoke since 
the current follows the streamlines formed by 
the azimuthal components of the curved par- 
ticle motion. Such components can then exist 
if «,r>0; however, the primary point of in- 
terest for application to accelerators is to de- 
termine all the conditions necessary for a uni- 
formally distributed discharge and continuous 
Hall current and these include not only the 
„ values but other conditions such as emission 
from the cathode. 

Shown at the upper left of figure 62-9 is a 
schematic of an experimental apparatus at 
Langley Research Center for producing plasma 
rotation and conversion to translation. If the 
magnetic-field coil is slid back, as shown at the 
right, the magnetic field is no longer purely 
axial in the region of the discharge, but is diver- 
gent so that a radial component BB exists. The 
second mode of operation of the accelerator is 
then evident whereby the azimuthal Hall cur- 
rent j „ and the radial component of the magnet- 
ic field BR produce a j„BB force/volume which 
acts in the longitudinal direction. Conversion 
of residual rotational energy to translation can 
again utilize a mechanical nozzle and, in addi- 
tion, the diverging magnetic-field lines can be 
used for magnetic guiding or containment. 
Both of these concepts of operation of this 
coaxial scheme, that is, conversion of rotation 
energy and Hall current operation, were first 
described in references 16 and 17. Both modes 
of operation have been the object of research 
at Langley for the past 2 years. Results of 
this research and those from studies of similar 
devices at other laboratories will be discusssed 
in subsequent sections. 
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Experiments With Coaxial Hall Current Devices 

An experiment can be devised to show the 
Hall current operation of this coaxial device. 
For Hall current operation, the direction of 
acceleration changes with the polarity of the 
electric field which changes the direction of the 
Hall current. For a given direction, the magne- 
tic field enters as the second power; thus, its 
direction does not affect the direction of accel- 
eration. Experiments using an apparatus 
similar to that shown in the upper right-hand 
sketch (fig. 62-9) were made in which the 
electric field was reversed. These early experi- 
ments showed that the coaxial device can act 
in a diamagnetic fashion (pushing the plasma 
toward the weaker magnetic field) or in a para- 
magnetic fashion (pushing the plasma toward 
the stronger magnetic field). 

One of the first objectives of study obviously 
is to determine the nature of the discharge in 
some detail, especially the conditions for a disk 
or uniform discharge. Patrick and Powers find 
experimentally that when WCT,->1, the discharge 
is stable and the arc is uniform through the 
channel (refs. 18 and 19). Experiments at 
Langley in this range also give uniform dis- 

charges; however, it has also been found that 
the cathode temperature has a primary effect on 
the discharge. The two photographs of figure 
62-10 indicate the effect of cathode temperature, 
where all other conditions are the same. The 
photograph in figure 62-10 (a) is from a film 
sequence taken at 4,000 frames per second and 
is for a ralatively cold cathode. For this con- 
dition, the spokes (and possibly retrograde 
motion) are evident. As the cathode is heated 
to the conditions shown for the photograph in 
figure 62-10 (b), the discharge is uniform, since 
at the Kerr cell shutter speed of 0.1 microsecond 
for this photograph, any probable spoke motion 
would be resolved if spokes existed. It is to be 
noted that at the temperature shown for the 
tungsten cathode, thermionic emission is very 
small but, even at this low value, is very effec- 
tive in uniformizing the discharge. Further 
experiments on cathode conditions and materials 
are in progress, including gas and alkali-metal 
injection through the cathode. 

Experiments on both modes of operation have 
been made and are still in progress at both 
Langley and Avco-Everett Research Labora- 
tory.    At Langley, concentration has been on 

(a)  Rotating spokes.    Cold cathode,   (b)  Uniform   discharge.    Te«ti.=2,360°   K;   exposure time, 0.1 /jsec. 
PIGTJKE 62-10.—Effect of cathode temperature on coaxial discharge in Bz field. 
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the discharge itself (refs. 20 and 21) as well 
as the means of feeding lithium into the system 
in such a fashion that it is vaporized in one step 
(without contacting the walls) and enters the 
accelerating region in a second step. Lithium 
is a desirable propellant because of the low 
frozen-ionizatioii losses in the density range in 
which these devices operate and because it will 
permit higher power inputs. A Hall current 
acceleration device with a 50,000-gauss solenoid 
is nearing completion at the Langley Kesearch 
Center. 

Eesults of detailed measurements at Avco- 
Everett Research Laboratory for both modes 
of operation of the coaxial accelerator are given 
in reference 19. For the case in which rotation 
is converted to translation by means of a shal- 
low nozzle (20°), a thrust of 0.7 pound was pro- 
duced with an overall efficiency of 15 to 20 
percent. These results led the investigators to 
a wide angle (50°) nozzle seeking to convert 
azimuthal motion more rapidly to axial motion. 
Figure 62-11 (taken from ref. 19) shows sche- 
matically the geometry and configurations of 
fields and currents that might be expected. 
Since a magnetic field with a large radial com- 
ponent could be produced in this nozzle, full 
advantage could be taken of the possible large 
Hall currents to produce additional body forces 
in the axial direction. In such a configuration, 
for WT>1, current lines are pushed out of the 
annulus and are forced downstream by the Hall 
effect.   In the arrangement shown, the interac- 
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FKHIüK   ($2-11.—Magnetic   annular   arc.     (From   ref. 
19.) 

tion of the Hall currents and both components 
of the magnetic field provide both acceleration 
and containment; that is the jxB forces can 
be largely in a direction which accelerates the 
plasma away from the channel walls and in the 
thrust direction. They made very detailed 
pressure, mass-flow rate, velocity, and electric- 
probe surveys of the flow field for both the 
shallow and wide angle nozzles and found that 
the basic concepts were realized; however, large 
plasma-swirl effects were predominant, more so 
for the narrow nozzle. An average exhaust 
velocity corresponding to a specific impulse of 
600 seconds was attained with an overall thrust 
efficiency of 25 percent for the 50° nozzle. 

In general, for these coaxial devices in the 
"high-density plasma" range, principles have 
been proven and much progress has been made 
in studies of detail flows and mechanisms. The 
primary advantages this coaxial arrangement 
has in comparison with other devices are its 
combination of arc jet with the accelerator por- 
tion and the possibilities of magnetic contain- 
ment of the plasma. The principal problems 
that must be studied arise from the nonuniform- 
ities in the flow which stem from the rotation of 
the jet. It appears that rational choices or 
compromises must be made between the require- 
ments for best conditions for MPD acceleration 
and magnetic containment or nozzle require- 
ments. For example, in figure 62-11, the cur- 
rent lines close back almost along magnetic field 
lines, this case being ideal for containment; 
however, these conditions are dissipative as far 
as acceleration is concerned. For best MPD 
acceleration, the desire is to cut the current lines 
with the magnetic field lines as near normal as 
possible. One way of doing this is to provide 
a series of segmented electrodes in the center 
cathode and the outer wall. In the latter case, 
however, the magnetic nozzle is lost. Another 
advantageous factor in these accelerators stems 
from the fact that the azimuthal driving cur- 
rent is larger than the radial current between 
electrodes; the direct losses to the electrodes 
because of the lesser thermionic emission re- 
quired should thus be smaller than in the linear 
crossed-field accelerator. In continuing studies 
to improve these coaxial devices, it is desired to 
have  available large variations in magnetic- 
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field configurations. The solenoidal coil is 
readily adaptable to produce wide variations in 
field geometry; however, most important are 
the high field strengths that can conveniently 
be obtained with superconducting solenoids. 

Low-Density Longitudinal Electric-Field Hall 

Current Accelerators 

Several investigators have studied coaxial 
arrangements incorporating radial magnetic 
fields and longitudinal electric fields. (See 
refs. 22 to 27.) A class of these low-density 
devices may be considered to be nonspace-charge 
limited ion accelerators, wherein by a suitable 
choice of electric and magnetic fields, ions are 
electrostatically accelerated in a plasma in the 
presence of trapped electrons. 

The apparatus described in reference 26 was 
designed at the Langley Research Center to 
study the basic phenomena in an axial electric 
field or discharge and a predominantly radial 
magnetic field. A cross-sectional view of this 
apparatus is shown in figure 62-12. Note the 
iron core which concentrates the field lines from 
the solenoid to make a predominantly radial 
magnetic field where the field strengths are 
highest. The iron core is laminated to prevent 
radical distortion of the electric field and is in- 
sulated from the discharge by an enclosing 
glass tube. The experiments with this appara- 
tus covered a range of pressures from 15 to 150 
microns of mercury, arc voltages to 700, cur- 
rents to 80 amperes and average radial mag- 
netic-field strengths to 450 gauss. The impor- 
tant distinction of these conditions from those 
of the Hall accelerator of the previous section 
is that it operated at high-density, small ion- 
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FIGURE  62-12.—Ion  acceleration  in  a  plasma   using 
Hall currents. 

slip, and low ionization. In this case operation 
is at low density, small ion-slip and high ioniza- 
tion. In terms of the pertinent plasma param- 
eters in the experiments here, both the ion 
gyro radius and ion mean-free path are large 
compared with the apparatus size, the electron 
gyro radius is small compared with the appara- 
tus size and the electron mean-free path. Un- 
der these conditions, the ions may be accelerated 
in the electric field in the presence of electrons 
trapped in rotary E/B motion about the axis 
with small drift in the axial direction. As 
mentioned in reference 27 the jXB force/vol- 
ume is produced by the azimuthal Hall current 
and the radial magnetic field. For low density, 
highly ionized plasmas having few collisions, 
the jXB force equals the electrostatic force 
from the electric field on the ions. 

The apparatus shown represents an element 
of such an accelerator wherein studies of the 
plasma conditions have been made in terms of 
arc voltage and current, charge particle distri- 
bution and density, potential distribution, and 
Hall current. These experiments have gener- 
ally indicated that the device operates as ex- 
pected, but have, of course, brought out many 
problems requiring further study. Briefly the 
experiments gave the following results: 

(1) A positive slope volt-ampere character- 
istic was observed; the slope increased 
with increasing magnetic field or de- 
creasing pressure. 

(2) Approximate values of the Hall current 
were observed by using a technique 
wherein a ballistic galvanometer sensed 
the Hall current by switching off the 
discharge with the magnetic field left 
on. Hall current values agreed "order- 
of-magnitude-wise" with those pre- 
dicted. Ratios of Hall current densities 
to axial-current densities in the range 
of 10 to 15 were observed. 

(3) The pressure at the cathode was observed 
to increase depending on the direction of 
the electric field or ion motion. 

(4) At the lower pressures, anomalous dif- 
fusion effects became more pronounced, 
as expected, for fewer collisions. 

An apparatus using the same principles as just 
outlined has been investigated by Janes, Dotson, 
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and Wilson (ref ."22). Their accelerator shown 
in figure 62-13 does not have the oppositely ro- 
tating Hall currents that are in the apparatus 
at Langley. In their apparatus, ionization is 
produced by a Phillips Ionization Gage 
(P.I.G.) type discharge occurring between the 
ionizer filament and anode. Ion acceleration 
takes place in an electrically neutral region im- 
mediately below. The filament at the exit only 
serves to release electrons which are necessary 
to neutralize the outgoing plasma. Results 
with this apparatus have not yet been reported; 
however, extensive measurements using a 
cusped-field arrangement with predominantly 
radical fields have been made. A device simi- 
lar to the one shown in figure 62-13 but smaller 
has been used in reference 28. Also, in this 
accelerator, no ionizer filament was included so 
that ionization had to be provided by the nor- 
mal collision mechanism resulting from axial 
leakage of electrons. In all of these devices it 
is intended that the axial mobility of electrons 
will be sufficiently restricted by the magnetic 
fields to permit the plasma to sustain a signi- 
ficant voltage associated with the electric fields 
necessaiy to accelerate the ions as current car- 
riers. Electrons produced near the anode are 
carried to the exit through an external circuit 
and there emitted from a hot filament to ob- 
tain an electrically neutral plasma-exit beam. 
The cusped-field apparatus shown in figure 62- 
14 has been used in the experiments of reference 
22. For moderate magnetic fields (and specific 
impulse values) it was found (ref. 22) that 
specific impulse Isp first increased linearly as a 
function of B but flattened out at a value of /»„ 
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FIGURE   62-13.—Annular  two-stage   K.M.   region   d-c 
plasma  accelerator.    (From  ref.  22.) 

FIGURE 62—14.—E.M. region d-c cusp plasma acceler- 
ator.    (From ref. 22.) 

of 1,200 at the highest magnetic fields. This 
apparent saturation in the observable specific 
impulse was probably associated with decrease 
in ratio of ion gyro radius to tube radius well 
below a value of 1.0. The use of stronger mag- 
netic fields to produce greater Isp produced dif- 
ficulties in detachment of the plasma from the 
magnetic field at the exit; this difficulty was 
partially circumvented by sloping the magnetic 
field at the exit to provide a gradual decrease 
in strength—that is, a magnetic nozzle. (See 
ref. 22.) Also, at the higher magnetic-field 
strengths, high localized wall heating was ob- 
served at the radial cusp points. At high val- 
ues of the magnetic-field strength, large 
oscillations appeared in the anode to cathode 
voltage, of order 100 kc and of amplitudes ex- 
ceeding several hundred volts. This experi- 
ment was modified to include a plug in the center 
of the tube in order to separate electron leakage 
arising as a result of the null point in the mag- 
netic field from electron leakage associated with 
diffusion of electrons across magnetic-field lines. 
The plug greatly reduced the backstreaming of 
electrons. 

On the basis of the experiments of references 
22 and 28, it was concluded that electron dif- 
fusion rates were 100 to 1,000 times the currents 
predicted by classical diffusion theory but 
obeyed fairly well the anomalous diffusion law 
of Böhm as discussed in reference 27. Further- 
more, the voltage across the discharge is pro- 
portional to B rather than B2. The turbulence 
responsible for the enhanced diffusion observed 
is not well understood, and the large voltage 
oscillation observed may be associated with this 
turbulence. Similar oscillations were observed 
and the diffusion mechanism was discussed in 
some detail in'connection with the studies of the 
Hall accelerator discussed in reference 17. 
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The potential engineering advantages of 
"EM region" d-c plasma accelerators are listed 
by Janes as follows (ref. 22) : 

(1) Freedom from space-charge limitations 
of conventional ion rockets 

(2) Magnetic containment possibilities. 
(3) High acceleration voltages which de- 

pend only upon the specific impulse rather than 
upon the instantaneous power level, thereby 
minimizing arc-voltage-drop problems 

(4) A readily variable specific impulse and 
power level 

(5) Extreme simplicity in the associated 
electrical circuitry 

(6) Convenient physical size together with 
moderate power levels, electrostatic voltage gra- 
dients, magnetic-field strengths, and heat-trans- 
fer rates 

The principal study on these devices at the 
present time is directed toward an understand- 
ing of electron-diffusion mechanisms. If 
means cannot be found to reduce or circumvent 
the high diffusion rates indicated thus far by 
the experiments, the overall performance of 
these devices will be limited. 

PULSED  PLASMA GUNS 

Perhaps the most extensively studied of all 
plasma acceleration ideas is that of impulsively 
creating and accelerating a blob of plasma using 
simple geometric devices such as a pair of rail 
electrodes or a coaxial arrangement of elec- 
trodes. The problems and progress of such 
devices can be conveniently discussed by con- 
fining oneself to the coaxial arrangement. Lov- 
berg has recently written an excellent summary 
paper (ref. 29) on his views and experiences in 
research with coaxial plasma guns and some 
of the following remarks and illustrations are 
drawn from his presentation. 

The simplest embodiment of an impulsive 
plasma accelerator is the "rail gun," shown 
schematically in figure 62-15. It is nothing 
more than a pair of parallel conductors en- 
closed in a low-pressure system connected to a 
charged capacitor. When a gas is admitted to 
the region between the rails, electrical break- 
down occurs, and current is conducted around 
the closed contour.    Since it is a general prop- 
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FIGURE  62-15.—Rail-gun  plasma-accelerator  concept. 

erty of unconstrained inductive circuits to move 
toward larger inductance and particularly of 
current loops to expand, this particular current 
loop will seek to expand through a motion of 
the conducting plasma toward the gun muzzle 
at the right. In perhaps more fundamental 
terms, the plasma current interacts with its self- 
field to produce a j X B force toward the right. 
In figure 62-16 the two rails have become a pair 
of coaxial cylinders in order that complications 
associated with the side forces on the plasma 
arising from the free edge interacting with the 
magnetic field may be avoided. Such essential- 
ly simple devices show fair promise as efficient 
propulsion units. 

The development problems associated with 
making a plasma gun into an efficient propulsive 
device fall into two categories; those having to 
do with the physical processes in an accelerated 
plasma and those concerned with engineering 
questions involving components such as capaci- 
tors, switches, valves, insulators, electrodes, and 
so forth. Lovberg has said that a long road 
of fairly fundamental plasma physics still lies 
ahead before the plasma engine has reached the 
state of development of ion engines. 

Some of the problems in coaxial plasma-gun 
development  and requirements that  may  be 

FIGURE   62-16.—Evolution   of   rail   gun   into  coaxial 
accelerator.    (From ref. 29.) 
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dictated by certain of these problems might be 
as follows: 

(1) Fairly high electron temperatures, al- 
though a nonpropulsive energy loss, might be 
tolerated; however, high ion temperatures mean 
transverse thermal speeds which can be very 
effective in moving ions into electrodes where 
they lose their entire kinetic energy. Ordi- 
narily, the presence of magnetic fields inhibits 
these thermal drifts; nevertheless, for long 
narrow accelerating channels, the electrode loss 
for even slow transverse speeds can be intoler- 
able. The requirement is thus made that the 
channel be limited in length compared to diam- 
eter so that the acceleration is over before the 
ions have had time to move transversely a 
significant amount. (At Langley, analysis has 
been made of the role of the attainable or limit- 
ing velocity of a plasma gun and it is indicated 
that a primary factor may be the axial Compon- 
ent   nf   rnnmnnfnm   )r\ct   (if   ( hp   o\ootrnrlfiS  by the 
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FIGURE 62-17.—Symmetric and spoked current dis- 
tribution in pulsed coaxial accelerator. (From ref. 
29.) 

by the time it emerges from the gun.   It can 
be  shown  that  very  low  inductance  energy 
sources i fill correspond ingly be required for 
efficient engines. 

arise trom the previously stated tneorem that 
if any part of a circuit is unconstrained, it will 
seek out. the configuration of highest possible 
inductance. The propulsion purpose is achieved 
if the fluid can be coerced to move smoothly 
along only one possible avenue of inductance- 
increase toward the muzzle, of a coaxial gun. 
The system, however, usually finds all such 
avenues, most of which are destructive to the 
goal. The discharge in a coaxial system not 
only moves axially, but tends to lose its initial 
azimuthal symmetry and gather up into a sin- 
gle spoke on one side of the tube as shown in 
figure 62-17. When this occurs, the discharge 
is no longer effective in imparting axial momen- 
tum to the gas. The spoke also develops violent 
instabilities of its own, and absorbs field energy, 
much like a resistor. Recognizing these insta- 
bilities (which occur also in a wide variety 
of accelerators), the requirement is made that 
conditions be found, if possible, to avoid them 
or to provide conditions such that their growth 
rate is small compared with the linear accelera- 
tion rate. 

(3) The beam energy should be as close as 
possible to stored energy in the capacitors and 
the plasma should have absorbed this energy 

earned out 
axial plasma-gun arrangements. They have 
made extensive interior diagnostics of the dis- 
charge with probes which measure the electric 
and magnetic fields inside the plasma. Through 
data obtained with these probes they are able 
to make inferences of several important pa- 
rameters, for example, ion density and directed 
ion velocity. Highlights of their observations 
(ref. 29) are briefed as follows: 

(1) A distinct layer of radial current was 
accelerated toward the gun muzzle at about 
107 cm//* sec (I8p=10* sec) ; however, the plasma 
ions were not accelerated to anything like the 
current layer speed. It was concluded that the 
accelerating current layer does not necessarily 
act as a piston as has been generally supposed. 
It has the character of a strong ionizing shock 
which does impart momentum to the propellant 
but at a speed which has to be determined by 
other means. They found, by using time-of- 
flight techniques that in some cases, the plasma 
and current layer move nearly together. 

(2) A primary source of losses was attrib- 
uted to a tendency of the gun to "crowbar," 
that is, set up a secondary discharge near the 
insulator after about one-half cycle of the oscil- 
lating gun current.   This energy is sealed off 
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from the plasma and lost, Efforts to overcome 
this problem have not yet been successful and 
it continues to be a source of worry. 

(3) The efficiency of transfer of field energy 
to the plasma was good, that is to say, losses 
associated with drift into the electrodes or 
plasma radiation do not appear to be ruinous. 

(4) Heat transfer from electrons to ions is 
slow, that is, over the time of the total gun 
pulse, ion heating is small. 

(5) Extensive surveys of conditions under 
which spoke instabilities are troublesome are 
not conclusive, however, "good" conditions to 
avoid these can be met. However, small de- 
partures of pressure, propellant, and voltage 
from values giving "good" condition could re- 
establish detrimental instabilities. 

(6) Distribution of propellent gas in the bar- 
rel just prior to breakdown has a major influ- 
ence on crowbarring at the insulator. 

At Langley, extensive experiments have been 
made with various coaxial plasma-gun arrange- 
ments, and one development that has been made 
in reference 30 is schematically shown in figure 
62-18. The gun is connected directly to a 50- 
kilojoule capacitor bank without a switch in the 
line; however, the gas pressure in the gun is 
sufficiently low that, for the standoff voltage and 
electrode spacing, breakdown does not occur. 
When the coil is switched on, an axial magnetic 
field is imposed between the electrodes, and for 
the desired electric and magnetic conditions, a 
breakdown occurs in a very short time interval. 
Part of the conditions are that the ion cyclotron 
radius is much larger than the electrode spac- 
ing, as indicated in the lower sketch, the elec- 
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FIGURE    62-18.—Magnetically    ignited    coaxial    dis- 
charge. 

tron cyclotron radius is smaller than the spac- 
ing and smaller than the mean-free path. The 
electrons will perform cycloidal motions in the 
crossed fields between collisions and; at each col- 
lision, the electron takes up a new cycloid closer 
to the anode by about one cyclotron radius. The 
avalanche progresses by the production of 
enough ion pairs on collisions with neutrals so 
that breakdown occurs very rapidly. Another 
view is that the electron transit distance is too 
small to produce collisions in the electric field 
alone and that the greatly increased transit dis- 
tance in the crossed fields makes enough col- 
lisions possible. The theory for this breakdown 
process has been developed and experimentally 
proven. With a 36-microf arad bank charged to 
48,000 volts, a peak current of 1,300,000 amperes 
was achieved with a current rise time of only 2 
microseconds. Advantages of magnetic-igni- 
tion are: losses associated with external switch- 
ing are avoided, the high rate of discharge 
generally means efficient energy transfer to the 
plasma, and the gun can be operated at very low 
pressures where many difficulties are avoided. 

It may be somewhat puzzling that low-pres- 
sure operation is listed as an advantage for the 
coaxial plasma gun; however, many problems 
encountered at higher pressures can, in fact, be 
avoided. At Langley, a coaxial plasma gun was 
operated in this low-pressure region (10~6 mm 
Hg) with magnetic switching, and the follow- 
ing general findings were noted: conversion 
efficiency of electrical to beam energy of 50 
percent was attained, no crowbarring or insta- 
bility was observed, and the plasma is almost 
entirely electrode material; however, it is not 
inconceivable that a propulsion device could 
utilize consumable electrodes. 

Other research at Langley has included devel- 
opment of a new approach to determination of 
the limiting velocity of plasma guns wherein 
the primary factor is that the axial component 
of the ion current is lost at the electrode (ref. 
31). Estimates based on this approach check 
experimental values; however, the detail 
mechanisms at the electrodes require much fur- 
ther research. Also, spectrographic observa- 
tions of the plasma show large contamination 
by electrode material; thus, a study of electrode 
conditions is being made.   In all experimental 
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studies of plasma guns, the short duration of 
observation demands ever improved diagnostic 
techniques; at Langley a new type of magnetic 
probe has been developed recently (ref. 32). 

TRAVELING-WAVE ACCELERATORS 

There is great attraction, in principle, to ac- 
celeration schemes which avoid electrodes, since 
in all the devices so far discussed electrodes are 
used and present energy-loss or survival prob- 
lems to varying degrees—worst probably for 
the plasma guns with their very high initial cur- 
rent concentration at the electrodes. Charac- 
teristically, the electrodeless devices make use of 
time-varying magnetic fields which induce cur- 
rents in the plasma; these in turn interact with 
the magnetic field to produce acceleration. In- 
variably, one is led to the idea of traveling 
magnetic fields or magnetic "traveling waves" 
so that the plasma may be effectively continu- 
ously accelerated or accelerated in magnetically 
contained plasma "bunches." Eeduction of wall 
losses by magnetic containment is also a desir- 
able advantage offered by these concepts. A 
fairly large variety of traveling-wave schemes 
have been conceived and studied extensively 
(see bibliographies of refs. 33 and 34 and ref. 
35). Description and distinction of the shemes 
from each other can become exceedingly in- 
volved in detail; thus, this brief summary seeks 
only to point out some broad categories. 

Probably the simplest concept of an induc- 
tion accelerator, which might constitute one 
stage of a traveling-wave scheme, is the so- 
called ring accelerator. In one form of this 
scheme, a capacitor discharge (or RF) is fed 
into a single loop of conductor around a tube 
containing low-pressure gas. The varying 
magnetic field associated with this loop induces 
an azimuthal electric field in the gas of sufficient 
intensity to ionize the gas. The resulting azi- 
muthal current in the gas interacts with the 
magnetic field to produce a Lorentz force radi- 
ally inward and axially away from the coil. 
This single-coil scheme can provide large in- 
stantaneous forces, but the short range of mag- 
netic forces makes it inefficient. One is led 
immediately to a phased string of coils down the 
tube as shown in the lower part of figure 62-19. 
These coils might be single turns with properly 
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FIGURE    62-19.—Traveling-wave    plasma-accelerator 
concepts. 

timed discharges from a series of capacitors fed 
to each coil, or multiturn coils properly phased 
with the plasma velocity or with the coil spacing 
increasing with plasma velocity as shown. For 
these staged arrangements, the coils are not 
inductively independent and are effectively a 
transmission line. This arrangement has been 
called a timed-sequenced device in which it is 
sought to synchronize the driving currents with 
the plasma position. 

The upper part of figure 62-19 shows a trans- 
mission line arrangement which gives more re- 
gular fields. A traveling magnetic piston 
drives the plasma down the tube; the shock 
wave preceding this piston ionizes the gas. 
With lumped capacitors, large amounts of en- 
ergy can be stored for pulsed operation. How- 
ever, repetitive operations imposes switching 
and capacitor problems. Another variation of 
the arrangement shown is to provide an EF 
generator instead of the switched pulses, and 
the device becomes a continuously operating 
transmission line; thus the high voltages and 
currents of the pulsed device are circumvented. 

A number of persons have studied a variety 
of traveling-wave schemes. For the single-coil 
arrangements, very high velocities have been 
obtained, but at efficiencies of only a few per- 
cent. Penfold (ref. 36) has studied and oper- 
ated a pulsed device which accelerates plasma 
toroids by means of an arrangement incorporat- 
ing 19 one-turn coils spaced 1 inch apart along 
a 6-inch-diameter pyrex vacuum tube. The 
velocity of the magnetic field at the end of this 
this sequenced array of coils was 11 cm/jusec 
and experimental observations with microwave 
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and photomultiplier techniques indicated that 
the toroids were, in fact, achieving this velo- 
city. He has made extensive diagnostic meas- 
urements with the device. 

One of the most extensive investigations of a 
traveling-wave device has been made by Janes 
(ref. 22) and is shown schematically in figure 
62-20.   The conditions of his operation are 
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FIGURE 62-20.—E.M. region RF traveling-wave plasma 
accelerator.    (From ref. 22.) 

shown in the figure. With this apparatus, he 
has made measurements of mass-flow rate, BF 
power absorption in the plasma, local and inte- 
grated wall heat-transfer rates, and integrated 
axial voltage gradients. He also measured dis- 
tribution of the local momentum flow with a 
quartz thrust plate. From these and extensive 
Langmuir probe measurements of ion flux, 
plasma potential and electron temperatures he 
found that the E.M. region accelerating mech- 
anism was remarkably effective, the most strik- 
ing feature being the appearance of strong elec- 
trostatic fields which were closely correlated 
with the ion accelerations. Specific impulses 
of 2,600 were computed from the measurements 
corresponding to two-thirds of the phase veloc- 
ity of the cusps. His observation suggested 
that an external axial voltage be applied and ex- 
periments with such an axial field indicated the 
mean plasma velocity could be about doubled. 
His experience with this device led him to stud- 

ies with the E.M. region steady-flow plasma ac- 
celerators previously mentioned. 

Most of the traveling-wave schemes consid- 
ered operate at high conductivities because of 
the moderate magnetic fields available, and at 
low densities, implying low thrusts. At low 
densities, diffusion losses to the walls are im- 
portant ; these could be reduced by longitudinal 
bias magneteic fields, but it has been found that 
this decouples the driving fields from the plasma 
and prevents acceleration. 

It has been questioned whether traveling- 
wave devices can ever reach reasonable efficiency 
unless some way of using magnetic fields or 
other means to reduce losses are found. Even 
if this were so, their use as a laboratory device 
such as a hypersonic wind tunnel would still be 
attractive, especially if seeding could be avoided 
and exiting ionization quenched. 

CONCLUDING REMARKS 

It is emphasized that in this presentation, it 
has not been possible to cite all the important 
contributions to plasma accelerator research, 
which field has now reached such proportions 
that one type of accelerator alone has recently 
been the subject of a several-day meeting. The 
purpose here has been to show the broad possi- 
bilities of plasma acceleration schemes and to 
mention a few of the problems arising from ac- 
tive research. Accomplishments in the field of 
sufficient dramatic impact to impress those out- 
side are few; however, the growing bulk of 
knowledge from many detailed findings lends 
increasing encouragement and full expectation 
that practical plasma-acceleration devices will 
be a reality in the very near future. Perhaps 
the greatest encouragement stems from the fact 
that a large number of outstanding scientists 
are working in the field. These numbers in- 
clude those working towerd controlled thermo- 
nuclear fusion, which research effort feeds much 
basic plasma physics information into the 
plasma acceleration efforts and vice versa. 
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ABSTRACT 

A description is given of various types of equipment 
used to reach steady-state temperatures above 1500° O. 
Applications and limitations of the equipment are re- 
viewed. Among the types of equipment to be con- 
sidered are resistance heating, induction heating, 
electron beam heating, and are imaging heating. 

INTRODUCTION 

The rate of advance of our modern technol- 
ogy, as demonstrated throughout this confer- 
ence, has been greatly accelerated by our enter- 
ing the missile and rocket age, the atomic age, 
and now the space age. The advancements in 
these areas have certainly taxed the ingenuity 
of the engineer and the scientist. One area in 
which the rate of advance has been particularly 
rapid is that of high-temperature technology. 
Here, problems which have arisen are many and 
varied. Some of these problems are of interest 
primarily to the metallurgist; others relate to 
the ceramist, or to the chemist, or to the 
physicist, etc. 

Since university representatives are likely to 
cover all possible fields of interest and since the 
amount of material which can be presented is 
limited by the space available, this presentation 
will have to be of a general nature. As such, 
it is likely that it may prove to be disappointing 
to some individuals; however, it is hoped that 

what is presented will meet the needs of the 
majority group interested in the field of high- 
temperature technology. 

First, as indicated by the title, this presenta- 
tion is to give consideration only to those tech- 
niques which are used to achieve steady-state 
temperatures as opposed to transient or short- 
time temperatures. Second, consideration is to 
be limited to temperatures above 1500°C. 
These limitations are in no way intended to 
evaluate the importance of the other areas, but 
are merely used as a means of restricting the 
area to be covered to some reasonable size. 

Why are temperatures above 1500°C needed? 
If this question had been asked twenty-five 
years ago, many engineers and scientists might 
have strongly indicated that such temperatures 
would not be required, except for very special 
studies, for many many years to come. How- 
ever, this has not proven to be the case. Rapid 
advancements made in the working fluid tem- 
peratures of the energy units now in use have 
quickly moved from the 500-1000°C tempera- 
ture range of the steam and internal combustion 
engines, through the gas turbine, the rocket and 
the nuclear engine, and it is now commonplace 
to consider steady-state temperatures of 
2500°C and above. The problems involved in 
consideration of such temperatures relate 
mainly to the fact that they are well above the 
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useful temperature of the commonly available 
engineering structural materials, and in many 
cases are above the melting point of any known 
materials. This is where the ingenuity men- 
tioned earlier comes into the picture. 

APPLICATIONS OF STEADY-STATE 
TEMPERATURES 

Aside from the important fact that efficiency 
of energy conversion units can be improved by 
increasing the operating temperature, steady- 
state temperatures above 1500°C must be at- 
tained for other applications. Some of the 
more important applications are shown in Table 
63-1. 

TABLE 63-L—Applications of Steady-State 
Temperatures 

Material Production Melting. 
Sintering. 
Hot pressing. 

Material Fabrication Forming. 
Joining. 
Heat treating. 

Material Evaluation _ Testing. 
Simulating. 

Since very small percentages of the currently 
used materials are found in usable condition in 
nature, it is necessary that most materials be 
produced by chemical processes. Until a few 
years ago nearly all materials were produced 
by a process which involved melting or a liquid 
phase. As the desired usable temperature of 
engineering materials increased, so did the melt- 
ing point. In those cases where melting was 
not a reasonable method of production, the cold 
pressing and sintering process was developed 
and used. In this process also, the most desir- 
able temperature for the sintering process is 
generally near the melting point and thus re- 
quires steady-state high temperatures. At- 
tempts to improve the results of the cold 
pressing and sintering process led to the 
development of the hot pressing technique, 
which again requires high temperatures. 

The ability to produce materials which are 
useful at temperatures above 1500°C is of value 

only if such materials can then be fabricated 
into usable shapes. Unfortunately, it has been 
found that most materials with high useful 
temperatures also require fabrication at high 
temperature. This has meant that forming 
processes such as forging, extruding, spinning, 
etc., are now being carried on at temperatures 
above 1500°C. The complications of our pres- 
ent technology have dictated the need for join- 
ing of materials, which has led to the develop- 
ment of high-temperature brazing and welding 
techniques. To achieve the maximum efficiency 
from engineering structural materials some 
type of heat treating process is normally re- 
quired. Here again, high temperatures are 
needed. 

It is obvious, of course, that production and 
fabrication are only a part of the problem of 
using materials at temperatures above 1500°C. 
A third factor, and an important reason for 
needing to reach these temperatures under 
steady-state conditions, is to allow evaluation 
of the materials. It is perhaps in this area that 
laboratory techniques for obtaining high tem- 
peratures have been most widely used. In 
many instances materials which cannot be pro- 
duced or fabricated on an acceptable commer- 
cial basis are put through a series of tests so as 
to determine engineering properties, the idea 
being that the results of such tests can be used 
to justify the development of production or 
fabrication processes. Closely allied to the 
high-temperature testing needs is the need to 
achieve high temperatures for the purpose of 
simulating an actual use condition. In general, 
this is more difficult to attain because of the 
competing processes involved. It is, however, 
an important laboratory technique because of 
the savings which result if it is successful. 

METHODS OF ACHIEVING HIGH 
TEMPERATURES 

These, then, are some of the more important 
uses of steady-state temperatures above 1500°C. 
As might be expected, the methods which can 
be used to achieve these temperatures are varied 
and complicated. Table 63-11 lists the general 
types of equipment which can be used. The 
combustion types, which use gas, liquid, or solid 
fuel, or some mixture thereof, were among the 
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earliest developed, but in many applications 
have been replaced by more efficient methods, 
especially for temperatures above 1500°C. 

TABLE 63-11.—Methods of Achieving High 
Temperatures 

Combustion    __            .  . Gas. 
Liquid. 
Solid. 

Electrical        . _  _ Resistance. 
Induction. 
Arc. 
Imaging. 
Electron beam. 

Nuclear. _   __    _  

The most generally used type of equipment 
is, of course, electrical, and although its varia- 
tions and combinations are far too numerous to 
be considered in detail in a presentation such 
as this, some of the more widely used types are 
listed in Table 63-11 and will be discussed. 
(Although nuclear methods are not now fully 
developed, we are certainly not far from the 
time when it will be possible to use controlled 
nuclear processes as a source for steady-state 
high temperatures.) 

Resistance heating is perhaps the most widely 
used of the several electrical types listed. For 
this equipment an element in the form of wire, 
ribbon, rod, or tube is heated by passing an 
electric current through it. The maximum 
temperature which can be achieved depends on 
the material from which the element is made, as 
well as the material used as insulation. Figure 
63-1 shows a particular type of resistance 
furnace in which oxide elements are used as the 
primary source of temperature. It is necessary 
that such elements be preheated to a tempera- 
ture at which they become conductive. To ac- 
complish this, secondary heating elements are 
used. If the primary elements are made from 
materials such as metals or carbides which are 
conductive at room temperature, then the sec- 
ondary elements can be eliminated. 

There is, of course, a wide variety of materials 
which can be used for heating elements. How- 
ever, for temperatures above 1500° C the number 
is quite limited.   The refractory metals or al- 

FIGURB 63-1.—Oxide resistor furnace. 

loys, the conductive oxides of zirconium, and 
carbon are about the only suitable materials for 
this temperature range. 

Among the limitations of resistance-type 
equipment is the melting point of the heating 
element and the supporting material. The life- 
time of the heating element is also a limitation. 
In some instances heating elements can only be 
operated satisfactorily in atmospheres which are 
undesirable as far as the work piece is con- 
cerned. This means that an atmosphere barrier 
has to be placed between the heating element 
and the work. Those materials which can be 
used for the higher ranges of temperature are in 
many cases not available in a variety of shapes 
and sizes, so that problems of getting tempera- 
ture uniformity are among the limitations. The 
versatility and the simplicity of this method are 
its major advantages and the reasons for its 
widespread use at all temperature ranges. 

Induction heating is really one particular 
type of resistance heating. However, because 
of some basic differences it is generally classed 
separately. Figure 63-2 shows one type of in- 
duction heating equipment. High-temperature 
induction heating is attractive because (1) no 
electrical connections are required into the hot 
zone, (2) the primary coil can be operated at 
high-voltage—low current condition, and (3) 
one power supply can be readily adapted to 
many heating applications. Since this method 
also depends on the heating of a susceptor which 
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FIGURE 63-2.—Induction furnace. 

then reradiates to the work, the limitations 
mentioned for the resistance heating also apply 
here. 

Electric arcs were at one time the main source 
of high temperatures for laboratory techniques. 
But this method now finds its major use in the 
area of melting operations. Figure 63-3 is a 
simple schematic drawing of an arc melting 
unit. Obtaining temperature control and uni- 
formity are two major problems which have 
limited the application of this method to areas 
such as melting. Recently, the arc heating me- 
thod has received a major application in heating 
gas streams at high velocities. The so-called 
stabilized arc or plasma arc heating of gas 
streams to temperatures of 3000 °C and above at 
supersonic velocities has been advanced to a high 
degree of utilization during the past few years. 

In an attempt to overcome some of the limita- 

tions caused by the atmosphere in all of the 
previously mentioned heating methods, the im- 
aging technique has been used for some applica- 
tions. Figure 63-4 shows some imaging 
methods. In general, two sources have been 
used. One of these sources is the Sun, and the 
imaging method would be as shown in either 
(a) or (b) of Figure 63-4. The other widely 
used source is a carbon arc used with the imag- 
ing methods shown in (c), (d), and (e) of 
Figure 63-4. While the use of the Sun has the 
advantages of high temperature, ready availa- 
bility, and long-time operation, it is limited by 
clouds, atmospheric absorption, and the need 
for solar tracking devices. In general, the main 
disadvantage of imaging equipment is that the 
heated area is small and concentrated, with 
rather severe thermal gradients. Techniques 
for reducing these gradients have been devel- 
oped, but usually at the expense of temperature 
and total heat flux. For systems requiring 
atmospheric variation, the imaging technique 
has much to offer. 

Electron bombardment is a recently devel- 
oped   technique   for   obtaining  temperatures 

(d) 

FIGUKE 63-3.—Arc melting furnace. 
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FIGURE 63^.- 
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above 1500°C. Figure 63-5 shows three appli- 
cations of this method, the principle character- 
istics of which is that electrons emitted from 

a heated filament are accelerated toward an 
anode under high voltage. Under these condi- 
tions the main energy release is at the anode, 
which is heated. The major advantages of this 
method are that the currents required are in 
the range below one ampere and the electron 
beam can be restricted as to size and shape by 
various focusing methods. One major disad- 
vantage is the fact that an evacuated chamber 
is required. However, this problem has now 
been partly overcome by the development of 
electron beam guns which can be separated 
from the work anode. Further improvements 
will no doubt be made in this method of heating 
which will make it a valuable laboratory 
technique. 

LABORATORY USES OF  HIGH  TEMPERATURES 

As indicated earlier, one of the major labora- 
tory uses of steady-state high-temperature en- 
vironments is the evaluation of materials as 
carried out in a testing program. Table 63-111 
lists some of the major laboratory uses in this 
specific area. 

Design data and an understanding of the 
behavior of engineering structural material 
are best obtained from the various types of 
mechanical properties tests which have been 
standardized to a certain extent at approxi- 
mately room temperature. It should be pointed 
out that extending these test procedures to 
temperatures above 1500°C can lead to difficul- 
ties which, in many cases, can be overcome only 
by compromise. It is perhaps in this particular 
area that workers in university laboratories 
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FIGURE 63-5.—Methods of using electron beam heating. 
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TABLE  63-111.—Laboratory  Uses  of High 
Temperatures 

Evaluating mechanical 
properties of 
materials. 

Tension. 
Compression. 
Torsion. 
Creep. 
Hardness. 

Evaluating physical 
properties of 
materials. 

Melting point. 
Vapor pressure. 
Phase equilibrium. 
Reactivity. 

Special techniques Microscopy. 
X-ray diffraction. 

can make a much needed contribution. An 
evaluation of the effects of the various compro- 
mises on the high-temperature mechanical be- 
havior of engineering structural materials is 
certainly an area where complete knowledge is 
lacking. 

The university laboratories have been a major 
source of information in the area of material 
physical properties (see Table 63-111). One 
possible reason for this is that in many cases 
the information thus obtained is not of direct 
application to the engineering use of the mate- 
rial but is used mainly to understand and ex- 
plain a particular behavior.    The difficulties 

encountered in making these property deter- 
minations at temperatures above 1500° C are 
often greater than those indicated earlier. This 
is partly due to the fact that these properties 
are more sensitive to small variations in the 
material, and careful experimental techniques 
are therefore a necessity. 

There is also an area of special laboratory 
techniques in which steady-state temperatures 
are used. The two techniques which are given 
in table 63-111 are intended to serve only as 
an example and are not to be considered a com- 
plete listing. These techniques are also utilized 
largely in university laboratories. However, at 
the present time there is a very limited amount 
of work done above 1500°C and there is cer- 
tainly a need for an expansion of this activity. 

As indicated previously, a presentation of 
this type lias to be general in nature and there- 
fore cannot consider specific problem areas. It 
is hoped, however, that the need has been dem- 
onstrated for university laboratories to develop 
rather widespread use of steady-state tempera- 
tures above 1500°C so that the research neces- 
sary for our advancing technology can be car- 
ried out in the highly desirable academic sur- 
roundings. While there are problems to be 
solved in the development of such capabilities, 
a good start has been made toward the 
solutions. 
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INTRODUCTION 

The purpose of this paper is to discuss vac- 
uum—what it is, how it is obtained, how it is 
used in research, and finally to conjecture about 
its future. 

Man has already achieved a pressure so low 
as to be equivalent to one helium atom in a 
space sixteen times larger than our observable 
universe, that is, in a sphere whose radius is 
1079 light years. This unusable vacuum was 
attained in a very small volume by the adiabatic 
demagnetization of a paramagnetic salt which 
was used to lower the temperature of helium 
vapor to 0.01 °K. At this temperature, physi- 
cist Russell Scott (Ref. 1) estimates the vapor 
pressure of helium to be 0.3 X10"316 torr1 or 
about 10300 times lower than the vacuum of 
interplanetary space, estimated to be 10-16 torr. 

The magnitude of these numbers is beyond 
comprehension.   However, some concept of vac- 

uum may be grasped by examining table 64r-I 
(Ref. 2), in which pressure is described in 
terms of molecular density and mean free path. 
At the beginning of the high-vacuum region 
(10-3 torr), the mean free path of one molecule 
between collisions with other molecules is 5 cm, 
and there are 3X1013 molecules/cm3. In the 
ultra-high region (10~12 torr) the mean free path 
is 5X109 cm or 31,000 mi, and the molecular 
density is 30,000 molecules/cm3. 

Before discussing the techniques for reaching 
the low pressures of 10-3 to 10~12 torr, it is ap- 
propriate to ask why these techniques were de- 
veloped. The vacuum-tube electronics indus- 
try furnished the first practical lure to the 
development of high-vacuum techniques. Fun- 
damental and applied research in the chemistry 
and physics of solids gave further impetus to 

1 After Bvangelista Torrieelli; equivalent to 1 mm 
of Hg. 

TABLE 64^1.—Characteristics of Vacuum 

Atmospheric 
pressure 

Start of high- 
vacuum region 

Intermediate 
vacuum 

Ultra-high vacuum region 

Pressure (Torr)             .  
Mean  Free  Path of One  Mole- 

cule   between   Collisions   with 
other Molecules, cm. 

Number of Molecules per cm.3  

760 
6. 5X10-6 

2X10'9 

10"3 

5 

3X1013 

10-« 
5X102 

3X1010 

10-8              10-10            10-12 

5X105     5X107     5X10» 

3X108     3X10"     3X104 

391 



LABORATORY   TECHNIQUES 

this technology. The first large vacuum cham- 
bers, other than those used for coating astro- 
nomical mirrors, were required by nuclear 
physicists. Finally, space exploration prob- 
lems have heightened the interest in the produc- 
tion and use of high and ultra-high vacuums. 

HIGH-VACUUM  TECHNIQUES 

The first problem confronting the vacuum 
technologist is to produce and maintain the de- 
sired order of vacuum. In every case, the vacu- 
um attained represents a balance between the 
pumping capacity and the system gas-load. 
The gas-load results from gases adsorbed and 

absorbed on system walls and components, plus 
in-leakage through seals. An additional gas- 
load, significant in the ultra-high region, comes 
from the permeability of glass to helium and of 
metals to hydrogen. Successful solutions re- 
sult when each gas source is minimized. Be- 
sides pumping, two other methods are often re- 
quired to produce high vacuum, namely, baking 
to hasten outgassing, and trapping to prevent 
pump-fluid backstreaming. 

Figure 64—1, a bar-graph, indicates the order 
of vacuum pressure achieved with various types 
of pumping. Pumping means which are novel 
or rarely used for research, such as catalytic 

1 1 
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^^^^SSSSS??S^^^^S??S £***£*&»&*x*;& TRAPPED OIL DIFFUSION 
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FIGURE   64-1.—Range   chart   for   various   types   of vacuum pumping. 
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conversion, sorption pumping, and gettering, 
are not included. From this chart it is appar- 
ent that the high-vacuum region can be reached 
with a two-stage mechanical pump. This re- 
gion can also be attained by a Roots blower 
backed by a mechanical pump, or an oil booster 
pump backed by a mechanical pump. To reach 
into the very high- and ultra-high-vacuum 
ranges, the diffusion pump is used, as are three 
more recently developed types of pump, namely 
sputter ion, cryogenic, and turbo-molecular 
drag pumps. 

Diffusion  Pump 

In spite of the many different methods 
available to reach very low man-made pres- 
sures, the diffusion pump is the most widely 
used. Invented by Gaede in 1915, it used 
mercury as the pump fluid. The diffusion 
pump, usually with oil as the pump fluid, has 
continued to be improved in pumping speed 
and efficiency and is available in sizes ranging 
from less thain 1 in. to 48 in. in diameter. 
Liquid-nitrogen cold traps and molecular sieve 
traps have extended its capability into the 
ultra-high vacuum range. The ultimate vacu- 
um attainable by a diffusion pump alone can 
never be better than the vapor pressure of the 
pump fluid above the pump inlet. In practice, 
effective trapping can suppress the back dif- 
fusion of pump fluid vapor so efficiently that the 
pressure is lowered by two orders of magnitude. 

Mercury diffusion pumps are capable of pro- 
ducing a vacuum on the order of 10~12 torr, ap- 
provimately two orders of vacuum better than 
achieved with the best oil diffusion pumps. In 
addition, mercury in a diffusion pump is slight- 
ly more effective for hydrogen than any of the 
commonly used oils (Ref. 3). The vapor pres- 
sure of mercury at 90°K, attained with a liquid- 
nitrogen cold trap, is 3.5 X10~29 torr (Ref. 4). 
With a well-trapped mercury diffusion pump, 
a system which is started clean stays clean, 
particularly if metal gasketing is used. Im- 
provements in trap design, automatic equip- 
ment for controling the flow of liquid gases, and 
the availability of liquid gases have served to 
revive interest in large mercury diffusion 
pumps. 

Ion  Pump 

Ion pumps are also used where a very clean 
vacuum is needed and where the processes 
carried out in the vacuum chamber do not pro- 
duce large volumes of gas. The function of a 
sputter ion pump is illustrated schematically in 
Fig. 64-2. Electrons are emitted from the 
cathode plates and are accelerated toward the 
anode. The electrons are made to spiral by a 
magnetic field to enhance the probability of 
collision with gas molecules. Gas molecules 
struck by electrons are ionized and attracted to 
the negative collector plates where they are 
held by adsorption and in some cases react 
chemically with the material of the collector. 
The material of the collector plates is usually 
titanium. The bombardment of ions "sputters" 
the surface to provide fresh layers of metal with 
which chemically active gases combine. 

It is apparent that the ion pump immobilizes 
gases within the system instead of removing 
them. Hence, its capacity is limited by satura- 
tion of the collecting surfaces. Another 
characteristic of the ion pump is that it removes 
chemically active gases faster than inert gases, 
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FIGURE 64-2.—Sputter ion pump (after Steinherz and 
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because it pumps the active gases by both 
adsorption and chemical reaction. Further- 
more, ion pumps re-emit a small fraction of the 
gases previously pumped because the ions 
reaching the collector surfaces dislodge some 
molecules which were already adsorbed. Ion 
pumping essentially ceases at lO-10 torr. 

Cryogenic Pump 

Cryogenic pumping can create a vacuum be- 
low 10"12 torr, even in large chambers. This 
process simply immobilizes gas by condensation 
on a very cold surfce. As shown in Fig. 64-3, 
a liquid gas (usually helium) is used to cool 
the condensing surface. Liquid-nitrogen 
cooled radiation barriers limit heat transfer 
from the experimental process in the chamber 
to the cold wall. The V-shaped baffle-form of 
the upper barrier allows molecules to pass. 
Cryogenic pumping requires back-up forms of 
pumping such as mechanical pumps, blowers, 
and diffusion pumps, which may or may not be 
valved off, depending on the experiment. 

Cold-wall temperatures necessary to produce 
a vapor pressure of ICH torr for various gases 
to be pumped are shown in Table 64-11 (Kef. 
5). It is interesting that even a cold wall at 
4° K, attainable with liquid helium, will reduce 
the vapor pressure of hydrogen to only 10"7 torr. 

TABLE 64-11.—Approximate Gold Wall Tem- 
perature Necessary to Attain a Vapor Pres- 
sure of 10 r torr for Various Gases 

Boiling point °K 
Cold wall 

temperature 

Hydrogen               .   . 20. 39 
27.3 
77.34 
81.66 
90. 19 

194. 68 
(sublimes) 
373.2 

4 
8 

24 
25 
27 
82 

175 

Neon  _ 
Nitrogen 
Carbon Monoxide  
Oxygen 
Carbon Dioxide 

Water     .  . 

The availability of cheap liquid gases has 
made cryogenic pumping practicable. This 
type of pumping may be advantageous for very 
large systems because the pumping speed is 
directly proportional to the area of the cold 
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FIGURE 64-3.—Cryogenic pump   (after Steinherz and 
Redhead). 

wall and is not affected by the conductance of 
connecting piping. 

Turbo-Molecular Drag  Pump 

The turbo-molecular drag pump (Fig. 64-4), 
a strictly mechanical device capable of produc- 
ing a very clean vacuum on the order of lO"10 

torr, has recently become available commer- 
cially in this country. It is based on the prin- 
ciple of providing a high probability of 
molecular flow in one direction by means of 
small clearances and proper rotor-stator rela- 
tion. The pumping speed for air is virtually 
independent of pressure down to lO-10 torr. It 
has a good pumping speed for hydrogen to a 
pressure on the order of 10-6 torr. The develop- 
ment of this pump bears watching, although its 
usefulness may be limited because it is a high 
speed mechanical device and because of its 
(present) low capacity. 

INLET 

:ROTOR 

STATOR 

BEARING 

DISCHARGE 

FIGURE 64-4.—Turbo-molecular drag pump. 
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Traps, Seals, and  Baking 

Liquid-nitrogen traps of various designs have 
been commercially available for some time. 
Another form of trapping, now commercially 
available, is the molecular sieve trap. It utilizes 
stable materials having very low vapor pres- 
sures, such as the artificial zeolites or activated 
alumina. These materials, which are produced 
in porous form with minute pore structures, are 
capable of trapping large quantities of gaseous 
impurities, although they do not readily ab- 
sorb argon and hydrogen. They also provide 
a difficult path for surface migration through 
the trap. The trap can be reactivated by bak- 
ing and pumping. The molecular sieve trap 
has become increasingly popular for use in the 
foreline piping to reduce backstreaming of 
mechanical pump oil into the vacuum chamber 
during preliminary evacuation or roughing. 

Seal design and gasket materials have a 
major influence on the degree of vacuum 
reached and maintained. Thermal outgassing 
studies, coupled with mass spectrometry for gas 
species indentification, have led to the selection 
of elastomeric materials for seals which allow 
the ultra-high-vacuum region to be reached. 
One such material, Viton, a fluoro-elastomer 
has low permeability, low outgassing, and al- 
lows baking to 200° C. 

The process of baking is often combined with 
trapped diffusion pumping to break the barrier 
between high and ultra-high vacuum when the 
process under investigation can withstand the 
application of heat. Effective sealing for bake- 
out in the range above 200° C, is accomplished 
with gold and aluminum wire between stainless 
steel flanges bolted together, with conical spring 
washers under the bolt heads. 

Conductance 

It is especially important for a vacuum sys- 
tem to have interconnecting plumbing, valves, 
baffles, and traps with sufficient conductance to 
match the speed of the pumping components. 
Conductance refers to the capacity of a tube, 
orifice, or component for carrying gas. The 
conductance, C, is the proportionality constant 
in the expression 

Q c= 
(Pl-P*) 

where Q is the quantity of gas flowing through 
the component, measured in units of pressure 
times units of volume/unit of time; and Pt = P2 

is the pressure drop across the component. The 
pressure unit in Q cancels the pressure unit in 
the denominator, leaving 0 expressed in units 
of volume/units of time (e.g., liters/sec). 

The net conductance, C, of conductances d, 
C2, C3, etc., of components connected in series is 

If these same components are connected in 
parallel, the resultant conductance is 

In the high-vacuum region, the mean free 
paths of the molecules are so long that the mole- 
cules collide much more often with the piping 
walls than with each other. This condition of 
gas flow, called free molecular flow, can be as- 
sumed for practical purposes to exist when the 
pressure is such that the mean free path is half 
the diameter of the pipe or greater. In the free 
molecular flow region, conductance is independ- 
ent of pressure and reaches its lowest value. It 
is dependent upon the molecular weight of the 
gas, the temperature of the gas, and the diame- 
ter and length of the pipe. 

The net pumping speed, S', of the system is 
related to the speed of the pump, S, and con- 
ductance, 0, by 

S'   S^C 

Thus, C must be considerably larger than S if 
S' is to remain a high percentage of S. A com- 
prehensive treatment of vacuum system analy- 
sis is given in Refs. 4 and 6. 

Gauging 

The second problem confronting the vacuum 
technologist is the need to measure vacuum ac- 
curately. Until the Bayard and Alpert experi- 
ments of 1950, which led to improvement of the 
hot filament ion gauge, it was not possible to 
measure vacuum below 10-8 torr because of the 
X-ray effect suggested by Nottingham. In Fig. 
64-5, a chart is shown indicating the range of 
pressures in which various gauges work.   The 
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PIGUKE 64-5.—Range chart for various types of vacuum gages. 

improved cold cathode gauge is called the Mag- 
netron, and the improved Bayard and Alpert 
hot filament ion gauge is designated the special 
ion gauge. 

The hot filament ion gauge is the most widely 
used. Some of the factors which can cause 
errors at any pressure within its operating 
range are discussed by Redhead (Ref. 7). 
These factors are (a) pumping action of the 
gauge, (b) Barkhausen-Kurtz oscillations, (c) 
chemical effects at the hot filament and the 
bulb, and (d) variation of the residual current. 

At 8 m^4 electron current and 250 v electron 
energy, the Bayard-Alpert gauge has a total 
pumping speed for nitrogen of 2 liters/sec when 

first operated. Chemical pumping accounts for 
75% of the pumping speed, electron pumping 
the remainder. Tubulation with a conductance 
of 40 liters/sec must be used when the pumping 
speed of the gauge is 2 liters/sec, in order to 
keep the partial pressure of nitrogen in the 
gauge less than 5% of that in the chamber. For 
nitrogen, a 3-cm diameter, 5-cm long tube has a 
conductance of 40 liters/sec. The usual tubu- 
lation on the gauge has a conductance on the 
order of 2 liters/sec, which gives rise to an error 
of 100% in pressure measurement. Hence, the 
gauge pumping action can be offset by provid- 
ing high conductance tubulation between the 
gauge  and  the  chamber.    The   Barkhausen- 
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Kurtz oscillations, which cause sudden discon- 
tinuous pressure sensitivity at critical ampli- 
tudes, can be minimized by a transparent con- 
ducting coating (e.g., tin oxide) inside the 
bulb. The chief chemical effect at the hot fila- 
ment is the dissociation of hydrogen, water, and 
hydrocarbons to give spurious ion currents. 
This effect can be reduced by pre-heating the 
filament in 10-7 torr of oxygen at 2000 °K to 
lower the carbon impurity content, and by using 
low work-function coatings to lower the operat- 
ing temperature of the filament. At very low 
pressures, the residual current due to X-ray ef- 
fects and ultraviolet radiation from the fila- 
ment is of the same magnitude as the ion cur- 
rent. One method of determining the residual 
current involves adding a modulator electrode 
to the usual Bayard-Alpert gauge design. A 
modulator factor is determined by measure- 
ments at high pressure where the residual cur- 
rent is negligible. With this information, the 
true ion current can be found by a difference 
method. 

From the discussion above, it is obvious that 
a single ion gauge design will not have constant 
sensitivity across the pressure range from 10~5 

to lO12 torr. Furthermore, total pressure 
measurements below 10"9 torr lose significance 
when differential pumping action takes place 
in the gauge; partial pressure measurements 
are preferable. Partial pressure measure- 
ments in the ultra-high-vacuum range ar6 made 
with specialized mass spectrometers, such as the 
Omegatron, which identify the gas species. A 
recently developed modification of a 90-deg sec- 
tor mass spectrometer by Davis and Vanderslice 
of the General Electric Company can measure 
partial pressures a low as 10-14 torr. New de- 
velopments in gauge design promise measure- 
ments down to 10~18 torr. 

APPLICATION  OF TECHNIQUES 

Several examples have been prepared to illus- 
trate how vacuum, once achieved and measured, 
is put to use in research. 

High-Temperature Tensile  Furnace 

In the tensile furnace illustrated in Fig. 64-6, 
vacuum provides a protective atmosphere. 
The furnace is used to measure the deformation 

behavior of refractory metals in tension at tem- 
peratures up to 2980° C. A vacuum atmos- 
phere is required because of the high reactivity 
of the refractory metals with air gases at tem- 
peratures as low as 500° C. The elements, oxy- 
gen, nitrogen, carbon, and hydrogen, which dis- 
solve interstitially, influence markedly the me- 
chanical properties of the refractory metals at 
low and intermediate temperatures even when 
present in a few parts per million. The degree 
of vacuum can change the impurity level dur- 
ing testing, depending upon the temperature 
and the particular metal being tested. For 
commercially pure tungsten, having total inter- 
stitial element impurity levels of 50 ppm or 
less, a vacuum of 10"5 torr and a temperature 
of 2900° C maintained for 10 min appear to 
leave the composition relatively unchanged. 

The furnace has a hot zone 2y2 in- i11 di- 
ameter by 8 in. long provided by a heater 
assembly consisting of a thick-walled tungsten 
susceptor surrounded by very thin, split, tung- 
sten radiation-shields. The assembly is sup- 
ported within an induction coil by tungsten rods 
resting on an insulating zirconia cylinder. 
Power is supplied by a 50-kw, 10,000-cycle 
motor generator set. The grips and specimen 
are entirely surrounded by the hot zone, insur- 
ing a uniform temperature in the specimen. 

The vacuum in the 10~5 torr range is pro- 
vided by two baffled and cold-trapped 4-in. dif- 
fusion pumps backed by an 80-cfm mechanical 
pump. A 7-cfm holding pump in con- 
junction with high-vacuum valves above the 
diffusion pumps adds convenience and flexi- 
bility to the system. After conductance losses 
in trapping and piping, the two diffusion pumps 
have pumping speeds of between 400 and 500 
liters/sec at the furnace port. The conductance 
of the furnace port is 430 liters/sec. The full 
capacity of the pumping system is required to 
maintain 10-5 torr against the outgassing load 
at the higher heating rates. Typically, a ten- 
sile test at 2980° C takes 2y2 hr to reach tem- 
perature, 10 min holding time, and 20 to 30 sec 
testing time at a strain rate of 2.0 in./in./min. 

Cryogenic Gyro 

The cryogenic gyro is a device which may pro- 
vide inertial guidance systems for spacecraft. 
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It depends on vacuum and extremely low tem- 
perature for its operation and is made possible 
by the fact that the magnetic forces on a super- 
conductor are normal to its surface. 

FIGURE  64-7.—Photograph  of  cryogenic  gyro. 

Figure 64-7 shows a photograph of the gyro 
(Ref. 8), with a %-in. niobium sphere levitated 
in a liquid helium bath. The gyro is shown 
schematically in Fig. 64-8. The starting coils 
are used to induce a current to flow in the "nor- 
mal" coils in the direction indicated by the ar- 
rows. This current is then trapped in the coils 
by introducing liquid helium, which quickly 
cools the coils and rotor to superconducting 
temperature. The trapped current provides a 
magnetic held whose forces are normal to the 
superconducting rotor, causing levitation. 
After superconducting temperature is attained, 
the helium is pumped away. At the same time, 
a small jet of helium gas sets the levitated rotor 
in rotation, and the multiwalled Dewar operates 
to maintain the superconducting temperature. 
The rotor should continue to rotate on its mag- 
netic suspension indefinitely, if the supercon- 
ducting temperature is maintained. 

Pumping proceeds until a vacuum on the 
order of 10~7 torr is reached in the chamber. 
This order of vacuum is a compromise require- 
ment. The vacuum must be such that there are 
enough molecules to transfer heat by conduct- 
ance from the cold walls to the coils and sphere 
to keep them superconducting, yet not so many 
molecules as to slow the rotation of the sphere 
by molecular drag. Pumping of the chamber 
and the Dewar chambers is clone with a 4-in. 
diffusion pump, backed by another 4-in. diffu- 
sion pump, in turn backed by a small mechanical 
forepump. It is thought that this series ar- 
rangement gives better helium pumping by pro- 
viding a lower pressure drop across the first 
diffusion pump. 

Bacteria Survival 

An exceptional use of ultrahigh vacuum is 
made in a biological experiment to determine 
the ability of microorganisms to withstand 
space environment. A study of bacillus subtilis, 
variety niger, required that a vacuum of 10-8 

torr or better be maintained for a period of at 
least 30 days (Ref. 9). It was necessary that 
the vacuum chamber be completely clean and 
sterile before introduction of the microorga- 
nisms, and during the period of vacuum expo- 
sure contamination had to be held to a mini- 
mum. No pump fluid gases could be allowed 
in the chamber. Furthermore, the vacuum had 
to be achieved without bake-out which might 
injure the microorganisms. 

The apparatus used for the experiment is 
shown schematically in Fig. 64-9. The micro- 
organisms were placed in the test tubes in the 
vacuum chamber, and a vacuum was pumped 
with a three-stage mercury cliffusion-pump 
backed by a small mechanical forepump. Back- 
streaming of mercury vapor was controlled by 
a liquid-nitrogen cold finger placed over the top 
jet of the diffusion pump and by a separate 
liquid-nitrogen cold trap. A final barrier 
against back diffusion of mercury was provided 
by a gold film evaporated on the elbow connec- 
tion to the chamber. Any mercury molecules 
travelling this far would hit the elbow wall and 
be immobilized by amalgamation with the gold. 

Outgassing from the glassware in the ultra- 
high-vacuum region was minimized by careful 
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FIGURE &t-8.—Cryogenic gyro. 

cleaning before assembly. Seven steps of de- 
greasing, washing with bases, washing with 
acid, and alternate rinsings were performed. 

The system functioned, as designed, between 
3 x ICH and 6 x 10"9 torr for a period of 35 days. 
A Bayard-Alpert type hot filament ionization 
gauge remained in continuous operation 
throughout the experiment. The experiment 
showed that bacillus subtilis, variety niger, will 
survive an ultra-high vacuum of 10"s torr for a 
period of 35 days. 

FRICTION AND WEAR 

A complicated ultra-high-vacuum system is 
that used in the friction and wear apparatus 
shown in Fig. 64-10. Buckley and Johnson 
(Ref. 10) are using the apparatus to measure 

the lubrication properties of gallium-rich films 
in a vacuum of 10"10 torr. This is a surface 
physics problem which sets stringent require- 
ments upon the degree and cleanliness of the 
vacuum. At 10-6 torr, it is known (Ref. 11) 
that a clean metal surface is contaminated by 
a monolayer of gas in a few seconds. At 10"9 

torr, it is estimated that a monolayer forms in 
approximately 17 min. 

To achieve desired conditions, the procedure 
is the following: The entire apparatus is 
covered with a bake-out oven and hood while 
being pumped with a vane-type pump backed 
with an oil-sealed rotary pump of 13-cfm capac- 
ity. A liquid-nitrogen cold trap and a molecu- 
lar sieve trap are placed in series in the piping 
between the vane-type pump and the vacuum 

400 



HIGH-VACUUM    TECHNIQUES   FOR    RESEARCH 

chamber. The two mechanical pumps first 
mentioned continuously pump the forechamber, 
which contains the driven part of the magnetic 
drive, to preclude contamination of the main 
chamber with bearing lubricant. These pumps 
are valved off the main chamber when it reaches 
10"4 torr, and a 400-liter/sec ion pump is 
started. Baking proceeds during ion pumping, 
until the chamber reaches the 10-8-torr range. 
The hood and bake-out oven are removed, and 
an electron-beam heater is focussed on the disk 
and rider specimen area to further degas that 
area. The electron-beam heat source is also 
used to maintain temperatures to 1000°F 
during the friction experiment. 

Although ion pumping is continued, the final 
pressure in the low 10~10 torr range is achieved 
when the cold trap at the top of the chamber is 
filled with liquid helium. Occasionally, dry 
nitrogen purging and repumping is used after 
the oven bake-out. 

For the friction measurements the rider 
specimen is loaded by the lever and weight 
principle with the gimbal assembly acting as 
the fulcrum. The disk specimen, rotated by 
the magnetic drive, rubs against the rider 
specimen, applying a torque to its holder shaft. 
The friction is proportional to the torque, 
which is measured with strain gauges. A photo- 
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PIGUEB   64-9.—Vacuum   environment   apparatus   for bacteria survival test. 
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FIGURE   64-10.—Friction-and-wear  apparatus   (Buck- 
ley and Johnson, NASA Lewis). 

graph of the equipment, viewed from the 
magnetic-drive end, is shown in Fig. 64—11. 

This ingenious experimental apparatus com- 
bines two types of mechanical pumping, fore- 
line trapping, and ion and cryogenic pumping 
with oven bake-out and electron-beam heating 
to meet the vacuum requirements. 

Ion  Propulsion  Engine 

The ion propulsion engine (Kef. 12) is 
designed for long-duration missions in space 
and will only operate in a vacuum. It depends 
for its thrust upon ions accelerated away from 
the spacecraft. The amount of thrust is 
proportional to the mass flow rate and the 
velocity of the ions. 

FIGURE 64-11.—Photograph of friction-and-wear equipment. 
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FIGURE  64-12.—Ion propulsion  engine and  chamber. 

The engine is illustrated schematically in 
Fig. 64-12. The metal used for engine fuel, 
usually mercury or cesium, is vaporized in the 
boiler and diffused into the plasma chamber. 
Electrons are accelerated from the hot cathode 
toward the anode by means of a potential dif- 
ference and are forced to take cyclotron orbits 
a few millimeters in diameter in the magnetic 
field introduced by the magnetic field coil. 
This path enhances the probability of the elec- 
trons colliding with the metal vapor atoms to 
produce ions before the electrons reach the 
anode. Ions migrating in the field gradient 
which reach the accelerating grids are acceler- 
ated away from the engine by the high 
potential between the grids. Surplus electrons 
from the ionizing process, upon reaching the 
anode, are pumped to the neutralizer and al- 
lowed to leak out, emerging with the ion beam. 
The neutralizer insures that the spacecraft will 
not become increasingly negatively charged and 
the engine cease to function. A photograph of 
the ion engine on its mount is shown in Fig. 
64-13. 

The optimum vacuum range for an efficient 
production of metal ions in the plasma cham- 
ber seems to lie between 10-3 and 10-4 torr. In 
the external environment, a higher vacuum, at 
least 10-6 torr, is necessary to allow the ions 

FIGURE 64-13.—Photograph of ion propulsion engine 
on its mount. 
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to escape from the engine without excessive col- 
lisions between the residual gas and the directed 
ion beam (which would cause ion deflection 
and charge exchange). Furthermore, the con- 
dition of space which allows the ions to stay 
away and not return to the engine or bounce 
back into the beam must be simulated in labora: 

tory testing. 
These vacuum requirements are met by 

placing a liquid-nitrogen baffle and collector in 
front of the ion beam, as shown in the sche- 
matic of Fig. 64-12. The condensing surfaces 
of the baffle and collector are arranged in an 
optical trapping configuration. Stray metal 
atoms which escape the baffle and collector are 
immobilized on a liquid-nitrogen cold shroud. 
In practice, the vacuum facility is taken ini- 
tially into the 10~6 torr range using two 10-in. 
liquid-nitrogen-trapped      diffusion      pumps. 

With the engine in operation at a fuel flow rate 
of 5 grams of mercury/hr, the baffle, trap, and 
shroud must pump mercury vapor at the rate of 
100,000 liters/sec to maintain the initial pres- 
sure. In fact, the cryogenic pumping, with a 
surface area of about 30 ft2, is so effective that 
the chamber pressure continues to drop even 
with the engine operating and the diffusion 
pumps valved off. 

A photograph of the over-all installation is 
shown in Fig. 64—14. Measurements of the 
engine's thrust are made on a thrust mount 
having a sensitivity of 2 n lb. The vacuum 
tank is bolted to a 28,000-lb block to insure that 
resonance frequencies are too low to interfere 
with the measurements. Two 130-cf m mechani- 
cal pumps which back the diffusion pumps are 
mounted 50 ft away, with the connecting 
piping vibration damped. 

FIGURE 64-14.—Photograph of installation for testing ion engine. 
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Fission  Electric  Cell 

In a discussion of ion propulsion, it is natural 
to ask what source might be used to provide the 
high-voltage, low-current power the engine 
needs during space flight. One possibility is 
the fission electric cell (Ref. 13) shown in Fig. 
64-15.    The cell converts nuclear energy di- 
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TUBE OUT OF 
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FIGURE 64-15.—Fission electric cell. 

rectly to electrical energy in the following way: 
fragments from fissionable material coating the 
cathode traverse the vacuum space to the anode 
with energy levels of about 80 Mev and a net 
charge of +20 e. A potential of 4,000,000 v 
between the cathode and anode is theoretically 
possible. However, knock-on and follow-out 
electrons emerge with the fission fragments and 
interfere with the available electrical energy. 
An electromagnet is used to repress the elec- 
trons and realize a useful voltage across the 
cell. Vacuum environment allows the fission 
fragments to carry energy without wasting it 
by colliding with an ionizing gas molecules. 
It also prevents high voltage breakdown in the 
presence of the ionizing source. 

The experimental cell, an all-welded alumi- 
num construction 3 in. in diameter, is tested in 
a neutron flux 25 ft under water. Since the 
cell is out of reach during operation, dynami- 
cally pumping it to maintain a satisfactory 
vacuum presents a problem. The initial 
vacuum in the cell is achieved by diffusion 
pumping and bake-out, limited to 100° C by the 
aluminum construction. After pumping to op- 
proximately 10~6 torr, the diffusion-pump port 
to the cell is pinched off, and the cell is placed 
in the reactor. The vacuum is maintained with 
a 1 liter/sec ion pump incorporated in the cell. 
The gases to be pumped are principally xenon 
and krypton, the fission fragments, which limit 
the efficiency of the cell when the pressure is too 
high. Gamma radiation plus Compton-effect 
electrons ionize the adsorbed and absorbed gases 
not previously removed by the bake-out, thereby 
adding to the gas load on the ion pump. 

Space Simulator 

The Jet Propulsion Laboratory space simu- 
lator (Ref. 14) which has a vacuum chamber 
25 ft in diameter by 25 ft high, is an example 
of the application of vacuum technique applied 
on a very large scale. A photograph of the 
simulator with the door open and the spacecraft 
Mariner in view is shown in Fig. 64-16. The 
simulator is designed to test spacecraft under 
simulated interplanetary conditions of intense 
solar radiation, radiation heat sink, and high 
vacuum. The vacuum is achieved by cold- 
trapped diffusion pumping.  The radiation heat 
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sink of outer space is simulated by a liquid- 
nitrogen cold shroud with a coated surface 
having an emissivity of at least 0.9 for both 
ultraviolet and infrared radiation. The solar 
radiation is simulated by an array of 131 
mercury-xenon arc lamps, which produce a de- 
sign solar flux intensity of 200 w/ft2. 

Figure 64-17 shows the solar-simulator op- 
tics. The light from the mercury-xenon arc 
lamp source array is reflected from flat circular 
mirrors arranged as facets on a parabola to a 
pseudo-hyperbolic reflector, thence through a 
quartz lens into the chamber. The virtual 
source, consisting of multifaceted pebbles, re- 
flects light to spherical mirrors which, arranged 
as facets on a parabola, provide the even dis- 
tribution of solar radiation. The primary vir- 
tual source casts a shadow into the working 
volume. This is filled in by a lens in the pri- 
mary virtual source, an auxiliary pebble bed, 
and a parabolic reflector. The optical system 
has a collimation requirement of ±5 deg for 
the extreme ray. The mercury-xenon arc lamp, 
which does not match the solar spectral distri- 
bution curve as well as a carbon arc lamp, has 

FIGURE 64-16.—Photograph of space simulator. 

less fluctuation and can be controlled more 
closely. A further departure from the solar 
spectral distribution is caused by the aluminum 
reflecting surfaces. However, meaningful tests 
can be conducted by correcting the observed 
spacecraft temperature for spectral reflectance 
and absorbency. 

A vacuum on the order of 10-4 torr is sufficient 
to insure that heat transfer by radiation is 99% 
of the total heat transfer, conductance account- 
ing for less than 1%. However, the design 
pressure for the clean, empty, outgassed cham- 
ber is 5 X10"6 torr, which allows some margin 
for the unknown gas load of future spacecraft 
under solar heat flux. The pumping schematic 
for the chamber is shown in Fig. 64—18. Com- 
pressors in a nearby wind tunnel are used to 
rough the chamber to less than 2 X10-4 torr, 
after which two 5000-cfm blowers (Stokes 
1713), backed by a combination 1200-cfm blower 
and 300-cfm mechanical pump (Stokes 1711), 
further reduce the chamber pressure to 10~2 

torr. At this pressure, ten 36-in. oil diffusion 
pumps, which are held by a 130-cfm pump 
(KDH 130) during roughing, are valved in to 
reduce the chamber to the desired operating 
pressure. The diffusion pumps are liquid- 
nitrogen trapped to preclude contamination of 
the optics with pump oil films, which would 
gradually reduce the light intensity. When the 
system is at operating pressure, the shroud is 
filled with liquid nitrogen. Approximately 
5000 gal are required to bring the piping and 
shroud system down to liquid nitrogen temper- 
ature. The 9500 ft2 of shroud, in addition to 
simulating the radiation heat sink of outer 
space, also provide extra pumping capacity to 
handle outgassing from the spacecraft. 

A vacuum system of this size is a major 
achievement, considering the myriad of weld 
joints, braze joints, and seals which must be 
leak-free, the thermal expansion in the liquid- 
nitrogen shroud and plumbing, and the huge- 
size pumping and its control. When the large 
complex optical system is considered as an inte- 
gral part of the vacuum chamber, the achieve- 
ment is even greater. 

The examples discussed here are but a few of 
the many ways in which research projects uti- 
lize vacuum.   Some examples of research highly 
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FIGURE 64-17.—Solar simulator optical arrangement. 
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FIGURE 64-18.—Vacuum pumping schematic for solar simulator. 

dependent of vacuum technology are investiga- 
tions of vacuum deposition of thin films for 
optical, semiconducting and superconducting 
purposes; the degradation of polymers; zone 
refining of metals; and instrumentation for 
space exploration, such as gas chromatography 
and ultraviolet spectrometry. 

FUTURE OF VACUUM 

What is the future of vacuum technology? 
For those who would build large ultra-high- 
vacuum systems, Balwanz (Ref. 5) has made an 
estimate of the relative operating costs of 
pumping by cryogenic means and by diffusion 
pump methods. In Fig. 64-19, three types of 
cryogenic pumping are shown. These are a 
one-stage pump consisting simply of a liquid- 
helium cold wall, a two-stage pump with liquid- 

-48-ln, 3 STAGE 
DIFFUSION PUMP 

16-in., 
JET DIFFUSION 
PUMP 

PRESSURE, 1orr 

FIGURE 64-19.—Comparative operating costs of cryo- 
genic and diffusion pumping. 
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helium and liquid-nitrogen cold walls, and a 
three-stage pump, the most complicated and 
efficient form of cryogenic pump, involving a 
liquid-helium cold wall, guarded by a liquid- 
hydrogen radiation baffle, which in turn is 
guarded by a liquid-nitrogen radiation baffle. 
The comparison indicates that cryogenic pump- 
ing, even in its simplest form, is cheaper than 
diffusion pumping for very large systems. 

One  nationally  known  vacuum  equipment 
manufacturer claims in a news bulletin (Ref. 

15) of August 1962 to have created a vacuum of 
10-15 torr in a volume of approximately 6 ft3. 
This pressure is at the limit of sensitivity of 
the best gauges and even the best mass spectro- 
meters. The capability for achieving vacuum 
appears to have surpassed again the capability 
for measuring it. The degree of vacuum al- 
ready produced will serve a great percentage of 
research needs. However, man will continue 
seeking higher and higher vacuum and the 
methods for measuring it. 
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INTRODUCTION 

The challenge of introducing modern elec- 
tronics into space has opened a multitude of 
new problems and is, in many instances, breed- 
ing a new type of electronics. The influence is 
felt mainly in computer electronics, where com- 
puters are asked to make the many instantane- 
ous decisions associated with all facets of a 
space mission. For unmanned missions, the 
problems are particularly severe since here mis- 
sions lasting many years are contemplated. 
Magnetic devices are used as one of the main 
approaches for meeting this longevity chal- 
lenge. They are particularly desirable for 
those missions of the future where a nuclear 
reactor is aboard the spacecraft, causing the 
associated high temperatures and radiation. 

Thin magnetic films have been a fruitful ve- 
hicle for the investigation of this new type of 
magnetism. Compared to other magnetic 
structures, they require very little sample prep- 
aration and are generally ready for investiga- 
tion immediately after fabrication. The equip- 
ment necessary for research is of moderate 
cost, and even the academic researcher can par- 
ticipate—in striking contrast to older types of 
magnetic research that required furnaces, roll- 

ing mills, and hours of sample preparation. 
This paper will be confined to a discussion of 
those techniques and instruments used in re- 
search into the magnetic character of thin films. 
From such investigations, the magnetic char- 
acter of other structures can be inferred. 

PREPARATION 

The films are made by vacuum evaporation 
from permalloy. The useful compositions are 
from 15% iron, 85% nickel to 45% iron, 55% 
nickel. The thicknesses considered are from 
100 to 5000 Ä, with most consideration given 
to those of approximately 2000 Ä. Usually the 
films are in the form of spots on a glass sub- 
strate. They are mirror-like and remain so for 
months without protection. When thicker than 
150 k, their electrical conductivity is as would 
be expected from bulk material before annealing 
(Ref. 1). 

The evaporation technique most commonly 
used has been described by Blois (Ref. 2) and 
others (Ref. 3 and 4). A schematic diagram of 
the setup can be seen in Figure 65-1. Usually 
a zirconium or aluminum crucible is used to con- 
tain the melt, A charge of a few grams of 
either vacuum cast alloy or the proper propor- 
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tion of vacuum cast nickel and iron can be used. 
When heated to approximately 1725° C by either 
a resistance or an induction heater, evaporation 
takes place at such a rate that condensation 
onto a substrate 10 cm away occurs at approxi- 
mately 4000 Ä/min. The magnetic character- 
istics of the final film depend upon evaporation 
rate. A shutter system, shown in Figure 65-2, 
is generally used to shield the substrate while the 
melt is heating to temperature. It is desirable 
to maintain constant melt temperature during 
the time the film is actually being former!. it 
is also possible to evaporate directly from a 
filament of tungsten, although most investiga- 
tions use induction heating. Soft glass is the 
most common substrate, and microscope slid:? 
are generally used. They must be cleaned and 
kept free from dust. Optimum films are ob- 
tained when the substrate is heated to approxi- 
mately 300° C. Usually a mask is placed in 
front of the substrate to limit the area of the 
film, as can be seen in Figure 65-2. 

The entire system indicated in Figure 65-1 
is contained inside a vacuum system, usually a 
standard system as shown in Figure 65-3. The 

SUBSTRATE 

^ 
SHUTTER 

INDUCTION 
HEATER COILS 

ALLOY CHARGE 

k. 
FIGURE 65-1.—Schematic of evaporation stand. 

pressure must be low enough to assure that the 
mean free path of the evaporated metal atom 
is long compared to the distance between the 
crucible and the substrate. Pressures between 
10~3 and 10_G mm Hg have been used. 

One requirement peculiar to magnetic thin 
Ulms is the necessity of establishing the direc- 
t;™ of uniaxial magnetic anisotropy in the 
(ihn by having a magnetic field in the plane of 
the --i h:-itrafe during evaporation and any sub- 
sequent anneal. The held in our system is pro- 
vided by a pair of Helmholtz coils mounted 
outside, the bell-jar. These are capable of 
supplying a field in excess of 50 Oe for an ex- 
tended period of time. 

Thv? thickness of the film can be monhored 
by resistance which indicates the approximate 
thickness during evaporation. To obtain more 
detailed information about the evaporation, it 
is possible to use a micro-balance inside the 
vacuum system (Eef. 5). With the balance, 
the rate of evaporation and thickness can be 
determined and the temperature of the melt 
indicated. After the film is made, the thick- 
ness is usually measured optically or by X-ray 
fluorescence. 

HYSTERESIS  LOOP 

The most common magnetic measurement is 
the magnetization hysteresis loop. Instru- 
ments such as the one described by Crittenden, 
et al (Eef. 6), and Oguey (Eef. 7) are very 
useful and have the magnetic sensitivity neces- 
sary to operate with extremely thin films. The 
loop is usually presented directly on the screen 
of a cathode ray oscilloscope at the rate of 60 
cps or less. A typical loop can be seen in Figure 
65-4. On the abscissa the magnetic induction 
H, which is proportional to the current through 
the driving coil, is plotted. The ordinate is 
the flux density B. The value of B for a very 
large drive, either positive or negative, is the 
saturation flux density Bs. The value of B for 
zero drive is the remanent flux density Br. The 
squareness may be defined as B,/Bs. The value 
of H for zero magnetization; that is, the value 
of the drive that will just demagnetize the sam- 
ple, is called the coercive force Hc. 

412 



LABORATORY   STUDIES    OF   MODERN    MAGNETISM 

FIGURE 65-2.—Shutter system. 

A photograph of our loop tracer is shown in 
Figure 65-5. The large coil pair cancel stray 
fields at the sample, a necessary procedure when 
working with thin films. The drive coils and 
pickup coils are smaller and can be seen in 
Figure 65-6. An operational amplifier pro- 
vides the necessary integration. With a 1500 
turn pickup loop and an open loop gain in the 

FIGURE  65-3.—Standard  vacuum  stand. FIGURE 65-4.—Typical hysteresis loop. 
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FIGURE 65-5.—Loop tracer. 

amplifier of about 107, the minimum flux detect- 
able is 10"3 maxwell. Trinagular drive is nor- 
mally used at 17 cps. Manual control is also 
provided so that the field can be changed very 
slowly when the loops are steep. 

A hysteresis loop taken along the easy axis of 
magnetization can be seen at the top of Figure 
65-7. This figure was taken from a photo- 
graph of the oscilloscope face while sweeping 
the field very slowly. The Barkhausen pulses 
can be observed. Films typically have loops 
which are much squarer than those of ordinary 
magnetic material. In the center of Figure 
68-7, taken as a double exposure, is the hard 
direction loop or transverse loop.   The charac- 

ter of the loop is considerably changed when the 
drive and pickup are perpendicular to the easy 
direction of magnetization. The typical loops 
of Figure 65-8 were taken with increasing 
drive in this perpendicular condition. As men- 
tioned previously these films all contain a uni- 
axial anisotropy. The mechanism for this ani- 
sotropy is not well understood. The effect of 
this, however, can be characterized by meas- 
uring the quantity usually called the anisotropy 
field Hie. With the film such that drive and 
pickup perpedicular to the easy axis, the drive 
current is adjusted to be so small that a single 
sloping line is seen on the oscilloscope, as in the 
upper loop of Figure 65-8.   The slope of this 
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FIGURE 65-6.—Inner  coils  of loop tracer. 

line is noted. The drive is then increased until 
the same is saturated as in the next loop of the 
Figure. The value of Bs for the sample is 
noted. Hk is defined as the field for which the 
extrapolated low drive slope intersects the value 
ofB.. 

Torque Balance 

For many years the magnetic torque balance 
has been an important instrument in the investi- 
gation of magnetic characteristics of materials. 
In 1937 H. J. Williams (Eef. 8) surveyed the 
usefulness of such an instrument for measuring 
the anisotropy constant, coercive force, and 
rotational hysteresis loses in magnetic materials. 
The evolution of the instrument continued 
gradually for over 20 years until R. F. Penoyer 

■mil mm 
■Bl— ■nnim^nniniii ■Hi m m 

20-80       300-12 

EASY   !/2   Oe/cm              j 

HARD   2    Oe/cm ■!■ HHBH 
FIGURE 65-7.—Hysteresis loop. 
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FIGURE  65 -Typical transverse loops. 

(Ref. 9) incorporated electronics into the in- 
strument to make it automatically self-balanc- 
ing. E. L. Boyd (Ref. 10) increased the sensi- 
tivity of the automatic model and adapted it to 
the investigation of thin magnetic films as did 
W. D. Doyle (Ref. 11). Several others have 
adapted the manually-balanced torque meter 
for thin films (Ref. 12-16). 

The instrument described here uses (Ref. 17) 
the principle of the Penoyer and Boyd instru- 
ments, but has a unique fused-silica suspension 
and servo-system that allows an increase in the 
sensitivity of about three orders of magnitude 
to 10-6 dyn/cm, with a resolving time of a frac- 
tion of a second. It is designed principally for 
the investigation of thin permalloy films and 
can measure the torque either perpendicular of 
parallel to the surface of the film. The satura- 
tion magnetization Ms, remanent magnetiza- 
tion Mr, anisotropy constant K, and coercive 
force Hr can be measured directly, allowing 
calculation of the anisotropy field TIK and the 
squareness. 

The measurements of anisotropy field are of 
particular interest because the anomalous uni- 
axial anisotropy has continued to be an interest- 

ing and baffling phenomenon (Ref. 18). It is 
generally assumed, as was first thought by 
Smith (Ref. 19), that the classic Stoner-Wohl- 
farth model (Ref. 20) which was formulated to 
describe small single-domain particles, also de- 
scribes the anisotropy in thin films. For a field 
in the plane of the film, the anisotropy can be 
defined in terms of energy (per unit volume) 
of the sample in the presence of a magnetic field 
as follows: 

E=K sin2 <p-HM cos («-<?) 

where K is the anisotropy constant assuming 
uniaxial anisotropy, H is the magnetic field at 
some angle a from anisotropy axis, and M is the 
magnetization (per unit volume) of the sample 
at some angle y from the anisotropy axis. At 
equilibrium dE/d<p~0 so that 

MB sin (a-9)=K sin 2<p (2) 
—► —► 

The torque (L = MXH) per unit volume for 
this case is equal to 

L=-MH sin (OL-V) = -K sin 2<p     (3) 

where the minus sign indicates that the torque 
is in a direction of decreasing a. Depending 
upon the particular circumstances, as will be 
discussed below, the torque perpendicular to the 
plane of the film is a sensitive indication of the 
remanent magnetization or of the anisotropy. 

For fields small compared to 4-n-M (so that 
the magnetization is in the plane of the film), 
another configuration is useful to measure the 
torque parallel to the plane of the substrate. 
For this case 

L=—MH sin a (4) 
where a is now the angle between the field and 
the substrate, and the torque is parallel to the 
plane of the film and perpendicular to the easy 
axis. If the easy axis is rotated so that it is 
parallel to the torsion axis (i.e., perpendicular 
to the field), Eq. (4) is applicable only for 
fields where H cos a is greater than 2K/M. For 
(H cos a) less than 2K/M, the torque along the 
easy axis (a-axis) can be calculated in similar 
manner to be 

T     MHP   .   0 Lz =   . „    sin 2« 
4/f (5) 

Depending upon the particular situation, the 
torque observed parallel to the plane  of the 
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FIGURE  05-9.—Schematic  of  torquemeter. 

film when a field is applied at some angle to 
the plane may be a sensitive measure of the 
magnetization M, the anisotropy field HK, and 
the coercive force H. 

The operation of torque balance can best be 
understood by referring to Figure 65-9. The 
shadow of the torquing element (B-B) caused 
by the lamp and condensing system falls on 
the dual photocell. The torquing element is 
in a uniform magnetic field as indicated, so 
that current through the element causes a torque 
about the axis defined by the torsion fibers. 
The output of the photocell is connected, 
through a high-gain servo amplifier, to the cur- 
rent through the torquing element, so that this 
output remains centered on the photo pickoff. 
The current is proportional to torque and can be 
measured as indicated in Figure 65-10. An 
auxiliary hanger, shown in Figure 65-11, al- 
lows measurement of torque along a torsion 
axis parallel to the plane of the substrate. For 
torques perpendicular to the plane, the sample 

is placed directly on the sample-carrying fork 
indicated in Figure 65-9. A photograph of 
completed assembly is shown in Figure 65-12. 
The earth-bucking cube coils and the rotating 
field coil can bo seen. 

Figure 65-13 shows a typical set of torque 
curves taken perpendicular to the plane of the 
film. These curves are from a film 40 A thick, 
deposited in about 2 sec onto a glass substrate 
at 300° C. The composing is 76.2% nickel and 
23.8% iron. A typical measurement parallel to 
the plane of the film using the auxiliary hanger 
is shown in Figure 65-14. Here the coercive 
force is measured. The details of these and 
other measurements made with the torque bal- 
ance can be found in Eef. 17-21. 

MAGNETIC  DOMAINS 

One of the more exciting static observations 
in magnetism is the direct observation of mag- 
netic domains. The three methods that are in 
general use are the Bitter technique, the Kerr 
technique and the Faraday technique. The 
Bitter powder pattern technique (Ref. 22) con- 
sists of placing a colloidal solution of magnetite 
in water upon the carefully-prepared surface 
of the specimen. There are high field gradients 
at the wall caused by a divergence of the mag- 
netization which attract the ferromagnetic 
magnetite. Usuing dark field or oblique illumi- 
nation, the concentration of colloidal particles 
can be observed defining the walls. A thin film 
is a fine specimen for this experiment since its 
surface needs no preparation. This technique 
has been used extensively by Williams and 
Sherwood (Ref. 23). A sample of their results 
can be seen in Figure 65-15. 

Another technique, utilizing the longitudinal 
magneto Kerr effect, was first used for films 
by Fowler, et al. (Ref. 24). This scheme al- 
lows optical observation of the domain rather 
than the walls. The arrangement can be most 
easily understood by considering Figure 65-16. 
Polarized white light is used to illuminate the 
sample at about a 60-deg angle of incidence. 
The reflected light passes through an analyzer 
and then through a simple lens system to the 
eye or a TV camera. The plane of polarization 
of the reflected light can be rotated a few de- 
grees depending upon the direction of the field 
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FIGURE 65-11.—Auxiliary hanger. 

in the sample. Again nickel-iron films require 
no surface preparation, making this technique 
the most popular one for magnetic films. 

A photograph of our equipment can be seen 
in Figure 65-17. It uses an Osram high-pres- 
sure mercury arc for illumination, Oland- 
Thompson prisms for polarization, and closed 
circuit television for observation. The tele- 
vision not only facilitates observation but in- 
creases contrast electronically. The cube coil 
system shown nullifies stray fields and estab- 
lishes the necessary working fields used during 
the investigations. A photograph of some 
typical domain patterns is shown in Figure 
65-18. 

For very detailed observation where high 
magnifications are required, the Kerr effect loses 
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FIGURE 65-12.—Automatic torque balance. 

contrast because of the very slight rotation. 
Either the Bitter technique must be used or, 
for films thinner than 700 Ä, the Faraday effect 
can be utilized. The principle is essentially the 
same as before, except that now the light goes 
completely through the film at some angle, 
usually 45 deg. Interesting domain patterns 
result (Kef. 25), as can be seen in Figure 65-19. 

DYNAMIC  FLUX  REVERSAL 

The usual pulse experiment consists of 
saturating the sample with a field of about ten 
times the coercive force, and then reversing the 
magnetization by applying a step field pulse 
in the opposite direction. The reversal time TS 

is defined as the interval between the time when 
10% of the total flux has reversed and the time 
when 90% of the total flux has reversed. The 
inverse of this reversal time can then be plotted 
as a function of the drive field Hc, as seen in 
Figure 65-20. It is possible to change the 
initial conditions by applying a dc field in the 
plane of the film and perpendicular to the drive 

field and, hence perpendicular to the easy axis 
of uniaxial anisotropy. Such a transverse field 
changes the reversal time for a given drive as is 
noted in Figure 65-20, where the transverse 
field HT is included as a parameter. This be- 
havior is unique for thin films made as 
described. 

The equipment used for such a given experi- 
ment involves a number of compromises which 
depend on the specific requirements for the ex- 
periment. The general character of all the 
pulse equipment is the same, however. A drive 
field is required. The amplitude of the field 
must be constant and the same over the entire 
sample compared to the shortest time measured 
in the experiment. It must be possible to con- 
veniently adjust the amplitude from point to 
point. The duration of the pulse does not mat- 
ter as long as it is longer than the time being 
measured. The detection equipment must have 
a response time that is shorter than the times 
being measured and a sensitivity capable of de- 
tecting the very small flux changes associated 
with thin films. It is usually necessary to inte- 
grate since the flux rather than rate of change 
of flux is of interest. 

Two types of field generation equipment are 
in general use. The first is the stripline pulser 
used when the ultimate field rise time is desired. 
Such a system is indicated schematically in 
Figure 65-21. A high-voltage power supply 
charges a length of coaxial cable to twice the 
voltage of the pulse desired through a series 
charging resistor. A relay with mercury wetted 
contacts discharges the line through a length of 
cable, hence through a stripline section to a 
termination. Generally, the relay is operated at 
60 cps. The length of the cable has delay one- 
half the time length of the desired pulse. It 
should also have a center conductor with a re- 
sistance small compared to the impedance of the 
system or compatible with the voltage drop that 
can be tolerated. The value of the series charg- 
ing resistor is a compromise between charging 
the cable completely and having the dc current 
though the relay small. Although the relay 
will close and allow a very high current (thou- 
sands of amperes), it will open only a few hun- 
dred milliamperes. 
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FIGURE 65-13.—Typical set of torque curves. 

FIELD H, oe 

FIGURE   65-14.—Measurement  of  the  coercive  force. 
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FIGURE 65-15.—Bitter powder pattern. 
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^SOURCE 

- SAMPLE 

FIGURE  65-16.—Schematic  of Kerr  effect  apparatus. 

The relay is usually in a coaxial holder which 
can be fabricated in a number of straijditfor- 
ward ways. The relay body is a commercial 
item. It will generally hold off approximately 
4000 v. Operating at 60 cps is within the capa- 
bilities of most relays. 

The stripline affords a convenient transmis- 
sion line section of the type where the magnetic 
field is uniform and accessible. A typical sec- 
tion is shown in Figure 65-22. The dimensions 
used depend upon the impedance in a straight- 
forward way (Ref. 26). The pickup must be in- 
sensitive to the change in field brought on by the 
onset of the pulse. Generally two loops are used 
connected in series opposition, as shown in 
Figure 65-23.   Since the use of the stripline pre- 

supposes interest in fast events, normally only 
single turn coils are used, connected as in Figure 
65-23. The series resistors prevent the loops 
from being a shorted turn. 

It is usually most convenient to integrate 
immediately with either an EC integrator or an 
electronic integrator. Since again frequency 
response is presumed to be important, the EC 
integrator is the easiest. The voltage out is 
very small, however, putting a severe sensitivity 
requirement upon the rest of the detection 
equipment. A transistorized Miller integrator 
has been constructed (Eef. 27) which consid- 
erably simplifies the matter. It has a response 
time of 3 nsec and a decay time of 10 microsec 
with a capacity of 30 mv-microsec. 

The rest of the detection system depends 
upon film thickness. Distributed amplifiers 
(HP 460 A and B) can be used or transistorized 
amplifiers with slightly better response time. 
The voltage rise can then be observed on a 
sampling oscilloscope. The ultimate in sophis- 
tication can be obtained by using the Tektronix 
567 digital readout where the rise time is auto- 
matically recorded with nixie tubes. 

FIGURE  65-17.—Kerr  magneto  optic  domain  viewer. 
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FIGURE  65-18.—Typical  domain  patterns. 

A photograph of the stripline and setting 
coils is shown in Figure 65-24. Various other 
coils provide the logical fields for nullifying 
stray fields, providing the transverse fields, etc. 

By not demanding the fastest system, the de- 
tection problem can be eased. Multiturn pick- 
up loops can be used relieving the amplifier 
problem. Standard vacuum tube pulsers can 
feed distributed transmission lines to give the 
field. One such setup can be seen in Figure 
65-25. The 20-tum pickup and distributed 
solenoid can be used for films as thin as 100 Ä 
to investigate the velocity of Neel walls (Eef. 
28). The entire electronics setup is illustrated 
in Figure 65-26. 

Of course, in the investigation of the dynam- 
ics of flux reversal, it is not enough to just 
measure the switching time. There are many 
pulse experiments that can be used to infer the 

reversal mechanism. The interrupted pulse 
experiment (Eef. 29) is a particularly impor- 
tant one to identify domain wall motion. The 
simultaneous observation of the longitudinal 
and transverse loops (Kef. 30) is particularly 
important in the identification of uniform rota- 
tions. These experiments, however, are all per- 
formed using the same type of equipment as 
discussed previously. 

CONCLUDING  REMARKS 

In summary, it is proposed that investiga- 
tions in modern magnetism are both interesting 
and timely. Participation can be achieved with 
a limited budget. The most important instru- 
ments in a laboratory devoted to such a study 
are a loop tracer, a torque balance, a Kerr do- 
main viewer, and a pulse flux reverser. 
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FIGURE 65-19.—Faraday effect patterns. 
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FIGURE 65-21.—Block diagram of stripline pulser. 

FIGURE 65-22.—Stripline cutaway. 

DIRECTION OF PROPAGATION OF PULSE 
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DRIVE  FIELD IN OERSTEDS 

FIGURE 65-20.—1/T VS. H. FIGURE 65-23.—Loops in stripline. 
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FIGURE 65-24.—Stripline. 

FIGUKE    65-25.—Multiturn    pickup    and    distributor 
solenoid. 
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FIGURE  65-26.—Electronics  for observing very thin films. 
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INTRODUCTION 

The possibility of producing and carrying 
intense magnetic fields in space probes offers 
a solution to many problems encountered in 
space flight. A few of the obvious applications 
of magnetic fields are: plasma confinement for 
power generation and propulsion systems, mag- 
netic shielding of astronauts, particle analyzers, 
bubble and cloud chambers, and magnetic 
resonance experiments. The utilization of 
these devices is feasible only if the power con- 
sumption and weight of the device are of a 
reasonable size for space probes. 

The discovery (Eef. 1-4) of high critical 
field superconductors such as Nb3Sn and Nb2Zr 
has greatly stimulated interest in the possible 
production of very high field, large volume, 
superconducting solenoids (Ref. 5-7). Un- 
fortunately, these high critical field supercon- 
ductors do not have exceptionally high critical 
current density characteristics, J«*105 amp/cm2. 
Furthermore, the manufactured superconduct- 
ing wires must be rather small in diameter, 10- 
20 mil, because of the metallurgical properties 
of the superconductor. Another problem in 
wire wound solenoids arises from the introduc- 
tion of heavy copper bus leads into the helium 
bath which produces a large heat leak into the 

helium bath. These difficulties make it neces- 
sary to construct the superconducting solenoid 
with small diameter wire which results in small 
energizing currents, 10-20 amps, for the sole- 
noid. Therefore, a many turn solenoid must 
be wound in order to obtain the large ampere 
turns required for the intense magnetic field. 
It is immediately obvious that to produce mag- 
netic fields of even intermediate sizes, such as 
1 liter, would require many thousand meters of 
superconducting wire. In this paper, we de- 
scribe an alternate method in which persistent 
currents are induced in a block of superconduct- 
ing material so as to trap and then compress a 
large magnetic field within holes in the super- 
conductor. 

Flux Compression 

It is a well known fact that when a multiply 
connected superconductor is cooled below its 
critical temperature in the presence of an ex- 
ternal magnetic field the flux inclosed by the 
superconductor is trapped and remains constant 
even when the external magnetic field is re- 
duced to zero (Ref. 8). Thus, if a supercon- 
ducting cylindrical shell were placed in a mag- 
netic field B0, with the field parallel to the axis 
of the shell, then cooled below the critical tem- 
perature, the field B0 would be trapped in the 
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volume inclosed by the shell, and the field would 
remain trapped for an indefinite length of time 
(Eef. 9). In speaking of such a system, it is 
best to mention that the total magnetic flux 
trapped, <£0, and the magnetic field remain 
constant only so long as the cross sectional area 
normal to the field does not change. It is easy 
to see that if it were possible to decrease the 
cross section available to the trapped flux the 
magnetic field would correspondingly be 
increased. 

Figure 66-1 shows a block of Nb3Sn 6.0 cm 
in diameter, 2.60 cm thick, and with two holes 
2.30 cm diameter and 1.00 cm diameter drilled 
through the block. As an experiment to test 
the feasibility of compressing magnetic flux, 
this block was placed in the magnetic field of 
a copper wound solenoid 12 in. diam and 36 in. 
long, with the axis of the cylindrical holes in 
the block parallel to the magnetic field of the 
solenoid. A dewar system was constructed to 
cool the block below its critical temperature, 
18° K, with liquid helium. In the experiment, 
the magnetic field was first turned on to a value 
B0, and then the superconducting block was 
cooled with liquid helium and the magnetic field 
of the solenoid reduced to zero. Thus the field 
B0 or the flux <j>0 was trapped in the two holes in 
the block; next the superconducting cylindrical 
piston, 2.220 cm in diameter, shown in Fig. 69-1, 
was inserted into the larger hole, hole A, in the 
block. The insertion of the piston compressed 
the flux <j>0 into a smaller cross sectional area 
and thus gave an increase in the magnetic field 
measured in the small hole, hole B (Eef. 10 
and 11). 

If one assumes that the total trapped flux 
<t>0 in the superconducting holes remains con- 
stant both before and after the piston is inserted 
into hole B, then 

where Ba is the final field measured in hole A, 
Aa is the cross sectional area of hole A, At is 
the cross sectional area of hole B, and Ap is the 
cross sectional area of the piston. It is obvious 
from Eq. (1) that a very large magnetic field 
may be produced from a relatively small initial 
field merely by building a flux compressor with 

both hole B and the piston very large compared 
to hole A. 

It is of course advantageous to trap as large 
an initial flux as possible. Making the field Ba 

of the copper solenoid larger will accomplish 
this, but can become very difficult for larger 
fields. A more convenient method of trapping a 
large flux is to place soft iron rods through holes 
A and B while the solenoid is on and before the 
superconducting block is cooled blew its critical 
temperature. The iron rods give a low reluc- 
tance path for the flux and thus increase the 
total flux through the holes in the block. After 
the superconducting block is cooled, the mag- 
netic field of the solenoid can be turned off, then 
the iron rods can be withdrawn and the super- 
conducting piston inserted into hole B. Using 
a technique similar to this, fields of 23.5 Kgauss 
have been produced with superconductors made 
of Nb3Sn. If attempts are made to compress 
magnetic fields larger than 23.5 Kgauss, the su- 
perconductor goes normal, the magnetic flux 
leaks out of the holes in the block, and the field 
decays very rapidly to a value of only 2 to 5 
Kgauss. 

A Cyclic Flux Pump 

As was shown above, the compression ratio 
obtained by flux compression is the ratio of the 
cross-sectional area available to the trapped 
flux before the superconducting piston is in- 
serted, to the cross-sectional area available to the 
trapped flux after the piston is inserted. 
Therefore, in order to produce a high field in 
a large working area, it is necessary to have 
a very large compression chamber and piston. 
It is obvious that this arrangement can become 
extremely cumbersome. This troublesome re- 
quirement can be alleviated, however, by the 
addition of two superconducting valves to a 
compressor similar to the one described above. 
This makes it possible to obtain a large increase 
in the magnetic field without a very large com- 
pression chamber. 

Figure 66-2 shows a picture of a cyclic super- 
conducting flux pump fitted with two supercon- 
ducting valves. The flux pump is constructed 
from a block of 99.6% niobium, 1.90 cm thick 
and 4.14 cm in diameter. There are two large 
cylindrical holes drilled through the block, one 
of 0.96 cm diameter, the compression chamber, 
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PISTON 

COMPRESSOR 

FIGUBE 66-1.—A NbsSn superconducting flux compressor and piston. 

and the other hole 2.38 cm diam, the experi- 
mental or probe chamber. In addition, very 
small holes are drilled into the wall which sep- 
arates the two chambers, and also in the outside 
wall of the compression chamber. Nichrome 
heating wires are placed in these small holes. 

When a small voltage is applied to these heat- 
ing wires, the temperature of the niobium is 
raised above the critical temperature and the 
niobium cylinder 2.12 cm long and 0.89 cm diam 
changes from the superconducting state to the 
normal state. The two superconducting valves 
can, therefore, be open or closed to let magnetic 
flux into or out of a particular chamber. A 
niobium cylinder 2.12 cm long and 0.98 cm diam 
is used as a superconducting piston to compress 
the flux in the compression chamber. The se- 
quence of operation of the valves and the piston 

is the following: the entire system is brought 
to the superconducting state with liquid helium 
in the presence of an external field B0, with both 
valves closed (superconducting), and the piston 
withdrawn from the compression chamber. 
The superconducting piston is then inserted 
into the compression chamber and the flux 
which was trapped in the compression chamber 
is compressed into the narrow annular region 
between the walls of the chamber and the piston 
to produce the resulting magnetic field 

where Av is the cross-sectional area of the pis- 
ton and Ac is the cross-sectional area of the 
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COMPRESSION 
CHAMBER 

VALVE 

VALVE 2 

PISTON 

PROBE CHAMBER 

FIGURE 66-2.—A niobium superconducting cyclic flux pump and piston. 

compression chamber. Valve 2 is then opened 
to enable the compressed flux to enter the probe 
or experimental chamber. (Actually, the flux 
is shared by the probe chamber and the annular 
region between the compressor wall and the 
piston). Valve 2 is then closed, isolating the 
two chambers, the piston is withdrawn from 
the compression chamber, and valve 1 is then 
opened. When valve 1 is opened, more magnetic 
flux from the ambient field enters the compres- 
sion chamber; valve 1 is then closed, trapping 
this flux in the compression chamber. The 
piston is again inserted and the cyclic operation 
is repeated.  With the completion of each cycle, 

the flux within the probe chamber increases 
until the magnetic field within the probe cham- 
ber is identical to that in the compression 
chamber during the compression phase. Thus, 
the maximum field that can be produced in the 
probe chamber is given by Eq. (2). 

Figure 66-3 shows the results for several such 
experiments carried out in different external 
fields with the 99.6% niobium flux pump. Ad- 
ditional experiments have been performed with 
cyclic Nb3Sn flux pumps, which obtained a field 
of 10 Kgauss. This field is less than was antic- 
ipated because of flux penetration into the 
walls of the superconductor. 
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FIGURE 66-3.—A plot of magnetic field in probe cham- 
ber vs. cycles of operation for niobium flux pump. 

A flux pump was also constructed out of two 
coils of 10 mil Nb3Zr wire as is shown in Fig. 
66-4. The coils were 1.2 cm in diameter and 4 
cm in length, the superconducting piston was 
a 1.0 cm diam niobium cylinder 5 cm long. This 
flux pump was operated in a manner similar to 
the block of niobium pump. The results are 
shown in Fig. 66-5. 

The Nb3Zr flux pump has been operated as 
a "magnetic vacuum pump", that is, to pump 
magnetic flux out of the probe chamber. This 
was accomplished by merely changing the se- 
quence of opening and closing the valves.   The 
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FIGURE 66-5.—A plot of magnetic field in probe coil 
vs. cycles of operation for NbsZr flux pump. 

Z component of the trapped field (the compo- 
nent along the axis of the coil) was pumped 
down from approximately 600 milligauss (the 
Earth's field in the laboratory) to 0.2 milli- 
gauss. Figure 66-6 shows a plot of Z compo- 
nent of the magnetic field vs. cycles of opera- 
tion. The 0.2 milligauss field was extremely 
stable and showed changes of less than 10~3 mil- 
ligauss when the field external to the coil was 
varied several gauss. 
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FIGURE 66-4.—A NbsZr coil cyclic flux pump. 
FIGURE 66-6.—A plot of magnetic field in probe coil vs. 

cycles of operation for Nb3Zr "vacuum pump." 
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Penetration of Magnetic Flux Into Nb3Sn 

A superconducting flux compressor, similar 
to the one described above, has been used to 
measure the penetration of magnetic flux into 
the superconductor Nb3Sn (Eef. 12 and 13). 

The compression ratio a is defined as the 
ratio of the magnetic field measured in the 
probe chamber after compression to the origi- 
nal magnetic field trapped in the flux compres- 
sor. If the magnetic flux trapped in the two 
connected holes in the superconductor is con- 
served during compression, and if the flux does 
not penetrate the walls of the superconductor, 
then an ideal compression ratio a0 can be cal- 
culated from the known dimensions of the two 
holes and the piston: 

«o= 
Ri+Rl 

Rl+Rl-R* (3) 

where Rx and R2 are the radii of the compres- 
sion role and probe hole respectively, and R 
is the radius of the piston. The flux pump used 
in the experiment has the dimensions: compres- 
sion hole 1.650 cm radius, piston 1.610 cm ra- 
dius, and the probe hole 0.500 cm radius. A 
compression ratio a0=7.94 is obtained when 
these dimensions are used in Eq. 3. 

Figure 66-7 shows a plot of the experimen- 
tal compressor ratio a versus the magnetic field 
compressed into the probe hole.   It is observed 
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FIGURE 66-7.—A plot of compression ratio of flux com- 
pressor vs. compressed magnetic field. 

that a compression ratio of 7.5 is obtained at 
low fields which compare favorably to the cal- 
culated compression ratio a0. However, at 
larger fields the compression ratio decreases 
steadily and is only 2.06 at 23.1 Kg. 

It is observed that when the piston is removed 
from the compression hole the magnetic field 
returns to approximately the initial value 
trapped in the two holes. This indicates that 
the flux does not escape from the compressor. 
The decrease in compression ratio with increas- 
ing magnetic field does indicate that the mag- 
netic flux penetrates a small distance into the 
walls of the compressor and the piston, and 
that this penetration is field dependent. 

If it is assumed that the magnetic field pene- 
trates a distance 8 into the superconducting 
material, that is 

Blnt=B       d>r>r0 

5tat=0        r>« (4) 

where Bint is the field in the superconducting 
material, B is the field compressed in the holes, 
and r is the distance along the radius of the hole 
(r=r0 at the interface), then the penetration 
depth 8 and the experimentally measured com- 
pression ratio a are related by 

Rj+R 
-Rl+Rl-Rl+82+26(R1+R2+-Rp) (5) 

PENETRATION 
DEPTH,cm 
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FIGURE 66-8.—A plot of penetration depth in NbsSn vs. 
magnetic field. 
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Figure 66-8 shows a plot of the penetration 8(b)=aebB (6) 
parameter S computed from Eq.   (5)  vs. the 
magnetic field compressed into the probe hole. where  a=2.8X10-3  cm  and   b   =   1.7X10-* 
For the Nb3Sn used in the  experiment the gauss-1,  gives  a good approximation  to  the 
equation experimental data. 
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SUMMARY 

Three aspects of the space environment that 
influence the selection of materials for use in space- 
craft are considered: namely, vacuum, particle 
radiation, and meteoroids. To the best of our knowl- 
edge, vacuum effects have not so far been a serious 
problem for spacecraft. On the other hand, several 
spacecraft failures have been attributed to radiation, 
and confirmation of the suspected effects has been 
obtained in the laboratory. The extent of the hazard 
from meteoroids is uncertain. The most urgent need 
here is for reliable and accurate direct measurements 
of damage. 

INTRODUCTION 

\This paper considers three aspects of the 
space environment which influence the selection 
of materials for* use in spacecraft. These 
aspects are the scarcity of atoms (vacuum), 
the presence of charged particles (particle 
radiation), and the presence of interplanetary 
debris (meteoroids)?/ In each case the most" 
significant features of the environment will be 
mentioned, and then a few selected examples of 
the effect of this environment on engineering 
materials will be given. 
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SYMBOLS 

d diameter of projectile 
E energy 
e electron (used in figs.) 
P depth of penetration 
p pressure in reference to vacuum effects 
p proton in reference to radiation environment and 

effects (flg. 67-5) 
T temperature 

[VACUUM] 

I Space vehicles and their materials will be sub- 
jected to the vacuum environment for extended 
periods of time—months or even years. This 
environment is characterized by extremely low 
density, with a corresponding low pressure, and 
by a composition radically different from that 
at the earth's surface] Figure 67-1 shows the 
pressure as a function of altitude to 3,000 kilo- 
meters. (See ref. 1.) The width of the band in- 
dicates the variation in pressure from night to 
day. Pressure is used as the abscissa because 
there has been a tendency to define the space 
vacuum in terms of the pressure level. Actually, 
from the structural standpoint, the pressure 
forces in space are negligibly small. The phys- 
ical phenomena of interest in connection with 
vacuum effects in space depend, instead, on the 
number of particles that come in contact with 
an exposed surface. Thus it is more meaningful 
to speak in terms of the number of particles in 

PARTICLES PER CM3 

ALTITUDE, 
km 

3,OOOr    f 

2,500 

2,000 

1,500h 

1,000 

500 

 [O r 8 10' 16 

10-20      iQ-12      |0-4   ,     ,04 
PRESSURE, TORR 

FIGURE   67-1.—Atmospheric   pressure   and   number 
density of particles at altitudes to 3,000 km. 

a unit volume rather than the pressure force ex- 
erted by those particles. Therefore, a scale has 
been added at the top of figure 67-1 to show the 
number density of the particles. At 3,000 
kilometers there are one or two thousand par- 
ticles per cubic centimeter, and farther outward 
from the earth it has been estimated that in in- 
terplanetary space there may be only about 10 
particles per cubic centimeter. Thus the envi- 
ronment in which spacecraft components and 
materials must function contains only from per- 
haps ten to a few thousand particles per cubic 
centimeter. 

In the few years since space exploration has 
become a reality, much effort has been directed 
toward simulation of the space vacuum environ- 
ment in ground facilities. A few years ago the 
state of the art dictated number densities of 
about 109 particles per cubic centimeter (about 
10~7 torr) in sizable vacuum chambers; today 

/facilities are available to operate at number 
densities around 10s particles per cubic centi- 
meter (about 10"10 torr) .*rhese facilities, how- 
ever, still fall far short ofthe number densities 
in space of a few to a few thousand particles per 
cubic centimeter. Facility development is still 
progressing rapidly; therefore, it is possible 
that the space vacuum can be simulated in the 
future^- 

In the meantime, studies have been under- 
taken in currently available facilities to deter- 
mine vacuum effects on spacecraft materials and 
components at the vacuum levels presently 
available. Many measurable effects have al- 
ready been found, several of which would be 
detrimental to the accomplishment of a mission. 

Perhaps) the first problem area) that comes to 
mind/is material loss due to evaporation or sub- 
limation into the space vacuum. Preliminary 
studies indicate that structural materials such 
as steel and aluminum alloys will not sublime at 
a rate so fast as to deteriorate significantly their 
load-carrying ability, even at moderate temper- 
aturesj (See ref. 2.) On the other hand,|wnere 
the materials are applied as thin coatings, such 
as those used for thermal control, the sublima- 
tion is more seriousj Figure 67-2 shows the ef- 
fect of a vacuum environment on three thermal-~ 
control coatings that are intended for use on the 
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TOTAL HEMISPHERICAL 
EMITTANCE 

1.0 CHROMIUM BLACK ON 
STAINLESS STEEL 

TORR; 

-ROKIDE C ON STAINLESS STEEL 
(p»Kr9T0RR; T = 1,450° F) 

ALUMINUM PHOSPHATE WITH 
IRON OXIDE ON NICKEL 
(pKlO"7 TORR; T* 1,340° F) 

J , I _L 
100 200       300       400 

ELAPSED TIME, HR 
500      600 

FIGUKE 67-2.—Effects of exposure to vacuum on total 
hemispherical emittance at elevated temperatures 
for three coated materials intended for use as space 
radiators. 

radiator of a space power plant. (See refs. 3 
to 5.) The total hemispherical emittance is 
plotted as a function of the elapsed time in 
vacuum. The tests were conducted at elevated 
temperatures in the radiator operating range. 
The results show that the emittance can in- 
crease, can remain approximately the same, or 
can decrease because of exposure to vacuum. 
The cause of the observed changes in emittance 
has not yet been determined. 
IA second problem area arises because of the 

loss of adsorbed gas layers that are normally 
present on the surface of all materials. After 
prolonged exposure to the space-vacuum envi- 
ronment, a surface will lose all the surface 
adsorbed gases and will become "clean." As a 
result, it will behave differently when put in 
contact with another clean surface.) Recent 
studies (ref. 6) have shown thatyfcöhesion or 
cold welding takes placej The studies were 
made by breaking a specimen in vacuum and 
then by placing the broken faces into contact 
again. The following table shows representa- 
tive results from this study for 1018 steel. 

Temperature, 
°C 

Maximum 
cohesion, 
percent 

500 
150 
25 

96. 0 
35.9 
18. 5 

The primary variable is the temperature. The 
maximum cohesion shown in the column on the 
right is the percentage of the initial breaking 
force that was required to break the specimen 
the second time. These studies indicate that 
very significant cohesion, up to 96 percent, can 
take place under certain conditions. As the 
temperature is reduced, the cohesion is signifi- 
cantly reduced. The time that the broken faces 
were held apart was short enough in the last two 
cases to prevent significant contamination by 
the gas in the vacuum chamber; therefore, it is 
clear that the reduction in cohesion with de- 
creasing temperature is not due to contamina- 
tion. The occurrence of this cold-welding 
phenomenon could seriously affect the opera- 
tion of spacecraft in the vacuum environment. 
/ Studies of some mechanical properties of 

metals have indicated that the vacuum environ- 
ment is not always detrimental. Creep-rupture 
and fatigue experiments indicate that under 
certain conditions metals are stronger in the 
nonreactive vacuum environment than in air at 
normal atmospheric pressure/ (See ref. 7.) 
Figure 67-3 shows some fatigue data for type 
316 stainless steel in vacuum and in air. The 
amplitude of the vibration is plotted against 
the number of cycles to failure. At a constant 
amplitude of vibration the material exhibited 
a substantially longer life in vacuum than in 

Data which indicate similar trends for air. 
creep rupture are also available.    (See ref. 7.) 

T = 1,500° F 

AMPLITUDE OF 
VIBRATION, IN. 

1.2 

VACUUM, 
I0"5 TORR 

CYCLES TO FAILURE 

FIGURE 67-3.—Effects of exposure to vacuum on fatigue 
life of type 316 stainless steel. 

■> 

441 



MATERIALS 

["PARTICLE RADIATION] „„^Y^ 

The particle radiation in space may be divided 
into several different categories as shown in 
figure 67-4. The primary galactic cosmic ra- 
diation (refs. 8 and 9) consists of positively 
charged particles of very high energy. The 
particles are primarily protons (85 percent) 
and alpha particles (13 percent), and the re- 
mainder consists of completely stripped nuclei 
with masses up to that of tin. As an overall 
average in free space, the flux is on the order 
of 2.5 particles/cm2-sec. Even with generous 
allowances for the high relative biological ef- 
fectiveness of the heavy particles, the estimated 
dose delivered to an unprotected man in space 
would be on the order of only y2 rem (roentgen 
equivalent man) per week. Thus, even for man 
this radiation is of negligible effect, except on 
journeys of several years. For materials there 
should be essentially no effect from the galactic 
cosmic radiation, except perhaps on some photo- 
graphic emulsions. 

A second source of particle radiation in space 
is the solar cosmic radiation, or solar flare. 
(See refs. 8 to 12.) Solar flares originate in 
chromospheric disturbances of the sun, and 
their frequency is directly related to the period 
of the solar activity cycle. Low-energy events 
(with particles up to 400 Mev) and medium- 
energy events (with particles up to a few Bev) 
occurred with frequencies between 5 and 13 
times a year in the period from 1935 to 1959. 
During the same period, high-energy events 
(with particles up to 20 Bev) occurred once or 
twice every 4 or 5 years. 

SOLAR-FLARE 
PARTICLES 

COSMIC 
RADIATION 

TRAPPED RADIATION 

FIGURE 67-^.—Schematic diagram of space radiation. 

The primary danger in this case is to man 
because some of these flares can deliver large 
radiation doses. Basic research is being con- 
ducted at present along two lines: shielding 
studies, including studies of the secondary par- 
ticles within the shield as well as preliminary 
work on systems of magnetic shielding, and 
studies leading toward the ability to predict 
solar flares a week or more in advance of their 
occurrence. 

The presently available prediction criterion, 
when applied to a 31^-year period beginning 
in 1957 (ref. 11) would have allowed 117 four- 
day trips, only two of which would have 
encountered solar flares. During this same 
period, 77 seven-day trips would have been 
allowed with the unacceptably large number of 
5 solar-flare encounters. A successful extension 
of prediction time to a period of 7 to 10 days 
would greatly relieve the shielding require- 
ments for many lunar missions. 

With regard to materials, the solar flare by 
itself may present problems for some of the 
more sensitive materials. Because of the spo- 
radic nature of the solar flare, however, the time- 
averaged flux of particles will be relatively 
light. Thus, protection of materials from radi- 
ation damage due to flares may properly be 
considered as a subcase of protection from the 
natural trapped radiation near the earth. 

The discovery and definition of this trapped 
radiation (refs. 8, 9, 13, and 14) shown sche- 
matically in figure 67-^ was one of our first 
scientific accomplishments with artificial satel- 
lites. The damaging potential of this radiation 
is such that the selection and protection of ma- 
terials for satellites which will orbit for long 
periods of time in this region is our most press- 
ing radiation damage problem. 

Recent satellite measurements indicate that 
the older concept of two or more radiation 
belts is inadequate and misleading. A more 
appropriate concept is that the trapped radia- 
tion occupies one large and continuous region 
around the earth and that the intensity, energy, 
and type of radiation vary almost continuously 
throughout this region. The contours in figure 
67-5 indicate the approximate spatial distribu- 
tion of the trapped radiation. These contours 
are labeled with the counting rate that would 
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PROTONS 
30 Mev <E< 700 Mev, 

2xl04p/cm2-sec 

120 Kev <E< 45 Mev, 
I08tol09p/cm2-sec 

ELECTRONS 
45 Kev <E< 1.6 Mev, 

I08 e/crr^-sec 

E> 1.6 Mev 
I05 to l06e/cn#-seo 

-30° 
50XI03km 

FIGURE 67-5.—Equal counting-rate contours of natural 
trapped radiation surrounding the earth. 

be seen by a suitably shielded Geiger-tube and 
are useful only as a qualitative indication of 
those portions of the region which pose the 
most severe radiation problems. 

Since the particles are trapped in the mag- 
netic field of the earth, the intensities are high- 
est near the equatorial plane and are substan- 
tially lower near the polar regions. The mini- 
mum altitude for significant counting rates var- 
ies around the earth because the magnetic and 
geometric axes of the earth are substantially 
offset from each other. Over the South At- 
lantic, counting rates begin to increase at an 
altitude of about 400 kilometers, whereas on 
the opposite side of the earth the correspond- 
ing altitude is about 1,300 kilometers. Thus it 
is possible, when allowed by the mission re- 
quirements, to orbit below this radiation. Esti- 
mates of the outermost extent of the trapped 
radiation range as high as 10 earth radii. 

The maximum fluxes of the particles are 
shown at the right in figure 67-5. The high- 
energy protons are the most spectacular por- 
tion of the flux and are largely confined to the 
small inner high-flux contour. The maximum 
flux between 30 Mev and 700 Mev is on the 
order of 2X104 protons/cm2-sec. Low-energy 
protons are found almost throughout the entire 
region. The measured fluxes between 120 Kev 
and 4.5 Mev range on the order of 10s to 109 

protons/cm2-sec. There is also a substantial 
flux of low- and medium-energy electrons (45 
Kev to 1.6 Mev) on the order of 108 electrons/ 
cm2-sec throughout most of the region shown. 
The higher energy electrons are largely confined 

to the outer high-flux contour with fluxes on 
the order of 105 to 106 electrons/cm2-sec. 

More recently, an additional component of 
space radiation has been added by the high- 
altitude nuclear explosion of July 9,1962. (See 
ref. 15.) This explosion created a new belt of 
electron radiation around the earth. The new 
belt is shown schematically in figure 67-6. It 
is somewhat smaller in extent and lower than 
the natural belt. Large fluxes are observed at 
only 200 kilometers above the earth over the 
South Altantic; on the opposite side of the 
earth the minimum altitude is about 650 kilo- 
meters. These low altitudes are significant 
since it is at present almost impossible to escape 
radiation exposure by means of low-altitude 
orbits. Although the flux decay rate in the 
heart of the new belt seems negligibly small, 
some decay has been observed at the lowest 
altitudes. This decay will eventually ease the 
problem; however, it will be several years 
before radiation resistance can again be 
neglected for orbits sufficiently high to achieve 
long lifetimes. The new belt extends out to 
about 25,000 kilometers from the center of the 
earth. Maximum fluxes on the order of 109 elec- 
trons/cm2-sec have been observed. In contrast to 
the natural radiation, where over 99 percent of 
the electrons occur with energies of less than 1.6 
Mev, the electrons of the new belt seem to occur 
with a typical fission energy spectrum. A 
breakdown of this spectrum by energy is given 
in the table on the right of the figure. 

The large flux and higher energy of the 
electrons in the new belt means that adequate 

EARTH' 

ENERGY 
Mev PERCENT 
0-1 55.0 
1-2 25.0 
2-3 11.0 
3-4 4.7 
4-5 1.7 
>5 2.6' 

5OXl03km 

FIGURE 67-0.—Equal  flux  contours of new artificial 
electron belt. 
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heavy shielding must be provided for many 
radiation-sensitive devices. In many cases this 
shielding will be very heavy, and it will be 
needed where either no shielding or only 
minimal shielding was previously required. 
The need is best illustrated by the fact that, of 
those satellites in orbit at the time of the blast, 
three were inactiviated by radiation damage to 
their solar cells within about a month; indeed, 
one failed in only three days. 

Even before the new belt was formed, it was 
evident that space radiation possessed a severe 
damaging potential insofar as materials such 
as semiconductors and plastics are concerned. 
(The new belt has only increased the urgency 
of the need for data in these areas.) Con- 
sequently, the NASA has installed or is pre- 
paring to install a number of accelerators 
ranging from 1.0-Mev electron accelerators to 
a 600-Mev proton synchrocyclotron in order to 
study the problem. In addition, a substantial 
amount of contract research with private 
industry, universities, and other government 
organizations is already under way. Three 
examples have been selected for discussion in 
this paper. These examples are intended only 
to illustrate some of the work already in pro- 
gress; the interests of the NASA in this area 
are far broader than these examples alone 
might indicate. 

The first example concerns transistors. The 
sensitivity of many solid-state devices to radi- 
ation has led to a major program in which a 
number of available accelerators have been 
utilized to study the effect of proton irradiation 
on transistors. (See ref. 16.) Energies from 
22 Mev to 440 Mev have been utilized to date. 
The data shown in figure 67-7 are typical and 

YEARS IN ORBIT 
I 2 

NORMALIZED 
SMALL-SIGNAL .8 
CURRENT GAIN 

HIGH FREQUENCY (2N743) 

LOV, FREQUENCY (2N337) 

_i i i J i i     i    i 
4        .8        1.2   „  1.6      2.0XI012 

PROTONS/cm2 

FIGURE 67-7.—Effect of exposure to 40-Mev protons 
on current gain of two transistors. 

were obtained by using the 40-Mev linear 
proton accelerator at the University of Min- 
nesota. Here the small-signal current gain, or 
essentially, the transistor's ability to operate as 
an amplifier, is plotted against the total dose 
in protons per square centimeter. The scale 
at the top shows the approximate time equiv- 
alent in terms of years in orbit in the worst 
part of the radiation belt. The two broad bands 
show the degradation of two different NPN 
silicon transistors, the 2N743 and the 2N337. 
The width of the bands indicates the scatter 
among the data for approxiately a half-dozen 
samples of each type. The dramatic decrease 
in current gain for the 2N337 is typical of the 
lower frequency transistors tested; the negligi- 
ble degradation of the 2N743 is typical of the 
highest frequency transistors tested. The lesser 
degradation of the higher frequency units is 
consistent in other types of construction. 
Indeed, the increased radiation resistance of 
the higher frequency units led to one of the 
design choices that was made in the case of the 
Telstar satellite. 

The solar ceil is an example of a solid-state 
device that is extremely sensitive to radiation 
(refs. 16 and 17) and at the same time difficult 
to shield from radiation when operating in 
space. Substantial additional interest in the 
solar-cell problem has been engendered by the 
aforementioned recent loss of three satellites 
to the new artificial radiation belt because of 
solar-cell damage. Figure 67-8 shows the 
spectral variation of short-circuit current for 
a P on N silicon solar cell before and after 
electron irradiation. The energy of the elec- 
trons was 0.65 Mev. The total dose is approxi- 
mately that which might be encountered in a 
year in a practical orbit within the new belt. 
Immediately evident is the large loss of output 
in the infrared region where the output of the 
undamaged cell was highest. On the other 
hand, there is little or no degradation at the 
shorter wavelengths. The long wavelengths 
penetrate deeply in the cell, whereas the short 
wavelengths are absorbed at or near the sur- 
face. Thus the changes shown in figure 67-8 
indicate that most of the damage is done in the 
base material well below the actual junction, 
which is about 1 micron deep. 
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.65 Mev; 2.59XI015 e/cm2; 
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FIGURE 67-8.—Effect of exposure to 0.65-Mev electrons 
on spectral variation of short-circuit current for a 
P on N silicon solar cell. 

One approach to improved radiation resist- 
ance in a solar cell is obvious from figure 
67-8, that is, to improve the response in the 
short-wavelength region where the radiation 
has little effect. This is precisely what is done 
in the so-called blue-sensitive shallow-diffused 
cells which are indeed more radiation resistant. 
Far greater improvements are to be had in the 
use of N on P cells rather than the P on N cells 
shown here. (See ref. 17.) The radiation 
resistance of the N on P cells is so intrinsically 
superior that these cells are the presently 
preferred type and their use is indicated when- 
ever permitted by the presently small but 
rapidly increasing production rate. 

The NASA is currently sponsoring a sub- 
stantial amount of research in industry, not 
only on silicon solar cells, but also on newer- 
cells such as gallium arsenide, and even on 
vapor-deposited cells which could be deposited 
directly over large areas of a space vehicle. 

Another approach to radiation resistance is 
to shield the item of concern with a thickness 
of some material which is adequate to stop all 
or most of the particles incident upon the item. 
In the case of solar cells and other light- 
sensitive or optical systems, this shield must 
not only be transparent, but it must also remain 
transparent under radiation. Most glasses do 
color under radiation. (See refs. 18 and 19.) 
The mechanism in most cases is described as 
the combination of displaced electrons with 
negative-ion sites (or vacancies) to form color 
centers.    Such coloration may mean that the 

shield, by stopping a major portion of the light, 
does more harm in some cases than the radiation 
would have done if no shielding had been 
provided. 

Eecently, this phenomenon has been studied 
at the Langley Eesearch Center of the NASA 
in connection with providing shielding for the 
solar cells of a specific orbital spacecraft. This 
spacecraft will orbit well within the artificial 
belt and the major hazard will be from high- 
energy electrons. Many glasses were irradiated 
with 1.2-Mev electrons in this program. The 
results for three quartzes are shown in figure 
67-9. Here the relative transmission of the 
glass, averaged over the solar-cell response 
spectrum, is plotted as a function of the total 
dose in electrons per square centimeter. The 
end point corresponds to one year in orbit for 
the particular payload. Eesults are shown for 
three different quartz samples, two fused and 
one vapor deposited. The vapor-deposited 
sample shows essentially no decrease in trans- 
mission. Of the two fused samples, one shows 
about a 10-percent loss and the other, about a 
40-percent loss in transmission after a year's 
time. In the worst case, most of the coloration 
came very early, so that the solar-cell output 
behind this shield would have been reduced to 
a critical level within a very few weeks. 

The actual differences in the materials shown 
here are presently believed to be related to the 
degree of impurity. The poorest quartz had 
50 to 70 parts per million of impurities; the 
best had less than 1 part per million. The 
practical conclusion to be drawn from these re- 
sults is that extreme care is essential in the selec- 
tion of transparent radiation shielding and that 
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FIGURE 6T-9.—Effect of exposure to 1.2-Mev electrons 
on solar-energy transmission for three types of 
quartz windows. 
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this care should extend to the point of actually 
exposing samples to radiation as a quality con- 
trol check. 

pMETEOROIDSj 

The discussion will turn now to the meteoritic 
debris in space. Damage to spacecraft that 
would result in danger to the occupants or that 
would prevent the fulfillment of the mission 
must not be allowed to occur. This is a difficult 
problem for the space-vehicle designer, because 
at the present time there is a large uncertainty 
with regard to the size and weight of meteoroids 
that will be encountered and with regard to the 
damage that they will do. The examination of 
the status of this particular problem will begin 
with a review of our knowledge of the space 
environment. 

The available information on the meteoroid 
environment in space is illustrated in figure 
67-10 (adapted from ref. 20). The cumula- 
tive influx rate in particles per square meter 
per second is plotted as a function of the par- 
ticle mass in grams. The cumulative influx rate 
corresponding to a mass x is the total number 
of particles of mass x, or less, that pass through 
one square meter in one second. Logarithmic 
scales are used on both axes. The solid lines 
at the lower right show estimates of the meteo- 
roid environment that are derived from astro- 
nomical observations of meteors in the earth's 
atmosphere. The observable quantities are the 
influx rate and the light intensity.   By making 
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FIGURE 67-10.—Cumulative influx rate of meteoroids 
in vicinity of earth as a function of mass. 

certain assumptions, it is possible to derive a 
relationship between the light intensity and the 
particle mass. With this relationship in hand 
it is possible to plot the astronomical observa- 
tions in the form that they are shown in this 
figure. There is a very large difference between 
the two solid lines that are shown. This dif- 
ference stems from a difference in the estimates 
of the astronomers for the relationship between 
the light intensity and the particle mass. At a 
cumulative influx rate of 10~12 particles per 
square meter per second, a particle mass of 
about 10~2 grams is indicated by the lower curve 
and a mass of about 2 grams by the upper curve. 
These estimates of the mass differ by a factor 
of 200 to 1, and thereby produce an extremely 
large uncertainty in the flux-mass relationship. 
The particles of most interest with regard to 
spacecraft damage are smaller than the observed 
meteors. Estimates of the flux of these particles 
have been obtained by straight-line extrapola- 
tion from the observed data. These extrapola- 
tions are shown by the dashed lines extending to 
the left from the solid lines that were derived 
from meteor observations. At the other end of 
the scale there are data points representing ac- 
tual flight measurements of micrometeoroid 
impact rates. Most of these measurements were 
obtained by using a microphone type of dust- 
particle sensor; the slope of the line faired 
through these points is considerably greater 
than the slope of the lines that were derived 
from astronomical observations. The range of 
most interest to the spacecraft designer lies be- 
tween the small particles observed in the dust 
measurements and the meteors observed from 
the ground. In this range there is at the present 
time much uncertainty both with regard to the 
level of the distribution curve and with regard 
to the slope of this curve. 

The data and estimates shown in this figure 
apply in the immediate vicinity of the earth. 
The meteoroid hazard in other regions of space 
is also of concern to the NASA. In the Apollo 
program, for example, the meteoroid hazard in 
the vicinity of the moon and on the surface 
of the moon must be considered. In an attempt 
to get a feel for this problem in the absence 
of actual measurements, Gault, Shoemaker, and 
Moore have recently studied the problem of 
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hypervelocity impact of a projectile on a basalt- 
rock surface. The results of their analysis 
(which are unpublished) suggest a heavy flux 
of debris in the vicinity of the moon due to 
meteoroid collisions with the moon, but they 
do not provide numerical values for use in 
spacecraft design. If there is, in fact, a heavy 
concentration of particles in the mass range 
that might be expected to puncture spacecraft, 
it would, of course, constitute a serious problem 
in the Apollo program. 

In addition to the uncertainty as to the mass 
of the particles that will be encountered, there 
is a further uncertainty as to the damage that 
will be caused by a particle of known mass and 
velocity. This is illustrated in figure 67-11, 
which presents plots of penetration as a func- 
tion of velocity as estimated by three of the 
many formulas that have been proposed. The 
symbols P and d are defined by the sketch at 
the right. The curves labeled Huth et al. and 
Charters and Summers are based on experi- 
mental data obtained at velocities well below 
those that are typical of meteoroids. (See refs. 
21 and 22.) Bjork's curve is strictly theoretical. 
(See refs. 23 and 24.) At a velocity of 30,000 
to 40,000 kilometers per second, which is typical 
of meteoroids, the penetration appears to be 
uncertain by a factor of about 10. There is a 
pressing need for the development of an ade- 
quate penetration theory. 

The combined effect of the two uncertainties 
that have been discussed is such that, at the 
present time, if a spacecraft designer is faced 
with the problem of insuring that the number 
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FIGURE -67-11.—Three estimates of penetration depth 
as a function of velocity for high-velocity aluminum 
projectiles impacting thick aluminum targets. 

of penetrations does not exceed a given value, 
he is faced with an uncertainty of about 20 
to 1 in the thickness of material that he must 
use. 

/A considerable amount of effort has been de- 
voted to systems designed to protect a space- 
craft from penetration by meteoroids. .One of 
the most promising devices is the nfeteoroid 
bumper, which is simply a thin sheet of mate- 
rial that is placed outside and at a distance 
from the structural wall of a spacecraft with 
the object of providing protection from damage 
by meteoroids./ Figure 67-12 is a sequence of _g ^ 
photographs that show the mechanism by which 
a meteoroid bumper provides protection. (See 
ref. 24.) In the first photograph, the vertical 
dark line at the left is a thin plate which has 
been impacted by a spherical projectile com- 
ing from the left. The projectile is in the dark 
area to the right of the plate. Some of the 
material from the plate can be seen flying back 
to the left. The two vertical lines to the right 
of the projectile are not in its path. They are 
simply markers which have been used to pro- 
vide a length reference in the photographs. 
The first photograph was taken 6.5 micro- 
seconds after the initial impact. In the next 
photograph, at 9.8 microseconds, some light is 
visible through the debris at the right of the 
plate. The projectile has been broken into 
many small fragments in passing through the 
plate and the rest of the photographs show 
that these fragments disperse as they travel 
away from the plate. The impact of these many 
small particles dispersed over a wide area, of 
course, produces a great deal less damage than 
would the original projectile. Eeference 25 
also presents information on the influence of 
the geometrical arrangement on the effective- 
ness of bumpers. 

CONCLUDING REMARKS 

A brief account of the state of our knowl- 
edge of the effects of the space environment 
on engineering materials will be attempted in 
conclusion. With regard to vacuum, a few 
problems have turned up in the laboratory, 
but the effects of the extreme vacuum of space 
are largely unexplored and therefore unknown. 
To the best of our knowledge (and in this area 
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FIGURE  67-12.—Sequence of photographs  showing breakup and dispersion of a high-velocity projectile by a 
meteoroid bumper. 

the best is not good), vacuum effects have not 
so far been a serious problem for spacecraft. 

The situation with regard to radiation is en- 
tirely different. Several spacecraft failures 
have been attributed to radiation, and confirma- 
tion of the suspected effects has been obtained 
in the laboratory. Because these effects have 
been so detrimental, it is obvious that there will 
be a great demand upon the operators of 
charged particle accelerators to produce engi- 
neering results and to evaluate engineering de- 
velopments in this area. 

With regard to the meteoroid environment, 
the status is clear, but the hazard is not. In 
other words, it is perfectly obvious that the 
extent of the hazard is not known—not even 
within an order of magnitude. The most ur- 
gent need here is for some reliable and accurate 
direct measurements of damage that can be 
used as a check on the work of both the theore- 
ticians and the design engineers. Rapid prog- 
ress would follow the establishment of even a 
single point of this nature in which real con- 
fidence could be placed. 
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SUMMARY 

Nonmetallic materials have many unusual and de- 
sirable properties for use in spacecraft applications, 
but their sensitivities to the ultraviolet and high-energy 
ionizing radiation of space have created problems— 
some as yet unsolved. The problems of thermal con- 
trol coatings, polymers, and composites in space ap- 
plications are discussed. The need for new nonmetal- 
lic materials with unusual properties such as inorganic 
polymers is also examined. 

INTRODUCTION 

The unusual and highly advantageous prop- 
erties of polymers have made these materials 
very desirable for use in aerospace programs. 
Polymers, which include plastics, rubbers, and 
most adhesives, have yielded significant reduc- 

tions in the overall cost of aerospace systems. 
This reduction in cost may be expressed in terms 
of money, energy, weight, or time. It is the 
purpose of this paper to review some of the 
properties of polymers which are responsible 
for these savings and which have further re- 
sulted in many unique applications. 

In aerospace projects, one of the ever-increas- 
ing needs is for materials with high strength- 
to-weight ratios, good temperature properties, 
availability, and ease of fabrication. Although 
the development of polymeric and other non- 
metallic materials is not yet commensurate with 
the need, these materials have such fundamental 
advantages that they have already made sub- 
stantial contributions to the space program. 
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SYMBOLS 

p pressure 
T temperature 
t thickness 
a, absorptance of solar radiation 
E emittance of solar radiation 
ex emittance as a function of wave length 
X wave length 

SOME RELATIVE PROPERTIES OF POLYMERS 
AND METALS 

Some of the relative physical properties of 
metals and polymers are shown in figure 68-1. 
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FIGURE 68-1.—Relative physical properties of metals 
and nonmetals. R.P. denotes reinforced plastics; 
PE., polyethylenes ; PP., polypropylenes. 

(See ref. 1.) One of the greatest differences in 
the properties of these two classes of materials 
is the electrical resistivity: metals are at the 
low end of the scale, and polymers are at the 
high end. Concurrent with the low electrical 
conductivity of polymers is low thermal conduc- 
tivity. The higher coefficient of thermal expan- 
sion for polymers is another variable which can 
obviously lead to problems when the two ma- 
terials are joined in composite form; however, 
in some instances, the lower modulus of elastic- 
ity and higher permissible strain of the poly- 
mers can alleviate this difference. 

Some of the relative mechanical properties 
of metals and polymers are illustrated in figure 
68-2. In general, polymers have a lower spec- 
trum of tensile strength and a lower modulus 
of elasticity than metals, although it should be 
noted that the epoxy-glass composite does have 
a relatively high modulus of elasticity and one 
of the highest strength-to-weight ratios of the 
structural materials. The service temperature 
of polymers is also considerably lower than that 
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FIGURE 68-2.—Relative mechanical properties of 
metals and nonmetals. PP. denotes polypropylenes; 
R.P., reinforced plastics. 

of metals, primarily as a result of the weaker 
organic carbon-to-carbon bonds in contrast to 
the strong metallic bonds of the metals and 
alloys. At present this low service temperature 
presents a severe limitation in some structural 
uses of polymers and represents a problem area 
which is discussed subsequently. 

AEROSPACE APPLICATIONS OF POLYMERS 
AND COMPOSITES 

One of the largest materials research efforts 
on nonmetallic materials is in the field of com- 
posite materials, such as the epoxy-glass fibers 
for filament-wound structures. See references 
2,3, and 4. 

Filament-wound structures offer a strength- 
to-weight ratio which is three times as efficient 
as that for titanium and four times as high as 
that for aluminum. In aerospace applications, 
this strength-to-weight ratio can lead to signifi- 
cant increases in final velocity and in payload 
weight. Filament-wound structures are con- 
siderably more efficient than metals because of 
the high directional strength of the glass fiber 
which can be applied in the direction of the 
load. Metals have isotropic strength properties 
and require additional weight in the structure 
to satisfy the maximum unidirectional loads 
while only part of the strength is used for lesser 
loads in other directions. 

The materials presently used for filament- 
wound structures are high-strength continuous 
filaments of E glass held in an epoxy matrix. 
The resins used in the majority of cases are 
conventional bisphenol A - epichlorohydrin 
epoxies. Generally, these resins are cross- 
linked   or   cured   by   addition   of   an   amine 
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hardener. The effect of temperature on the 
tensile properties of E glass and on an experi- 
mental high-temperature glass X-37 B are 
shown in figure 68-3. (See ref. 2.) The top 
two curves refer to the glasses alone and the 
lowest curve applies to the glass-epoxy com- 
posite which has a lower service temperature 
because of the presence of the plastic. Rene, a 
superalloy of nickel and cobalt is included for 
comparison. The highest point (at 650,000 psi) 
is for a very new high-strength glass, X-994, 
which holds great promise for future 
applications. 

Research at the NASA Langley Eesearch 
Center (ref. 5) and in industry (ref. 6) on the 
isotensoid concept of filament winding has 
resulted in extremely efficient high strength- 
to-weight ratio rocket-motor cases. The 
isotensoid design is based on the concept of 
designing an equal and uniform tension in each 
fiber. An example of the isotensoid design is 
shown in figure 68^. This case had a burst 
pressure of 710 psig which represents an over- 
all skin stress of 185,000 psi, or more than 
twice the usual values for glass-fiber-reinforced 
cases. Even this advance could be improved 
upon by using some of the remarkable new 
glasses, such as X-994, and improved resin 
systems which would make possible skin 
stresses as high as 300,000 psi. 

The properties of these kinds of materials are 
at least pragmatically understood for terres- 
trial applications. Even in the unusual 
environment experienced by a vehicle during 
transport into space, our knowledge of materials 

FIGURE 68-4.—Isotensoid filament-wound rocket case. 

properties is adequate because of the short 
transit time. However, the knowledge of their 
extended life in space, under the combined 
influence of the ultravacuum, and ultraviolet, 
and ionizing radiation is by no means adequate. 

ERECTABLE SPACECRAFT 

Future programs require knowledge of the 
long-time effects of the space environment on 
nonmetallic structural materials. Such proj- 
ects as erectable space structures and space- 
storable fuel tanks might be cited as examples. 
Various designs and materials requirements 
were discussed at a recent conference on 
manned space stations (refs. 7 and 8). One 
space-station design is shown in figure 68-5. 
This concept calls for the use of an 80-mil 
Dacron filment-wound torus with an 8-mil 
butyl-impregnated nylon liner. Such a struc- 
ture could be easily folded into 2 percent of its 
inflated volume external to the hub of trans- 
port into orbit where it could then be erected 
pneumatically. This design essentially uses 
only polymeric materials. 

In another space-station design, polymeric 
materials were used in combination with metals 
because of their desirable low density and low 
thermal conductivity. Figure 68-6 shows a 
cross section of this composite shell in which 
a foamed polyurethane would serve several pur- 
poses, namely, to provide thermal insulation 
and structural rigidity, and to act as a micro- 
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FIGURE 68-5.—24-foot erectable space station. 
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FIGURE  68-6.—Basic  structure  of module  shell  for 
rigid space station. 

meteroid bumper (see ref. 8). The density of a 
typical foam in this application is approxi- 
mately 1.5 lb/cu ft. 

Another example of the use of polymeric 
materials in spacecraft design is the giant Echo 
I sphere which has been in orbit for over 2 years. 
Echo I was the first passive communications 
satellite and had a diameter of 100 feet with a 
skin thickness of 5X10"4 inch. This large 
sphere was made almost entirely of polyeth- 
ylene terephthalate (Mylar). This polymer is 
known to be highly resistant to the effects of 
high-energy ionizing radiation but is rather 
susceptible to damage from ultraviolet radia- 
tion. It was largely protected from the ultra- 
violet by a 2,200 A coating of vapor-deposited 
aluminum. This thin layer of aluminum 
served several purposes: (1) it provided a radar- 
reflective surface for the communications ex- 
periments; (2) it protected the Mylar from 
extensive ultraviolet damage; and (3) it acted 

as a thermal control surface to reduce the equi- 
librium temperature of the sphere. 

THERMAL CONTROL SURFACES 

Another use of polymers and other nonmetal- 
lic materials in space is as thermal control coat- 
ings. The ratio «»A, that is, the absorptance 
of solar radiation divided by the emittance of 
thermal radiation, is the prime surface pa- 
rameter which determines surface equilibrium 
temperature. Figure 68-7 shows the relation- 
ship between as/e and temperature. Nonmetal- 
lic mixtures such as paints have been used to 
provide the proper optical properties for pre- 
vious spacecraft surfaces. In this instance, the 
polymeric vehicle is exposed, virtually unpro- 
tected, to the harsh space environment. This 
exposure has created some problems in the past 
and a considerable effort has been underway 
for the past few years to produce stable paints 
for thermal control coatings. It is generally 
recognized that inorganic surfaces are inher- 
ently more stable than organic surfaces as a 
result of the nature of the chemical bonds in- 
volved. 

The NASA Langley Eesearch Center has re- 
cently studied an unusually thin, stable inor- 
ganic coating known as Alodine 401 for use on 
A-12 (Echo II), a larger rigidized version of 
Echo I. This 135-foot sphere required a very 
light and thin surface coating to cover its nearly 
60,000 sq ft of surface. Clemmons and Camp 
(ref. 9) have reported on the range of the aB/c 
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FIGURE 68-7.—Temperature as a function of the ratio 
of solar absorptance to emittance. 
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FIGURE 68-8.—Variation of a,/e with surface density 
for Alodine coatings. 

FIGURE    68-9.—Effects    of    space    environment    on 
polymers. 

ratios that can be obtained as a function of 
surface density of the inorganic Alodine coat- 
ing; this is illustrated in figure 68-8. The 
Alodine surface is an amorphous mixture of 
alumium and chromium phosphates which is 
formed by reacting pure alumium foil with 
mixed acids in an aqueous dip process. In ad- 
dition to its very desirable optical properties, 
Alodine can be applied easily to a surface, and 
the surface density can be controlled to within 
± 3 mg/sq ft. 

These have been but a few examples of 
the uses of polymers and other nonmetallic 
materials in aerospace applications. There 
are numerous other uses such as solid-fuel 
binders, electrical wire insulators, gaskets, 
and lubricants. 

EFFECTS OF SPACE ENVIRONMENT ON 
POLYMERS 

During long-term exposure to the space en- 
vironment, polymers can undergo many changes 
in their chemical and resultant mechanical 
properties. The chemical effects of the space 
environment on polymers can be classified into 
three major energy ranges which can act sep- 
arately or in conjunction with each other. Fig- 
ure 68-9 illustrates these three energy 
ranges—the ultravacuum-thermal range, the 
photochemistry range, and the radiation chem- 
istry range. In the past, engineers have de- 
signed around the undesirable effects produced 
by each of these energy ranges. In the near 
and long-term future, this luxury will no longer 
be permitted. Each design must be optimum, 
and to do this effectively, a better understanding 

of the properties of materials and their inter- 
action with the space environment must be 
reached. The recent state of knowledge with 
regard to the specific qualities and quantities 
of the high- and low-energy ranges in space is 
discussed in paper no. 67. The curve in figure 
68-10 represents the solar spectrum at one 
astronomical unit from the sun. The general 
mechanism of the interaction of radiation with 
matter will now be considered. 

Figure 68-11 represents the spectrum of 
energies from infrared to high-energy particles; 
the energy ranges included in thermal chemis- 
try, photochemistry, and radiation chemistry 
are indicated. 

In the infrared region, the energies are as- 
sociated with vibrational, rotational, and trans- 
lational motions of molecules, with no 
alteration of primary chemical bonds—simply 
an increase in temperature.   On the other hand, 
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FIGURE  68-10.—Solar spectral irradiance  at  Earth's 
mean distance from the Sun. 
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FIGURE 68-11.—Energy spectrum. 

in the visible and ultraviolet region, there is 
considerable making and breaking of bonds, for 
here the energies involved are of the same order 
as the energies holding the molecules together. 
As a consequence, if small amounts of energy 
are absorbed from this region, they produce 
significant changes primarily at the surface of 
the material as this radiation is not very 
penetrating. 

Beyond the ultraviolet range the high-energy 
ionizing radiation may be corpuscular or 
electromagnetic in form. These energies are 
generally much higher than molecular bonding 
energies and are not limited to surface effects 
but can penetrate to various depths of the 
structural material depending on the mass and 
energy of the radiation. 

Ultravacuum-Thermal  Region 

In the ultravacuum-thermal region, molec- 
ular distillation or outgassing is the main effect 
observed. The gases evolved may come from 
absorbed molecules or dissociation products 
produced by higher energies. Jaffee and Rit- 
tenhouse (ref. 10) have reviewed the research 
in this area. A controversy has been develop- 
ing in the literature for some time with regard 
to the effects of the ultravacuum-thermal region 
on polymers. Most of the past data were ob- 
tained over relatively short time periods—on 
the order of days. There is some evidence by 
Osborne and Goodman (ref. 1) that the experi- 
ment should be continued for very long time 
periods—for   weeks   and   months.     This   is 
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FIGURE 68-12.—Effects of vacuum on weight loss of 
flexible fabric. 
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illustrated in figure 68-12 which is a plot of 
percent weight loss as a function of exposure 
time for several different materials. Kote that 
the Dacron-Neoprene case requires almost 2 
weeks to level off. For the most part, the effects 
in this low-energy range are of concern primar- 
ily from the standpoint of contamination of 
man and instruments by volatile components. 

Visible-Ultraviolet Effects 

The effects of the intermediate energies, the 
visible and ultraviolet radiation, while not 
highly penetrating, are of particular concern 
with regard to surface coatings. As mentioned 
previously, most satellites have some type of 
thermal control coating on their exterior sur- 
faces. For those satellites which generate heat 
internally from onboard equipment, it is neces- 
sary to have very stable, thermally white sur- 
faces. Here on earth the yellowing of white 
paints with age is a very familiar phenomenon. 
In space, this effect is accelerated because there 
is no atmosphere to filter out the ultraviolet 
radiation below 3,000 Ä. One very stable sur- 
face which was discussed previously is the 
Alodine coating. 

Figure 68-13 shows the effect of ultraviolet 
radiation on this Alodine surface. There is an 
initial small rise in its as/e ratio and then a 
surprising decrease in this property. This is 
the reverse of the normal behavior of most 
thermal control surfaces and means that the 
equilibrium temperature should decrease some- 
what rather than increase with age. Within 
limits this is desirable. 
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FIGURE   68-13.—Effect   of   ultraviolet   on   Alodlne 
401-41. 

The as/e ratio is a rather gross property, and 
to attempt to understand the mechanism of 
thermal control surfaces, such as A Iodine, a 
more careful examination of basic optical prop- 
erties must be made. This coating is essentially 
transparent to solar radiation and, as a result, 
the shiny opaque substrate of aluminum foil 
acts to reflect most of this energy away from 
the spacecraft. However, in the infrared region 
where the surface radiates away the small 
amount of energy which is not reflected, the 
Alodine coating is not transparent to the ra- 
diation. This is illustrated in figure 68-14 
which shows the percent emittance as a func- 
tion of wavelength. Note the very low emit- 
tance for the uncoated aluminum foil. While 
there are two major peaks at about 3/* and 9.5/x, 
respectively, they are not of equal importance. 
The ideal curve for a 350° K blackbody has its 
peak at about 9^ and about one-third of the 
energy is in the 8ju to 12/i region, whereas only 
a few percent of the total energy of a 350° K 
blackbody falls around 3/*. Hence, small 
changes in the 9/x, region are much more signif- 
icant than in the S/x. region. The large peak 
at 9.5/* for the Alodine 401 is probably due to 
the  molecular   vibrations   of  the   phosphate 
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FIGURE 68-14.—Effect of ultraviolet on emittance of 
Alodine 401-41. 

group. Note that after over 500 hours exposure 
to ultraviolet radiation there is little change in 
this property. The ultraviolet effects on struc- 
tural polymers can be largely eliminated by 
such techniques as using an external opaque 
surface, for example, the vapor-deposited 
aluminum coating of Echo I. 

Effects of Ionizing Radiation on Polymers 

In contrast to photochemical effects, the ef- 
fects of high-energy ionizing radiations found 
in space cannot be so easily shielded. These 
are the effects of the high-energy electrons and 
protons whose energies and fluxes were dis- 
cussed in paper no. 67. The radiation chemistry 
of polymers became an area of intense activity 
shortly after World War II, and in recent years 
several review and reference texts have been 
published in this field (see refs. 11 to 14). The 
Badiation Effects Information Center at Bat- 
telle Memorial Institute maintains abstracts of 
current information in this field. Most of the 
past work in radiation effects on polymers has 
been oriented toward their use here on earth 
in and near nuclear reactors. As a consequence, 
many of these studies have been conducted in 
air and many polymers have been classified as 
sensitive to radiation. Several principles have 
been developed during the last decade which 
indicate some general trends in the effects of 
radiation on polymers. Some of these are 
shown in figure 68-15. 

In general, addition polymers which have a 
1,1 disubstituted repeating unit 

/     A 
(-CHj-\) 

have been shown to degrade under the influence 
of ionizing radiation. Those addition polymers 
which have only a single substitution 

/CHj-CH      \ 

( Xx) 
on alternate carbons generally cross-link under 
irradiation. It is also recognized that poly- 
mers with benzene rings such as polystyrene 
and Mylar are resistant to radiation effects 
because the unsaturated ring acts as an energy 
sink and absorbs energy without degrading the 
polymer.   While these are general rules, they 
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FIGUEB 68-15.—Radiation effects on polymers. 

do not cover a large number of other polymers 
such as the polycarbonates, polyacetals, and 
epoxies. It has been necessary therefore to 
treat these others as separate cases and to deter- 
mine their behavior directly. One must exer- 
cise extreme caution so as not to misapply the 
wealth of background in radiation effects on 
polymers in air to their reactions in space. 
This is also true even for reported work in 
vacuo inasmuch as the degree of vacuum can 
play an important role. Vacuum work should 
be carried out at a continuous pressure of lO-5 

or 10"6 torr as a maximum in order to reduce 
the concentration of oxygen and other reactive 
gases. Figures 68-16 and 68-17 illustrate the 
drastic difference between irradiation in air and 
in vacuo for some polyfluorocarbons (see ref. 
15). 
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FIGURE 68-16.—Effect of y irradiation on the elonga- 
tion of fluorocarbon plastics. 

NEW MATERIALS RESEARCH 

High-temperature environments represent 
another problem area which calls for increased 
research  effort.    Some of the details of one 
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FIGURE 68-17.—Effect of y irradiation on the tensile 
strength of fluorocarbon plastics. 

high-temperature problem area, namely, reen- 
try, are discussed in paper no. 69. There are 
many cases which require materials with high- 
temperature stability. In synthesizing poly- 
meric materials, it is often possible to design 
specific properties into the molecular struc- 
ture. This is readily apparent by recalling the 
dozens of new polymers with a wide range of 
properties, which reach production each year. 
One property design, thermal stability, is the 
goal of extensive polymer research which is 
now in progress in various university and gov- 
ernment laboratories. This work is oriented 
toward tailor-making high temperature poly- 
mers. This research no longer deals with 
classical organic molecules as building blocks 
but reaches out to include inorganic materials. 
This work is still in the very early stages of 
development. The materials can be classed as 
inorganic polymers and compound organic- 
inorganic polymers. 

Probably one of the most notable inorganic 
polymers is the whole family of high-tempera- 
ture silicone resins which have an Si-O-Si-0 
backbone in the main chain, though they do con- 
tain carbon in side groups. Most of the fa- 
miliar organic polymers have relatively simple 
repeating units making up the molecular 
chain. This is the case with a few inorganic 
polymers but, in general, the repeating units 
are somewhat more complex. One example of 
a simple inorganic polymer is the phosphoni- 
trilic linear polymer made up of P, N, and Cl. 
Its structure is shown in figure 68-18 and is 
somewhat reminiscent of the polyisobutylene 

458 



NONMBTALLIC   MATERIALS   FOR   SPACECRAFT 

+   HIGH TEMP! 
<U       U       Cl PROPERTIES (300° C) 

r-s    I    .,   I    ...   L    », +   ELASTOMER «-P=N-P=N-P=N- 
' ' ' — CHEMICAL STABILITY 

W        01        Cl (HYDROLYSIS! 

PHOSPHONITRILIC LINEAR POLYMER 

CH3 CH3 CH3 

I I I 
o — C *~ CH9 — C"~ CH3-C-CH 

i 
CH? 

1 
CH„ CH3 

— HIGH TEMP. PROPERTIES 

+   ELASTOMER 

++ CHEMICAL STABILITY 

POLYISOBUTYLENE (BUTYL RUBBER) 

FIGURE 68-18.—Organic vs. inorganic elastomers. 

structure of butyl rubber. The P, N", Cl poly- 
mer has been made in the form of oils, waxes, 
elastomers, and infusible solids. The elastomer 
has been of special interest as a thermally stable 
rubber at temperatures on the order of 300° C 
Molecular weights from 20,000 to 80,000 have 
been reported. However, physical and ther- 
mal stability are only a part of the picture, 
chemical stability is also an important factor. 
The polymer cannot be used here on earth be- 
cause of its susceptibility to hydrolysis, al- 
though in spacecraft applications, where likeli- 
hood of hydrolysis is greatly reduced, it may 
find some specialized use. 

Another example of some work on high-tem- 
perature polymers is that of C. S. Marvel at the 
University of Arizona who has prepared a num- 
ber of complex chelate polymers, one of which 
is shown in figure 68-19. These are stable from 
300° C to 500° C in air and have been made 
with molecular weights of over 10,000. Many 
serious problems still exist before this family 
of polymers will find application. One of the 
most severe problems is difficulty of processing 

H=N N=CH 
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FIGURE 68-19.—Metal-organic polymer. 

or fabrication. Often these materials are like 
a fine glass powder when formed in the reactor 
and cannot be processed. At present this is 
one of the unresolved, though not necessarily 
insurmountable, problems. 

CONCLUDING REMARKS 

Nbnmetallic materials, particularly poly- 
mers, have many unusual and desirable prop- 
erties for use in spacecraft applications, but 
their sensitivities to ultraviolet and high-en- 
ergy ionizing radiation of space have created 
problems—some as yet unsolved. The interac- 
tion of the space environment with these mate- 
rials used in composite form and for thermal 
control surfaces has been discussed with rela- 
tion to the present state of knowledge. The 
need for new nonmetallic materials with prop- 
erties such as those of inorganic polymers has 
been discussed. In view of these desirable 
properties, it has been predicted (ref. 16) that 
by 1970, one-half of the structural weight of 
all aerospace vehicles will be fabricated of some 
form of polymers. 
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69. Ablation Materials for Atmospheric Entry 
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DE. LEONARD EOBEETS, Head, Mathematical Physics Branch, Theoretical Me- 
chanics Division, NASA Langley Research Center, received his Bachelor of 
Science and Doctorate degrees in the fields of aerodynamics, fluid mechanics, 
and applied mathematics from the University of Manchester, England, in 
1952 and 1955, respectively. From 1955 to 1957 he performed post-doctorate 
research at the Massachusetts Institute of Technology on problems of heat 
transfer and mass ablation from bodies in extremely high temperature flows. 

Dr. Roberts joined the Langley staff in June 1957, and has become one of the 
leading experts in this country in the complex area of analysis of reentry heat 
shielding by mass ablation. His report prepared while at Massachusetts In- 
stitute of Technology on a study of aerodynamic melting is considered a pi- 
oneer effort in this subject. In the field of aerodynamic cooling by means of 
boundary-lay er injection and material ablation, Dr. Roberts has published 
many original papers and has served as a consultant to industry and govern- 
ment agencies. He presented a paper "Radiation and Ablation Cooling for 
Manned Reentry Vehicles" in Zurich, Switzerland, in September I960, before 
the Second International Congress of the Institute of the Aerospace Sciences. 
His most recent efforts concern the problem of rochet-exhaust—dust-layer in- 
teraction during a lunar landing and he presented a paper entitled "Exhaust 
Jet-Dust Layer Interaction During a Lunar Landing'1'' at the Thirteenth Con- 
gress of International Astronautical Federation at Varna, Bulgaria, in 
September 1962. He has served on several technical committees at Langley 
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SUMMARY 

Some of the more important concepts Of thermal 
protection by ablation are described and the extent of 
our progress in ablation materials research is dis- 
cussed. 

A short summary of the thermal environment is 
given, followed by a discussion of the several ablation 
processes with particular emphasis on charring abla- 
tion. The problem of environment simulation is then 
discussed and examples of typical facilities presented. 
Finally, some of the materials that have been success- 
fully flight tested are reviewed. 

INTRODUCTION 

When a vehicle enters the earth's atmosphere, 
it has a large amount of kinetic energy which 

must be disposed in a controlled manner if the 
vehicle is to survive. A large fraction of this 
energy is transferred to the atmosphere (as ki- 
netic and heat energy); nevertheless, the re- 
mainder, which appears as the aerodynamic 
heat input to the vehicle, is of such magnitude 
that its disposal constitutes a major problem. 

The limited capability of metals to absorb or 
to radiate this heat has led to the use of abla- 
tion materials—materials which continue to 
perform in a satisfactory way under conditions 
of extreme heating. In the 7 years since the 
use of ablation materials was first given serious 
consideration as a means of protecting vehicles 
entering the atmosphere, a large research and 
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development effort has been applied to the prob- 
lem of producing, testing, and proving these 
materials for use in flight. 

This paper will describe some of the more 
important concepts of thermal protection by- 
ablation and at the same time relate the extent 
of progress in ablation materials research. 

THE THERMAL ENVIRONMENT 

The motion and heating of vehicles entering 
the earth's atmosphere has been the subject of 
continued study for many years and a large 
amount of information on the flight environ- 
ment is available. (See, for example, refs. 1 to 
5.) The magnitude of the heating problem for 
vehicles entering the atmosphere is illustrated 
in figure 69-1. 

During entry, the vehicle experiences a heat- 
ing rate which increases (as the atmospheric 
density increases) to a maximum value and then 
decreases as the vehicle is slowed down by at- 
mospheric drag. This maximum value is 
plotted as the abscissa (fig. 69-1) from 10 to 
104 Btu/sq ft/sec. The total heat flux experi- 
enced by the vehicle during the entry is plotted 
as the ordinate from 103 to 106 Btu/sq ft. The 
hatched line indicates the limits to which metal- 
lic heat shields can operate: a molybdenum 
shield can radiate about 40 Btu/sq ft/sec and 
a copper heat shield, such as that used on the 
early ballistic missiles, becomes so heavy that it 
is unfeasible for heat inputs greater than 10,000 
Btu/sq ft. The broad arrow shows the thermal 
region in which the present and future entry 
vehicles will operate—the upper half of the ar- 
row corresponds to manned vehicles, the lower 

half, to unmanned vehicles which experience a 
shorter duration of heating. The direction of 
the arrow is that of increasing entry velocity. 
It is clear from figure 69-1 that ablation ma- 
terials play an extremely important role in the 
protection of vehicles returning from space. 

ABLATION CONCEPTS 

The success of the ablation shield results 
first from the fact that it is not heating-rate 
limited, and second from its ability to dispose 
of a large amount of heat for a small amount 
of material loss. In general, the material may 
undergo sublimation or depolymerization (as is 
the case with most thermoplastic materials) 
or melting and vaporization (quartz is a good 
example of this). Analytical and experimental 
studies of these forms of ablation are to be 
found in references 6 to 10. Alternatively, 
pyrolysis may take place as with thermosetting 
plastics such as the phenolic resins. (See, for 
example, refs. 11 to 18.) Examples of the 
process of heat disposal by some of these ma- 
terials are shown in figure 69-2. 

A ceramic ablation shield is illustrated on the 
left of this figure. Aerodynamic heating of the 
virgin material causes it to flow as a liquid near 
the surface and part of this liquid layer is 
subsequently vaporized and is transported 
away by the airstream over the vehicle surface. 
The quartz ablation shield, presently used on 
the ICBM nose cone (ref. 19), behaves in this 
way. During ablation, heat is dissipated as 
latent heat in the phase change and is also trans- 
ported away from the surface by convection in 
the liquid and gas layers. 

I06 

TOTAL     io5 

HEAT 

INPUT, 

BTU/FT2 IO4 

10* 

METALLIC RADIATION 

^MOLYBDENUM 

_ \ r- MANNED FLIGHT 

10 

■ ^^   _ — UNMANNED PROBES 

METALLIC HEAT SINK 

 COPPER 

10« IO3 10" 
MAX.HEATING RATE, BTU/FT2-SEC 

FIGURE 69-1.—Entry-vehicle heating environment. 
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On the right of figure 69-2 is illustrated a 
charring ablation shield. In this case the shield 
may comprise a resinous material reinforced 
with glass or nylon. Pyrolysis of the virgin 
material produces a carbonaceous char which 
can sustain high surface temperatures. Heat 
energy is disposed by radiation from the sur- 
face, by convective transport, and by pyrolysis 
within the material. 

The capability of the ablation material to 
dispose of heat cannot be defined without refer- 
ence to the conditions of heating. The enthalpy 
of the airstream and the type of heating 
encountered (whether convective or radiative 
heating) may play an important part in the 
response of the material. Radiative heating 
(refs. 20 to 22) becomes important when the 
air passing over the vehicle is sufficiently hot 
to radiate heat energy. 

The effects of these environmental condi- 
tions are illustrated in figure 69-3. On the left 
is shown the variation, with the stream 
enthalpy, of a heat-disposal parameter H meas- 
ured in Btu/lb for two materials, quartz and 
Teflon, under conditions of negligible radiation. 
It is seen that the relation is approximately 
linear. For example, the intercept on the Teflon 
curve at H= 1,000 Btu/lb represents the latent 
heat of depolymerization of the material. The 
subsequent increase in H above this value with 
increase in stream enthalpy represents the addi- 
tional heat absorbed by the gaseous products as 
they are transported away from the surface. It 
is evident that the material behaves very effi- 
ciently when the stream enthalpy is large, or 
equivalently, when the vehicle is traveling at 
high speed (since the stream enthalpy is an 
indication of the vehicle kinetic energy). 

The right-hand side of figure 69-3 shows the 
additional effect of radiation. The broken line 
is the basic curve for no radiation, the upper 
line shows the enhanced performance when 
radiative cooling occurs, and the lower line 
shows the poorer response of the material to 
radiative heating. The hatched areas indicate 
the experimental results on each of these 
curves. 

From figure 69-3 one would conclude that the 
high-temperature materials which allow the 
benefits of radiation cooling are superior.   This 

(a) NEGLIGIBLE   RADIATION 

6r 

H, 
BTU/LB 

XIO3 

QUARTZ- 

(b) APPRECIABLE   RADIATION 

rRADIATIVE   COOLING 

TEFL0N ^^^^RADIATIVE  HEATING 

0 5       lOxlO3     0 5       IOXI03 

STREAM ENTHALPY, BTU/LB 

FIGURE 69-3.—Effects of environmental conditions on 
heat-disposal capability. 

is not always the case, however, since the high- 
temperature materials also encourage conduc- 
tion of heat to the cool structure and therefore 
introduce a severe insulation problem. This 
problem is especially important for manned 
vehicles since they tend to endure longer periods 
of heating. Therefore, the characteristic con- 
duction time for the material must be con- 
sidered since this time provides an indication of 
the insulative quality of the material. 

The surface temperature of the material and 
the characteristic heat conduction time are the 
two quantities which determine its insulative 
capability; these two quantities are plotted 
along the ordinate and the abscissa, respective- 
ly, of figure 69-4. For the purposes of this 
paper, the characteristic conduction time is the 
time required for the temperature at the back 
surface of a slab, 5 lb/sq ft in thickness, to in- 
crease by 300° F when the front surface is 
raised to the indicated temperature. The char- 
acteristic conduction times for various types of 
material are presented in this figure. 

The first noticeable result is that the high- 
temperature materials have low characteristic 
conduction times. Graphite, for example, is 
capable of sustaining very high temperatures 
and can dispose of large amounts of heat under 
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severe heating conditions. Its characteristic 
conduction time, however, is extremely low; 
thus, it cannot be used when it is necessary for 
the vehicle to remain cool for a long period of 
time, although it may be used at isolated loca- 
tions far removed from the cool structure. 

The low-temperature subliming materials, on 
the other hand, have a much longer character- 
istic conduction time and thus reduce the prob- 
lem of insulation. However, they cannot radi- 
ate appreciably and may suffer a large amount 
of ablation over long heating periods. Cer- 
amics, as a class, tend to fall between these two 
extremes. 

Evidently, the ideal material is capable of 
radiating at high surface temperatures and at 
the same time has a long characteristic conduc- 
tion time so that heat penetrates through the 
material very slowly. The ideal material has 
not yet been found, of course, but some progress 
in this direction has been made in recent years 
in the development of composite charring ma- 
terials. These materials, in the virgin state, 
have good insulative properties but during ab- 
lation produce a carbonaceous char which at- 
tains a high surface temperature and therefore 
radiates an appreciable amount of heat. 

CHARRING ABLATION 

A typical composite ablation material consists 
of a phenolic or an epoxy resin reinforced with 
fiberglass or asbestos in the form of random or 
oriented fibers or in the form of a cloth. The 
ablation shield used on the Mercury spacecraft, 
for example, was a combination phenolic-fiber- 
glass material.   Figure 69-5 illustrates the sev- 
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FIGURE 69-5.—Composite charring ablation phenomena. 

eral phenomena that take place simultaneously 
during the ablation of such a material. The 
material is shown in several layers; at the lower 
part of the figure is the virgin material which 
is attached to the structure. Above the virgin 
material is a pyrolysis zone in which the phe- 
nolic resin starts to pyrolyze and form a char 
which accumulates to form a thick layer sup- 
ported by the reinforcing material. The ex- 
posed surface of this reinforced char under- 
goes melting and oxidation and these two ef- 
fects, together with aerodynamic shear and 
pressure forces, limit the growth of the char 
layer. Within the char, conduction of heat in- 
wards to the pyrolysis zone is partly canceled 
by the transpiration of gases outward to the 
surface, and the subsequent introduction of 
these gases into the external flow provides fur- 
ther cooling. Since the char has a high carbon 
content, it sustains high surface temperatures 
and radiates an appreciable amount of heat. 
However, since pyrolysis takes place at a rela- 
tively low temperature, little conduction of heat 
takes place within the virgin material. This 
type of ablation has been investigated both ex- 
perimentally and theoretically and appears to 
promise the solution to the heating problem 
encountered by manned entry vehicles. (See 
refs. 23 and 24.) 

The evaluation of charring materials is made 
particularly difficult by the fact that several 
effects take place simultaneously, and a thor- 
ough understanding of the effects of extreme 
heating requires both experimental and theo- 
retical research on the ablation mechanism. 
There are three major areas of research that 
require attention. 

First, more complete information is needed 
on the chemistry that describes char formation. 
It is known experimentally that hydrogen and 
oxygen atoms are stripped from the phenolic 
structure at high temperatures, but there is still 
room for a more complete quantitative descrip- 
tion of the reactions that take place throughout 
the char and of the way in which the internal 
transport of heat and chemical species affect 
these reactions. Second, information on char- 
layer properties is required, especially at high 
temperatures. Such properties as the surface 
emissivity, the thermal conductivity, porosity, 
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and resistance to shear and pressure forces are 
all important in determining its response to the 
environment of atmospheric entry. Last, infor- 
mation on the interaction of the products of 
ablation with the aerodynamic flow over the sur- 
face of the vehicle is needed. Chemical re- 
actions at the surface and in the gas boundary 
layer may change the chemical and physical 
character of the flow to such an extent that ap- 
preciable changes in the heating rate may re- 
sult, and these changes will then feed back and 
modify the response of the material. 

Although these problems do not involve new 
concepts, they are nevertheless complex and are 
of such a nature that the researcher requires a 
background in two or three disciplines. 

SIMULATION OF THE HEATING ENVIRONMENT 

Since the behavior of ablation materials de- 
pends so much on the environmental inputs, the 
heating rate, stream enthalpy, shear stress, and 
so forth, it is not always easy to extrapolate 
from laboratory experiments up to flight con- 
ditions, and it is rarely possible to simulate the 
several environmental effects which control the 
ablation process. Accordingly, in the planning 
of experimental tests, the primary inputs must 
be determined and provision made for their 
proper simulation while the less important ones 
must be abandoned. The environmental fac- 
tors of most importance in one kind of abla- 
tion, however, are not necessarily important in 
another. 

For materials that sublime or depolymerize, 
the stream enthalpy and the percentage radia- 
tive heating are important. For materials 
which melt at a high temperature, however, the 
total heat input, which determines the rate of 
production of the melt, and the shear stress, 
which governs the rate of removal of the melt, 
are the primary inputs. The stream enthalpy 
continues to be important. When ablation by 
charring takes place, char is produced by heat- 
ing and removed by oxidation and by shear 
and pressure forces; therefore, these quantities 
must be simulated. 

Experimental research on such materials has 
been carried out in a variety of facilities. (See 
refs. 12 and 25 to 30.) These facilities include 
the relatively simple oxyacetylene torch which 
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FIGURE 69-6.—Two types of reentry heating simulator. 

has been used primarily as a means of screen- 
ing materials, the rocket-motor exhaust, elec- 
tric-arc tunnels, and the graphite furnace and 
arc-image furnace which produce a radiation- 
heating environment. 

Figure 69-6 shows two facilities which simu- 
late both the convective and radiative heating 
environment associated with high-speed entry 
into the atmosphere. In the upper half of the 
figure is shown a schematic diagram of the 
combined convective-radiative heating facility 
at the NASA Ames Research Center. (See 
ref. 30.) An arc-type heater supplies the hot 
air which passes through the nozzle and over 
the model to provide convective heating. Radi- 
ative heating is supplied by a carbon-arc lamp 
whose radiation is focused on the face of the 
model by the use of two elliptical mirrors as 
shown. The convective heater produces a heat- 
ing rate up to 600 Btu/sq ft/sec (on a model 
with a nose radius of % inch) and a stream 
enthalpy up to 7,000 Btu/lb. The arc-image 
furnace produces heating rates up to 750 Btu/sq 
ft/sec when operating on a power source of 
300 amperes at 75 volts. 

The lower half of the figure shows a reentry 
heating facility at the Langley Research Cen- 
ter. (See ref. 28.) Again convective heating 
is supplied by an arc-heated airstream, but the 
radiative heating is supplied by a graphite 
radiator. In this facility 3-inch-diameter 
specimens have been subjected simultaneously 
to convective heating rates of 200 Btu/sq ft/sec 
at a stream enthalpy of 3,500 Btu/lb and vary- 
ing radiative heating rates up to 200 Btu/sq 
ft/sec. The experimental results obtained 
from these facilities, together with some ana- 
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lytical work, have provided a better under- 
standing of the ablation of charring materials 
under conditions of extreme heating. 

FLIGHT TESTS 

Despite the large experimental efforts applied 
to the evaluation of ablation materials in 
ground facilities, it is never possible to dupli- 
cate the complete flight environment, and flight 
testing is always necessary before the material 
can be approved for operational use. During 
the last few years, an increasing amount of in- 
formation has been obtained from recovered 
entry vehicles. Figure 69-7 shows some of the 
materials that have been tested and the vehicles 
used. The variables are those used in figure 
69-1, the total heat input per unit area and the 
maximum heating rate per unit area. It is seen 
that the flight tests fall generally within the 
broad arrow that was shown in figure 69-1. 

The Scout vehicle has been used to determine 
the flight performance of Teflon on a short- 
duration suborbital entry. The Mercury space- 
craft has demonstrated the flight worthiness of 
the phenolic-fiberglass charring ablation shield. 
Similarly, the unmanned Discoverer satellite 
entered the atmosphere successfully with a 
phenolic-nylon ablation shield and a melting 
ceramic shield has also proved successful on the 

Titan ICBM nose cone. Future flight plans by 
NASA include Project Fire which will investi- 
gate aerodynamic conditions at speeds up to 
40,000 ft/sec and will probably use a phenolic- 
asbestos charring ablation shield. Much of this 
information will be useful in deciding the type 
of ablation shield to be used on future space- 
craft. 

There is still a large area within the arrow 
that has not yet been covered by flight tests; 
this region corresponds to flights of relatively 
long duration (20 to 40 minutes) and such 
flights cannot be made with a simple ballistic 
vehicle but require a more sophisticated vehicle 
having aerodynamic lift. In view of the im- 
portance of this longer duration heating en- 
vironment to manned atmospheric entry, it is 
likely that this area will receive increased atten- 
tion in future flight tests. 

CONCLUDING  REMARKS 

Considerable advances have been made in the 
technology of ablation in a relatively short 
period of time. This is not to say, however, that 
all the answers have been obtained, and there 
is a large continuing effort in this field. The 
need to produce lightweight versatile ablation 
materials still exists and future research and 
development will be directed toward materials 
that have a high heat-disposal capability and, 
at the same time, good insulative qualities and 
mechanical strength. Further, these materials 
must be easily applied to large surface areas 
if they are to protect vehicles having aerody- 
namic lift capability. 

Clearly, the progress already made has been 
significant and, in view of the operational suc- 
cess of ablation materials on the Mercury space- 
craft and other vehicles, the ablation approach 
appears to be the most satisfactory one for the 
protection of future vehicles returning from 
space. 
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INTRODUCTION 

Critical weight requirements for aerospace 
vehicles make it mandatory that each structural 
component bear its share of the imposed loads 
and operate at stress levels very close to the 
strength limits of the material. Such opera- 
tion requires working with safety factors that 
are considerably smaller than those usually 
used. For example, a safety factor of 1.2 on 
the yield strength is not uncommon in the design 
departments of major space vehicle manufac- 
turers. The use of such low safety factors re- 
quires, first, that the loads on the vehicle be 
precisely known, and, second, that the reaction 
of the material to a given situation of loading 
and environment be known or predictable. For 
the purposes of this discussion, it is assumed 
that the loads and stress distribution have been 
satisfactorily determined. (They can not al- 
ways be determined, though, primarily because 
of unknown dynamic loads.) It remains to 
establish the capability of the given material 
in some component form to carry this load and 
stress distribution in the most efficient manner, 
despite the fact that materials are never perfect 
and will generally contain flaws or defects that 
establish some limit to their use. 

As a result of utilizing materials at stress lev- 
els close to their maximum capability, it becomes 
exceedingly important to arrive at an under- 

standing of their basic behavior when loaded. 
In conducting basic research leading to such an 
understanding, it is recognized that materials in 
their final use state (in the form of poly crystal- 
line conglomerates) contain many imperfec- 
tions. It has been shown, for example, that pure 
single crystal whiskers of sapphire prepared 
very carefully can attain a strength of as much 
as 1,800,000 pounds per square inch. Strengths 
such as this are not obtained in the engineering 
materials available at the present time, however, 
because of the presence of dislocations and de- 
fects within the crystal lattice that permit flow 
and fracture to occur at stress levels far below 
the cohesive strengths of the perfect lattice. 

Materials research is, therefore, proceeding 
along several different lines to cope with this 
immediate problem. Some groups, for example, 
are attempting an explanation of the flow and 
fracture behavior of materials on an atomic 
level that will ultimately lead to a better under- 
standing of the processes involved and possibly 
lead eventually to better engineering design con- 
cepts. Other groups are attempting empirical 
or semiempirical approaches, rather than exact 
theoretical explanations, in an effort to provide 
the designer with some badly needed guidance. 

Research using both of these approaches is be- 
ing carried on at the Lewis Research Center. 
Particular emphasis in the work is being placed 
on the environment that will be encountered in 
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space travel. For example, cryogenic tempera- 
tures down to that of liquid hydrogen will be 
encountered; corrosive media may influence 
fracture propagation; high-velocity meteoroid 
particles may transfer tremendous local ener- 
gies to the material; and the type of stress field 
imposed may change the fracture characteris- 
tics. 

FLOW AND FRACTURE  CHARACTERISTICS AT 
THE ATOMIC LEVEL 

Essential to any mechanistic study of flow 
and fracture in solids is the study of the proper- 
ties, interactions, and motions of crystal imper- 
fections. These are largely responsible for the 
departure of the mechanical properties from 
ideal or theoretical behavior predicted by inter- 
atomic force laws. Plastic deformation or flow 
is always accompanied by dislocation motion, 
which in turn produces point defects such as lat- 
tice vacancies, interstitials, and various agglom- 
erates of these. These point defects along with 
impurities may then markedly affect the motion 
of dislocations and flow behavior. In order to 
study these phenomena, single crystals of so- 
dium chloride and magnesium oxide were care- 
fully prepared and tested to determine their 
strength characteristics (ref. 1). The experi- 
ments show that these materials possess a fair 
degree of inherent ductility at room tempera- 
ture and that the ductility and strength are ex- 
tremely dependent on the mode of specimen 
preparation. Also, many of the findings indi- 
cate that the nature of the surface is a prime 
factor in the flow behavior of the crystals. For 
example, the ductility of crystals of sodium 
chloride has been substantially increased by 
treatments such as surface dissolution with wa- 
ter, coating with a 25-angstrom layer of silver, 
or coating with a thin film of stearic acid. Typ- 
ical results of water treatment are shown in fig- 
ure 70-1. The crystals were approximately the 
same size and were tested in bending. Specimen 
A was tested in the as-cleaved condition and is 
shown for reference purposes. The significant 
point to be noted in this figure is the variation 
in the amount of deflection obtained prior to 
failure as a function of the differences in the 
surface treatment. (The end points of the 
curves signify failures.)    When only the com- 
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AS-CLEAVED 
TENSION  SIDE  WATER POLISHED 
COMPRESSION SIDE WATER POLISHED 
BOTH SIDES WATER POLISHED 

.008 .016   .024 .032 .040 .048 
DEFLECTION, IN. 

.056 .064 .072 

FIGURE 70-1.—Effect of surface treatment on ductility 
of sodium chloride single crystals. 

pression side of the specimen was water pol- 
ished, the ductility was roughly the same as for 
the as-cleaved crystal. When only the tension 
side was treated, however, the ductility was 
more than twice that of the as-cleaved crystal. 
The crystal polished on both sides had an inter- 
mediate ductility value. It is believed that the 
effect of the increased ductility obtained when 
the tension side was water polished is a result of 
the removal of surface flaws and defects. These 
flaws and defects provide the initiation site for 
the crack that ultimately propagates to produce 
the failure. The importance of the flaws and 
defects on the tension side as compared with the 
compression side would normally be expected. 
The differences in the actual load values at 
failure have not been satisfactorily explained. 

SPECIMEN 
A - QUENCHED FROM 750" C 
B - X-IRRADIATED 72 HOURS 

C - ANNEALED  40 HOURS AT 750° C 
D - AS-CLEAVED 

6       8       10      12 
DEFLECTION,   IN. 

16   I8XI0"5 

FIGURE 70-2.—Effect of bulk treatment on ductility of 
sodium chloride single crystals. 
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Figure 70-2 shows the effect of various bulk 
treatments as compared with the as-cleaved con- 
dition. These treatments are quenching from 
750° C, X-irradiation for 72 hours, and anneal- 
ing for 40 hours at 750° C. The point of pri- 
mary interest in this figure is the very low 
ductility of the X-irradiated crystal compared 
with the other conditions, particularly the an- 
nealed condition. The irradiation effectively 
pins the dislocations and prevents them from 
moving as required for plastic flow. This phe- 
nomenon is also apparent in metals and is the 
subject of intense research in the consideration 
of materials for nuclear reactors for space vehi- 
cles. The difference in ductilities between the 
as-cleaved crystal of figure 70-1 and the as- 
cleaved crystal in figure 70-2 is indicative of 
the amount of scatter obtained. Despite this 
scatter, however, the effects of the various treat- 
ments on ductility were shown to be significant 
in repeated tests. 

Aside from the marked changes in ductility, 
it is interesting to note the peculiar S-shape of 
the load-deflection curves. The initial portion 
of the curves, before the inflection point, is an 
anelastic region. In fact, at no point in the 
curves does the value of the slope approach the 
theoretical modulus for this single-crystal ma- 
terial. This behavior, originally thought to be 
unique with ionic crystals, has recently been 
found to occur in single crystalline metals at 
several other laboratories. 

Although considerable progress has been 
made in the understanding of flow and fracture 
phenomena on the atomic level, the present state 
of the science does not permit the prediction of 
the performance of the polycrystalline conglom- 
erates that must be dealt with in space engineer- 
ing problems. For this reason, a number of 
empirical and semiempirical approaches have 
been proposed for predicting the strength of 
structures on the basis of certain parameters 
determined from test specimens of the material 
in question. 

FRACTURE MECHANICS OF  HIGH-STRENGTH 
MATERIALS 

As a polycrystalline material is loaded or 
stressed, distortion of the crystal lattices occurs, 
and the bulk effect is a period during which the 

strain is approximately linearly proportional 
to the stress. As the stress increases, however, 
the dislocations move and produce the effect 
called plastic flow as the atom layers slip past 
each other. The imperfections or dislocations 
accumulate at various points within the crystal 
until they may be considered as voids. "When a 
sufficient number of these voids appear, they 
may interconnect to produce a microscopic flaw 
or crack. After the appearance of these cracks, 
a question remains as to how much higher the 
material can be stressed without propagating 
the cracks to the point where cataclysmic fail- 
ure of the structure occurs. The empirical or 
semiempirical approaches in general assume 
that the material already contains voids of a 
size that can be considered as cracks and would 
be visible to the eye if the specimen were sec- 
tioned and examined. These approaches then 
ignore the steps in the process prior to the for- 
mation of the cracks and attempt to predict the 
growth pattern of the existing cracks as the 
material is loaded. 

One such approach is that proposed by Grif- 
fith in 1920 when he published his paper on the 
brittle fracture of glass (ref. 2). He postulated 
that the crack becomes unstable when, for a 
given increase in crack length, the energy de- 
crease in the surrounding stress field exceeds the 
energy required to create the new crack-surface 
area. The suggestion was made that, for a 
given material, the stress o- and half the crack 
length a should be related as follows: 

K=<TJ ira 

As the stress is increased, the constant K ap- 
proaches a limiting value Kc for the given ma- 
terial, and the crack immediately changes from 
a slow growth rate to a speed near the velocity 
of sound in the material. The Kc parameter, 
therefore, is a measure of the fracture toughness 
of the material, and by its use the critical crack 
length can be calculated for a given stress. This 
relatively simple approach appeared to satisfy 
the requirements to a large degree for the com- 
pletely brittle materials such as glass, but did 
not work well when applied to the modern high- 
strength alloys. Many of these alloys fail in a 
brittle fashion, particularly at cryogenic tem- 
peratures, and it had been hoped that the same 
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concept could be used. Actually, considerable 
plastic flow is involved at the tip of the crack, 
and this suggests that the crack surface energy 
should be augmented by the work of plastic de- 
formation in the volume of material adjacent to 
the crack tip (ref. 3). Definition and measure- 
ment of this plastic work are very difficult, how- 
ever. The size of the plastic zone, and, there- 
fore, the inelastic energy it absorbs, changes 
with crack length and with specimen dimen- 
sions generally, as well as with the material. 
Measurement of the rate of energy absorption 
with crack growth thus requires the measure- 
ment of a variable quantity that is not a charac- 
teristic constant of material toughness. 

In considerations of the stress field surround- 
ing the crack tip, it was suggested that the 
plastic zone appears to the stress field as a re- 
gion of somewhat relieved normal stress and is 
roughly comparable with an extra extension of 
the existing crack. This approach resulted in 
the following equation: 

Kr- V*(0+JS|) 
where the term K2

cl2^a-\s is the required addi- 
tion to the crack length to account for the 
plastic zone. The factor <rys is the yield strength 
of the material. This equation applies only 
to cases in which the ratio of crack length to 
specimen width is very small. For finite-width 
specimens, the equations are somewhat more 
complex, and a treatment of this problem is 
given in reference 4. 

Research in the field of fracture mechanics is 
being carried out at the Lewis Research Center, 
with both uniaxial tensile specimens and bi- 
axially stressed cylinders, as shown in figure 
70-3. Cracks are simulated by machining cen- 
tral notches in the specimens with notch root 
radii as low as 0.0002 inch and determining the 
fracture toughness parameter K0. The central 
notches are placed in the specimens by hand 
broaching the edges of a 0.080-inch drilled hole 
on a diameter of that hole perpendicular to the 
maximum principal stress. A photograph of 
these specimens is shown in figure 70-4. The 
test temperatures are those of primary interest 
in the space program because they occur in ve- 
hicle propellant tanks and life support struc- 
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FIGURE 70-3.—Notch configuration and orientation in 

uniaxial and biaxial stress specimens. 

tures. These temperatures range from 400° F 
for solid-propellant tanks to —423° F for cryo- 
genic-propellant tanks. Considerable emphasis 
on the use of liquid hydrogen as a propellant in 
both chemical and nuclear propulsion engines 
centers much attention on the material proper- 
ties at —423° F. The minimum weight require- 
ments also involve the use of the highest pos- 
sible strength-to-weight-ratio materials, and, in 
general, at —423° F the strength of notched 
specimens of these materials is below the yield 
point. Vehicle designs can not be made, there- 
fore, on the basis of yield strength, because it 
must be assumed that at least one flaw or crack 
is probably present that escaped detection dur- 
ing the inspection process. This one flaw could 
prove disastrous if the fracture toughness of the 
material is not commensurate with the working 
stresses. 

Attempts to use the uniaxial fracture tough- 
ness parameter Kc in the prediction of the frac- 
ture in the biaxial stress state of pressurized 
tanks have shown some signs of success, as is 
illustrated in figure 70-5. In this figure, the 
hoop burst stress for the cylinders is plotted 
as a function of the root radius of the notches 
machined in the cylinders. The material used 
was 2014-T6 aluminum, and the tests were con- 
ducted at two temperature levels, room temper- 
ature and —423° F. The notch radii were 
varied from 0.005 to 0.0002 inch.   Tests re- 
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(b) CS-25380 

(a) Fractured uniaxial 
test specimen. 

(b) Biaxial test specimen before 
burst. 

(c)  Biaxial test specimen after 
burst. 

FIGURE 70-4.—Typical uniaxial and biaxial test specimens. 

ported in reference 5 indicate that the 0.0002- 
inch-radius notch represents quite closely the 
performance of specimens having an actual 
crack. The data for less sharp notches were 
obtained to determine their effect on the cyl- 
inder strengths. The solid lines represent the 
predicted strength of the cylinders based on Kc 

values determined from tensile specimens 
having the same type of notches. In addition, 
it was necessary to make a correction to the size 
of the plastic zone at the tip of the crack in the 
cylinders in order to get the good agreement 
shown in figure 70-5. At -423° F it was 
necessary to reduce the plastic zone size 
correction to a value of 46 percent of that 
required for uniaxial tensile specimens. At 
room temperature, the required reduction was 
68 percent. 

Figure 70-5 also shows the computed hoop 

stress where yielding would occur in the cyl- 
inders based on the equivalent stress being equal 
to the uniaxial yield stress. For a notch root 
radius of 0.0002 inch, the failure stress of the 
cylinders was approximately 80 percent of the 
computed yield strength for both room temper- 
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FIGURE 70-5.—Correlation of burst strength of notched 
2014^T6 cylinders with modified Grifflth-Irwin 
theory. 
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AFTER  IMPACT 

BEFORE  IMPACT 

FIGURE 70-6.—Effect of high-speed particle impact on 
2014-T6 aluminum tank filled with water. 

ature and liquid-hydrogen temperature, which 
illustrates the danger of basing the design on 
yield strength for the case where there can be 
a small defect and the material shows a notch 
sensitivity. 

FLOW  AND   FRACTURE  ASSOCIATED  WITH 
HYPERVELOCITY  IMPACT 

Another interesting facet of the problem of 
flow and fracture of the high-strength materials 
used for propellant tanks lies in the area of 
hypervelocity impact. This problem is, of 
course, associated with the impact of meteoroids 
with space vehicles. These particles can be 
traveling at velocities from about 36,000 to 200,- 
000 feet per second relative to the spacecraft. 
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FIGURE 70-7.—Pressure generated in water-filled tank 
by high-speed particle impact. 

If there is no liquid in contact with the wall 
that is impacted, the worst that will result is 
probably a clean hole that has some possibility 
of being patched or self-sealed in some fashion. 
If a liquid is in contact with the impacted tank 
wall, shock waves will be created in the liquid 
and will produce very high pressure forces. 
Figure 70-6 shows the results of firing a small 
aluminum pellet at about 7000 feet per second 
into a pressurized tank containing water. Sim- 
ilar experiments in which only a pressurized 
gas was contained in the tank resulted in a sim- 
ple hole without the catastrophic damage 
illustrated. 

An example of the pressures generated in the 
contained liquid at impact is illustrated in fig- 
ure 70-7. These pressures were measured by 
means of high-speed photographs of shock 
waves traveling in water away from the point 
of impact. It can be seen that pressures well in 
excess of 100,000 pounds per square inch can be 
generated. These pressures are localized and 
result in a local initial failure, but the stored 
energy from pressurization within the tank can 
result in complete tank failure. Such a failure 
would immediately terminate the mission of a 
space vehicle and must be avoided at all costs. 

The pressure pulse causing the failure is of 
short duration, as illustrated in the inset of 
figure 70-7. The pressure rapidly decays a few 
inches away from the point of impact. In order 
to be sure that the failure was occurring as a 
result of this initial high-pressure pulse, and 
not from a reflected shock wave, high-speed 
photographs were taken of the failure. A pic- 
ture sequence of the failure is shown in figure 
70-8. It can be noted that the first crack radi- 
ating from the point of impact was visible only 
28 microseconds after impact. During the first 
28 microseconds the shock wave in the water 
had a chance to travel less than 2 inches from 
the point of impact, and the shock wave in the 
metal only 5y2 inches. It is thus clearly illus- 
trated that the initial failure mechanism was 
local in nature. 

The results shown were for tanks containing 
water. From analytical studies, the compress- 
ibility of the liquid is believed to have a sig- 
nificant effect on the impacting energy required 
to cause catastrophic failure.   In addition, the 

474 



FlOW     AND     FRACTURE     PROBLEMS     IN     AEROSPACE     VEHICLES 
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(a) Before impact. (e) At 28 microseconds. (e) At 83 microseconds. 
(b) Impact. (d) At 50 microseconds. (f) At 210 microseconds. 

FIGURE  70-8.—Crack propagation as a result of high-speed particle impact on water-filled tank.    Impacting 
particle, %2-inch-diameter aluminum sphere; particle velocity, 5780 feet per second. 

temperature of the fluid will be important be- 
cause of its effect on the material properties of 
the tank wall. Cryogenic propellants will make 
the walls more susceptible to brittle fracture. 
Liquid oxygen, because of lower compressibil- 
ity, may present more of a problem than liquid 
hydrogen. Future research programs will con- 
centrate on studying the failure mechanism 
with these liquids. 

As a matter of general interest, some pre- 
liminary results have also been obtained on re- 
actions that occur when high-speed impacts 
occur on tanks containing liquid oxygen. For 
tanks made of aluminum or stainless steel con- 
taining liquid oxygen, impacts at velocities up 
to about 7500 feet per second resulted in rup- 
ture of the tanks, but there was no burning of 
the tank material due to the presence of liquid 
oxygen. When the tank wall was made of ti- 
tanium alloy (5 percent aluminum, 2% percent 
tin), a.very violent reaction occurred. After 
impact, a series of detonations occurred, and 

the subsequent burning consumed the titanium 
wall. A photograph of the impact in figure 
70-9, taken from a single frame of a 16-milli- 
meter movie, shows one of the detonations that 
occurred. It is obvious, therefore, that, even 
though titanium may have weight advantages 
for use in lightweight propellant tanks, there 
is a question as to whether to use it in oxidant 
tanks because of its high reactivity. 

SUMMARY 

The problem of flow and fracture in high- 
strength space vehicle materials has been shown 
to be very complex. It was indicated in partic- 
ular how the problem can be influenced by en- 
vironmental factors such as cryogenic tempera- 
tures and extremely high impact velocities of 
meteoroids. Investigations range from the 
atomic to the macroscopic level. It is hoped 
that eventually, wThen sufficient knowledge has 
been acquired, it will be possible to merge 
the seemingly divergent approaches now be- 
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FIGURE 70-9.—Effect of impact of high-speed particle on titanium tank containing liquid oxygen. 

ing used into one basic concept that will enable 
the designer of a vehicle to arrive at a satisfac- 
tory design with an exceedingly high degree of 

reliability. It is obvious that much additional 
research is, therefore, required to attain this 
goal. 
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The need for high-strength materials in air- 
craft and space applications stems from two 
necessities. First is that of weight savings; a 
high-strength material is able to sustain a given 
stress with a minimal cross section. Second is 
the need to combat the loss of strength that gen- 
erally accompanies increased temperatures; 
many applications, particularly in powerplants, 
require stressed members to operate at high tem- 
peratures—thus the need for retention of 
strength to high use temperatures. 

Some of the research that is in progress at 
the Lewis Research Center and that is devoted 
to improved strength characteristics of ma- 
terials is reviewed herein. The review is made 
according to temperature ranges and covers 
many areas of vastly different materials and 
applications. The common thread in all these 
programs is improved strength. 

When it is considered that the cost to orbit 
1 pound of material about the Earth is in ex- 
cess of $1,000, the savings attendant to weight 
reductions by the use of high-strength materials 
is evident. 

Figure 71-1 (ref. 1) compares a number of 
materials on a basis of strength-to-density ratio. 
The more conventional materials such as steels, 
titanium alloys, and aluminum alloys offer 
ratios of the order of 1 to 2 million. Beryllium 
shows some improvement over these. The fiber 
materials give the next step in improved 
strength-to-density ratios; however, they are 

directional and must be oriented in the direc- 
tion of the principal stresses and must be held 
together by a binder. Glass-reinforced plastics 
are present-day examples that utilize fiber 
strengths. In the field of propellant tanks, an 
attempt has been made to capitalize on the 
strength of a directional material by filament 
winding. The extremely strong whisker ma- 
terials with ratios in the 12 to 24 million range 
hold promise for the future; however, there is 
much progress yet to be made toward quantity 
production and fabrication. The subject of 
whiskers is discussed later. Although alloys"1 

do not offer ultra high strength-to-density 
ratios, they are the materials in use today, and 
their shortcomings must be considered. 

Consider first the room-temperature strength 
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FIGURE 71-1.—Material strength-to-density ratio«. 
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characteristics of alloys. An example of a quite 
serious problem in this temperature range is 
given in figure 71-2, which shows a solid-pro- 

FIGTJRE 71-2.—Brittle fracture of large rocket motor 
case. 

pellant motor case that failed during room-tem- 
perature pressure testing (photograph obtained 
from W. F. Brown, Jr. of Lewis). The failure 
is catastrophic and occurred at a stress level of 
only about 50 percent of the normal yield 
strength. Such a failure is attributed to the 
presence of small yet highly damaging cracks 
usually in the areas of welds. Such a crack can 
propagate unstably through otherwise sound 
material resulting in the catastrophic failure 
shown. Further insight into this problem is 
gained from figure 71-3 (ref. 2) in which the 
conventional tensile strength of smooth bar 
specimens is plotted against tempering tempera- 
ture for a steel similar to that used in the rocket 
motor case. The material was heat treated in 
the 800° to 900° F range to give maximum ten- 
sile strength; however, a determination of 
strength for sharp-notched specimens gave the 

SMOOTH BAR TENSILE 

1200 
HEAT-TREATMENT  TEMP,  °F 

—SUPPLIERS 
RECOMMENDED 
HEAT TREATMENT 

I 

lower curve. It is apparent that the recom- 
mended tempering temperature has resulted in 
a minimum in notch strength, which accounts 
for the failure that occurred at a stress level far 
below the conventional tensile strength. This 
situation has, of course, been greatly improved 
by altering the heat treatment to one that re- 
sults in higher notch strengths. 

With this room-temperature behavior in 
mind, consider the effect of lowering tempera- 
ture to the cryogenic range. In this range, the 
main concern for high-strength materials is for 
rocket cases and propellant tanks. Since these 
components represent a large portion of the to- 
tal vehicle weight, significant weight reductions 
are possible by the use of thinner walls of high- 
er-strength material. It is generally true that 
lower temperature results in increased 
strength, so that a lessening of problems stem- 
ming from material-strength considerations 
might be anticipated as lower temperatures are 
approached. Specifically, an improvement in 
the situation in progressing from present-day 
vehicles using liquid oxygen at —297° F to fu- 
ture systems requiring liquid hydrogen at 
-423° F is desired. Figure 71-4 (ref. 3) com- 
pares data for AISI-301 stainless steel and an 
alpha titanium alloy and shows the anticipated 
gains in strength; however, the problems are by 
no means lessened, because the presence of de- 
fects again is of major concern. This is illus- 
trated in the curves plotted for sharp-notch 
strengths, which decrease below a certain tem- 
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FIGURE 71-3.—Comparison of strength of smooth and 
notched specimens of steel at room temperature-. 

FIGURE 71-4.—Effect of cracks on strength of alloys 
tested at various temperatures. 
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perature. This increased sensitivity to the em- 
brittling effects of notches renders the material 
vulnerable to catastrophic failure, as already 
illustrated in the failure of the motor case at 
room temperature. 

Since the tanks of space vehicles will be large 
structures in which detection or elimination of 
all flaws introduced during the various fabrica- 
tion processes is impossible, the behavior of 
materials with flaws or notches at cryogenic 
temperatures becomes of utmost importance to 
the designer. Along these lines, work at the 
Lewis Eesearch Center is continuing in the de- 
velopment of testing methods to evaluate re- 
sistance to catastrophic failure and formulation 
of suitable criteria for rating materials for 
thin-walled cryogenic-pressure-vessel service. 
Significant contributions have already been 
made in this area. With these newly developed 
test methods, such variables as heat treatment, 
composition, and melting and fabrication prac- 
tices are being investigated. 

At elevated temperatures, the need for high- 
strength materials arises from the weight-sav- 
ings consideration but primarily from the desire 
to increase operating temperatures of power- 
plants. The maximum operating temperature 
of a powerplant is usually set by the materials 
available. Thus, the quest for superior material 
is made to allow operating temperatures to 
increase. 

One effective means of strengthening a metal 
or an alloy is to disperse fine particles through- 
out the matrix which serve to inhibit disloca- 
tion glide (slip) and creep and generally allow 
for higher strengths at higher temperatures. 
This effect was observed in 1919 (ref. 4) in the 
age hardening of an aluminum alloy and is 
attributed to a precipitation reaction. About 15 
years ago, strengthening of extruded aluminum 
powder was observed (ref. 5) and attributed to 
thin oxide layers (aluminum oxide), which were 
broken into fine particles during the extrusion 
process and inhibited flow of the aluminum. 
This material, generally referred to as SAP 
(sintered aluminum powder), gave consider- 
ably improved strengths and use temperatures to 
aluminum, as shown in figure 71-5 (ref. 6). 
The higher use temperature of SAP is a result 
of the fact that it is a nonequilibrium structure. 
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FIGURE 71-5.—Stress-temperature curves for rupture 
in 1000 hours (ref. 6). 

Compared with an equilibrium structure, such 
as a precipitation-hardened aluminum alloy 
whose strength is lost at elevated temperatures 
because of complete dissolution of the strength- 
ening precipitate, the oxide particles in SAP 
remain stable at such temperatures and con- 
tinue to strengthen. Since the introduction of 
SAP, great effort has been put forth to apply 
such principles to higher melting metals in the 
hope of increasing use temperatures. 

The oxide particles in SAP are spaced ap- 
proximately 0.3 micron apart, and it is felt that 
such a submicron spacing is necessary to achieve 
the full potential strengthening benefits of the 
dispersed particles. Of the several methods by 
which fine dispersions may be produced, the ap- 
proach taken at Lewis has been to mix directly 
powders of dispersant and matrix. This, of 
course, requires powders of submicron size. The 
production of such metal powders by normal 
attrition methods is difficult because of particle 
agglomeration that occurs before the submicron 
range is reached. Submicron powders have re- 
sulted from a study at Lewis (ref. 7) in which 
various grinding aids were used to prevent ag- 
glomeration. It is believed that such aids pre- 
vent agglomeration by reducing electrostatic at- 
traction and by reducing the tendency of the 
particles to weld together. The effect of one 
such aid, potassium ferricyanide (K3Fe(CN)6), 
is shown in figure 71-6 (ref. 7). For a number 
of metal powders with starting sizes as large as 
30 microns, final particle sizes less than 1 micron 
have been achieved in conventional ball mills. 

With such powders, structures quite similar to 
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FIGURE 71-7.—Comparison of lnicrostructures of alumi- 
num oxide dispersed in nickel and SAP.    X 20,000. 
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FIGURE 71-8.—Stress to cause rupture in 10 hours at 
1500° F against reciprocal of measured inter- 
particle spacing for nickel-aluminum oxide system 
(ref. 8). 

those of SAP have been produced as shown in 
figure 71-7 (unpublished data of J. W. Weeton 
of Lewis). Here, finely dispersed aluminum 
oxide in nickel is compared with a typical SAP 
structure. The M-A1203 structure was prepared 
by direct mixing of the two powders followed 
by extrusion. With such materials, the basic 
effects of particle sizes and interparticle spacing 
are now being studied in a variety of systems. 
Past results with the Ni-Al203 system show a 
strong effect of particle spacing on strength as 
shown in figure 71-8 (ref. 8). The stress re- 
quired to cause failure in 10 hours at 1500° F 
is shown to vary directly as the reciprocal of 
the interparticle spacing. Also, note the 
strengthening over pure nickel. 

Another means of attaining improved 
strength is the conventional alloying approach. 
In this method an attempt is made to strengthen 
existing phases and produce new phases that 
will contribute to strength; these effects are 
brought about by judicious control of compo- 
sition. Such a program has been in progress 
at the Lewis Research Center for several years 
(refs. 9,10, and 11). The basic composition in 
weight percent of the experimental alloy is as 
follows: 

Mo    Cr     Al    Zr       Ni 
8       6       6       1       Bal. 

The major additions to the basic alloy were 
Carbon 
Titanium 
Titanium plus carbon 
Vanadium plus carbon 
Tungsten plus vanadium plus carbon 
Tantalum plus tungsten plus vanadium 

plus carbon 
Chromium and aluminum have been added 

primarily for oxidation resistance and molyb- 
denum for solid-solution strengthening. Zir- 
conium is believed to stabilize the composition 
against diffusion losses (ref. 12). Modifications 
to the base composition were made in attempts 
to get dispersed phases and strengthening. 

The resulting strengthening is shown in fig- 
ure 71-9 (ref. 11). The more complex tan- 
talum-tungsten-vanadium-carbon modification 
has led to the greatest improvement. Increased 
stress-rupture lives are dramatic at 1800° F, for 
example.   Also of importance is the improve- 
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FIGURE 71-9.—Stress-rupture comparison at 15,000 psi 
stress of nickel-base alloy series. 

merit in use temperature; for example, for a 
200-hour life at 15,000 psi, the use temperature 
has been increased from 1760° to 1900° F. 

Admittedly, with such complex compositions, 
it is difficult to define a singular strengthening 
mechanism; however, in the case of the Ta-W- 
V-C modification, electron diffraction has iden- 
tified the Ni3Al intermetallic and the carbides 
TaC and MoC. The presence of a nickel- 
aluminum-vanadium intermetallic and complex 
carbides is also suspected. 

Of major importance to such highly alloyed 
compositions is workability, that is, the avoid- 
ance of complete embrittlement by the strength- 
ening additions. The workability of the Ta- 
W-V-C-modification is illustrated in figure 71- 
10. The upper portion of the figure shows cross 
sections of a %-inch cylinder before and after 
forging at room temperature. The lower por- 
tion shows cross sections after various reduc- 
tions. No cracking occurred, and no intermedi- 
ate stress relief anneals were used. The maxi- 
mum reduction in diameter is 29 percent; how- 
ever, with the use of intermediate anneals, di- 
ameter reductions as high as 50 percent can now 
be obtained. 

Work with this basic alloy is continuing both 
at Lewis and in industry. At Lewis, new ef- 
forts are under way to apply similar principles 
to cobalt-base alloys. 

A dramatic approach to high-strength ma- 
terials is to capitalize on the high strengths of 
fibers and whiskers.    Figure 71-11  (ref. 13) 

-25519 

FIGURE 71-10.—Deformation  of  cold-forged  bars  of 
strongest tantalum-modified alloy. 

shows the relation between strength and ma- 
terial size. This effect is believed to be a result 
of the attainment of more perfect structures at 
smaller sizes with extreme strengths being 
reached at the dimensions of whiskers of 1 to 
10 microns, which have been shown to contain 
very few defects; in some cases, only one screw 
dislocation. 

Past efforts at Lewis have sought to make 
practical use of the high strength of tungsten 
fibers by embedding them in a copper matrix. 

2000 
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FIGURE 71-11.—Strength of whiskers and fibers at room 
temperature. 
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FIGURE 71-12.—Transverse section of tungsten-rein- 
forced-copper composite; 483 wires of 5-mil diameter. 
X50. 

This is done by infiltrating liquid copper into a 
bundle of tungsten wires, resulting in the struc- 
ture shown in figure 71-12 (ref. 13). Such 
composites have been prepared at various 
wire-to-matrix volume ratios and strengths 
measured. 

Figure 71-13 (ref. 13) shows some of the re- 
sults. The strengths of bulk copper and tung- 
sten fiber are shown along with two composite 
compositions. The strength of the composite 
increases directly with the number of fibers 
present. These data are for composites con- 
taining continuous tungsten fibers; that is, the 
fibers run the entire length of the tensile speci- 
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FIGURE   71-13.—Tensile   strength   of   tungsten-copper 
composites with continuous tungsten fibers. 

FIGURE 71-14.—Tensile strength of tungsten-copper 
composite with continuous and discontinuous tung- 
sten fibers. 

men. This brings up the immediate question, 
Would the tungsten fibers contribute to the com- 
posite strength if they were not continuous? 
This question has been answered by preparing 
composites in which the tungsten fibers were 
present as short discontinuous lengths. Some 
of the results are shown in figure 71-14 (ref. 
13). This partciular figure for 35 volume per- 
cent fiber shows the discontinuous fiber to be 
just as effective in strengthening as the continu- 
ous fiber. The strength of bulk tungsten is 
also shown for comparison. 

The fact having been established that discon- 
tinuous fibers are effective strengtheners, the 
possibility of replacing wire and fibers with 
short lengths of whiskers becomes intriguing. 
This would make possible the achievement of 
ultra high strengths approaching those of 
whiskers in useful bodies of reasonable size. 

Work in this field is continuing at Lewis. A 
complete understanding of the mechanism by 
which discontinuous fibers contribute to 
strengthening is being sought along with a 
description and understanding of the elastic 
and plastic behavior of such composites. Cop- 
per, iron, and alumina whiskers are also being 
produced and used in studies of true whisker 
composites. 

At higher temperatures, those beyond the 
range of the nickel or cobalt superalloys, re- 
fractory metals (W, Mo, Cb, Ta) become of 
interest. Figure 71-15 (refs. 14 and 15) shows 
high-temperature-strength curves for molyb- 
denum, two commercial molybdenum alloys, 
and tungsten. Tungsten is superior at all tem- 
peratures and retains useful strength even at 
4400° F. 
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FIGURE 71-15.—Tensile strength of tungsten, molyb- 
denum, and molybdenum alloys at high tempera- 
tures. 

Since tungsten has the highest melting point 
of all metals (6170° F) and appears to offer 
the most potential for higher use temperatures, 
the major portion of the refractory metals pro- 
gram at Lewis is devoted to tungsten. Tung- 
sten-alloy compositions of improved strength 
are being sought by both powder-metallurgy 
and arc-melting techniques. Strengths of some 
of the better alloys produced to date are shown 
in figure 71-16 (from unpublished data of P. 
Eaffo of Lewis). These data are for arc-melted 
alloys after extrusion. The improvements of- 
fered by these binary compositions are encour- 
aging. It is thought that the tantalum and 
columbium additions are resulting in solid- 
solution strengthening, while the boron addi- 
tion gives grain refinement, which contributes 
to strengthening. More recent results predict 
that still further improvements can be expected 
by ternary and more complex compositions. 

Tungsten as well as other body-centered 
cubic metals exhibits a transition temperature, 
that is, a temperature below which the metal 
behaves in a brittle manner and above which it 
possesses plasticity and exhibits some ductility 
before fracture. The transition temperature of 
tungsten in structural sizes is usually in the 
range of 200° to 500° F, which, of course, places 
room temperature, where tungsten parts must 
be handled, in the brittle range. Research into 
this transition behavior and attempts to lower 
the transition temperature are therefore of ex- 
treme importance. The transition behavior, as 
well as strength characteristics, has long been 
thought to be associated with and controlled by 
interstitial impurities, primarily  carbon and 

TENSILE 
STRENGTH,  40 

KPSI 

TEMP, 

FIGUKE 71-16.—High-temperature tensile strengths of 
tungsten-base alloys. 

oxygen. In recent work at Lewis (ref. 16) in 
which controlled amounts of these impurities 
were introduced separately into high-purity 
polycrystalline and single-crystal tungsten, the 
role of each impurity has been elucidated. The 
results are too involved to cover here; however, 
they do show different effects of the two inter- 
stitials studied. The effect of carbon is be- 
lieved to be one restricted to the lattice, possi- 
bly a Cottrell dislocation-locking mechanism, 
while the effect of oxygen appears to be iso- 
lated to high-angle grain boundaries. 

For certain high-temperature applications 
beyond the range of refractory metals, the so- 
called hard metals or interstitial compounds 
are of interest. As part of this group, the re- 
fractory carbides are of particular interest 
since they represent the highest melting mate- 
rials known. For example, hafnium carbide 
and tantalum carbide are the highest melting 
simple carbides with melting temperatures of 
approximately 7000° F. 

Such materials are consolidated by powder- 
metallurgy techniques and are subject to some 
degree of porosity. Strengths of these mate- 
rials are related to porosity and grain size. A 
determination of how each of these factors ef- 
fects the strength of hafnium carbide and, con- 
sequently, the development of optimum 
combinations for maximum strength, are the 
goals of a current project at Lewis. 

In summary, some of the research at the 
Lewis Research Center devoted to high- 
strength materials has been reviewed. A great 
variety of materials with use temperatures 
ranging from -423° to over 5000° F are being 
studied, and it is hoped that the reader's inter- 
est has been stimulated in some of these areas. 
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SUMMARY zontal winds, vibrations, dynamic modeling, and the 

Some of the branches of the technology needed in "tudy of new configuration concepts as complete sys- 
the reliable and efficient design of launch-vehicle struc- terns.   Examples are shown to indicate the state of the 
tures are discussed.   Included are shell buckling, stress art and numerous problems, which require solution, 
analysis, panel flutter, noise, vehicle response to hori- are indicated. 
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STRUCTURES 

INTRODUCTION the standpoint of basic structural strength, but 

A launch vehicle is one of the most efficient als° wit!\ ™^d t0 .effeCts on S"ialler comP°: 
structures that has been devised for transports ?*n      ^ ?» en&i* noise m the presence of 

tion.   In table 72-1 are shown weights of vari- fhe 8*°™* ,ls of hl^ ^f1    J an?' .for the 

ous  major  components  of  a  launch  vehicle 1&T&T/ehlcles> new Priems are being un- 

compared with those of other means of trans- ^    ■'„■-,               ,    , 
™T.f„f;™     A„ ™„ u            4.1.       i i-          • i-i. During night through the transonic to the portation.   As can be seen, the relative weight &   , &               6         „. , 

maximum-dynamic-pressure night regime, the 
TABLE 72-1.—Relative-Weight Breakdown for thrust and various steady-state and oscillating 

Various Forms of Transportation aerodynamic loads become important.    These 
„    „  ,  „     ,. inputs include high steady-state acceleration, 
Propellant   Propulsion Payloai      Structure .                                .              .                            .                       ' 

Launch  Vehicle      88            4          6             2 boundary-layer noise, winds and wind shear, 
Airplane (Jet)       43           7        10           40 and static high-pressure peaks around geomet- 
Ship      is          io        25           50 ric  discontinuities  at transonic  speeds  upon 
Automobile               3          22         25            50 which are SUperpose(j buffeting loads.   In this 
Train (75-Car)          1              3          77              19 fl-   i ,         •                 ••,       .•               x ,        • 

same night regime, consideration must be given 

of the structure of the launch vehicle is exceed- to the vehicle control in the presence of high- 
ingly  small  compared  with  other  transport velocity horizontal winds such as the jet stream 
structures.   This small relative weight of struc- as wel1 as the stability and the coupling of the 
ture is required to contain the propellant, sup- control sensor with the flexibility of the vehicle, 
port the engine, and support and protect the Another   stability   problem   involves   flutter, 
payload in the presence of very severe environ- either of tne components such as fins or of a 
ments.   The margin of safety is, consequently, localized area involving thin panels, 
exceedingly small. Finally, stresses from internal pressure are 

The environment which this structure must also Present during the launch period. 
resist includes many static and dynamic factors The PrinciPal load-carrying element of large 
as illustrated in figure 72-1. launch vehicles is the thin-walled circular cylin- 

Before engine ignition, but after the gantry der" A question of primary importance, there- 
has been removed, ground winds can induce fore' is how to construct cylinder walls most 
rather severe loads—both a steady drag load efficiently for a given launch-vehicle design, 
and a dynamic response in a direction mainly Clearly, the best wall type will depend on the 
normal to the wind direction. relative magnitudes of the loads shown in fig- 

At engine ignition and launcher release, Ion- ure 72~L Figure 72"2 illustrates this point for 
gitudinal transients are induced which can be a hypothetical case where the only loads con- 
rather severe and are important, not only from sidered are two of the primary steady-state 

loads—internal pressure and bending moment. 
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FIGURE 72-1.—Launch-vehicle problem areas. 

1,000 

100 

PRESSURE, 
PSI 

10 100 1,000      10,000 

BENDING-MOMENT INDEX, PSI 

FIGURE 72-2.—Minimum-weight wall construction for 
bending of pressurized cylinders. 
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PROBLEMS   OF   STRUCTURES   FOR   LAUNCH   VEHICLES 

The plot in figure 72-2 shows the lightest 
form of construction which will carry pressure 
and bending loads without cylinder buckling 
or material yielding. The forms considered are 
filament wound, sandwich, stiffened skin, and 
simple isotropic walls. Note that, for high in- 
ternal pressures as in solid-propellant launch 
vehicles, filament-wound construction is supe- 
rior to the other types unless the applied 
bending-moment index is also large; then, the 
conventional, isotropic shell is lighter. For 
lower or zero internal pressures, as in liquid- 
propellant tanks or interstage structures, all 
types of wall construction have a range of effi- 
cient application, depending on the magnitude 
of the moment index. 

Information of the type shown in figure 72-2 
could obviously be very helpful in guiding the 
design of launch-vehicle structures. However, 
in deriving this figure, a very simple idealized 
structure has been assumed—a cylinder unob- 
structed by ends, cutouts, or other irregularities, 
and obeying simplified laws of behavior. 
Hence, the given boundaries must be modified 
or augmented for practical application. Fur- 
ther, other configurations and the many other 
static and dynamic loads must be taken into 
account. Thus, reliable and efficient design 
of launch-vehicle structures requires a wide 
knowledge of structural response to load plus 
an accurate knowledge of launch loads. This 
paper will touch briefly on some of these areas 
of necessary knowledge, their current state of 
development, and problems the solutions of 
which would contribute to their advancement. 

SYMBOLS 

EI MC,   El CV\ bending stiffeners for scalloped and cylin 
drical tanks, respectively 

K stress-concentration factor 
L length 
R tank radius 
r scallop radius 
T filament tension 
TMAX maximum filament tension 
t thickness 

SHELL BUCKLING 

FREE ENDS 
(CLASSICAL THEORY) 

I —A 1 

RESTRAINED ENDS 

A prime requirement in launch-vehicle design 
is a shell-buckling criterion. Yet the designer's 
ability to predict buckling strengths of cylinders 

FIGURE 72-3.—Prebuckling state of axially compressed 
cylinders. 

in axial compression or bending—loads of 
principal importance to launch vehicles—has 
been inadequate; there have continued to be 
large discrepancies between theory and experi- 
ment in spite of years of research effort. (See, 
for example, ref. 1.) Only very recently has 
there been uncovered what may be the chief 
cause of these discrepancies in the axial-com- 
pression case (ref. 2) ; this is illustrated in figure 
72-3. 

Consider for a moment, the illustration at the 
left in figure 72-3. In the classical linear theory 
and all other past theories, the cylinder is as- 
sumed to remain perfectly cylindrical with only 
uniform membrane stresses prior to buckling. 
Since an axially compressed cylinder tends to 
expand laterally, this assumption implies that, 
before buckling, the ends are free. But this 
condition is rarely found in practice; instead, 
the ends are restricted from lateral expansion 
by rings, bulkheads, or perhaps by the platens 
of a testing machine. This restraint induces 
prebuckling conditions that are widely different 
from those assumed in the classical theory; as 
illustrated at the right in figure 72-3 an axi- 
symmetric, nonuniform deformation arises, ac- 
companied by nonuniform stresses including 
bending stresses. 

The importance of this nonuniform prebuckl- 
ing state is illustrated by the example in figure 
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AXIAL 
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 CLASSICAL THEORY 

  STEIN THEORY 
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(R/t=685, L/R=0.5) 

u INTERNAL PRESSURE 

FIGURE  72-4.—Buckling  of  pressurized  cylinders  in 
axial compression. 

72-4. In this figure are plotted combinations of 
axial load and internal pressure corresponding 
to buckling of a typical isotropic cylinder. The 
dashed line at the top is the prediction of classi- 
cal theory whereas the solid curve is the predic- 
tion of a theory—termed here the "Stein theory" 
after its author—which takes account of the 
prebuckling state induced by simply supported 
ends. (See ref. 2.) The circles and squares 
represent test data from reference 3, which were 
obtained on two large cylinders of 7075 alumi- 
num alloy. 

Note that, at zero pressure, the Stein theory 
predicts buckling at approximately one-half of 
the load predicted by classical theory. This 
reduction is typical and corresponds roughly to 
the difference between classical theory and ex- 
periment. Although it differs in detail, the 
variation with pressure is also in general agree- 
ment with experiment. 

The Stein approach to cylinder-buckling 
analysis begins with nonlinear cylinder equa- 
tions and is, thus, quite complex. Nevertheless, 
additional calculations of this kind, extended to 
a wider range of parameters and to different 
boundary conditions, loading conditions, and 
configurations, would be well worthwhile. 

While there is an evident need to improve 
the designer's ability to handle shell buckling 
problems of long standing, at the same time a 
variety of new problems important for launch- 
vehicle structures must be considered. Two ex- 
amples are shown in figure 72-5. 

FILAMENT-WOUND 
CYLINDERS 

SHALLOW 
BULKHEADS 

FIGURE 72-5.—New shell buckling problems of launch- 
vehicle structures. 

Shown on the left in figure 72-5 is a filament- 
wound cylinder buckled by axial compression. 
This problem arises in upper stage motor cases 
before they are pressurized by ignition of their 
solid propellant. Surprisingly, almost no in- 
formation on this problem seems to have been 
published. The cylinder shown is a test speci- 
men from a current program of experiment and 
analysis. It consists of glass filaments in an 
epoxy matrix- and is typical of construction in 
an upper stage motor case of the Scout launch 
vehicle. Preliminary results from this program 
are available (ref. 4), but much additional work 
is needed. For example, the calculation of wall 
stiffness properties from the properties of elas- 
tic fibers and an elastic-plastic matrix needs 
further study. 

Another new and unique buckling problem 
involves the end bulkheads of fuel tanks. To 
minimize the length of interstage sections of 
launch vehicles, it is often desirable to utilize 
torispherical, Cassinian, or other shallow bulk- 
head shapes. In many practical cases, such 
bulkheads are put in a state of circumferential 
compression near their outer edges by internal 
pressurization. Thus, internal pressure can 
cause buckling of the bulkhead as shown by the 
photograph at the right in figure 72-5. As in 
axial compression of cylinders, the analysis of 
this buckling problem is complicated by the 
need for careful consideration of the prebuck- 
ling state. The torispherical bulkhead has been 
treated comprehensively in reference 5, but 
many shapes remain to be investigated. 
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STRESS ANALYSIS "! 

The designer of launch vehicles cannot con- 
fine his attention to the primary steady loads 
and their gross effects. Many localized phe- 
nomena must also be taken into account. Ex- 
amples are local variations in stress near 
openings, near tank end closures, and in the 
vicinity of concentrated forces. Most past theo- 
retical research on such problems has been con- 
fined to linear analyses with lateral deflections 
of the shell wall assumed to be small compared 
with the shell thickness. Unfortunately, 
launch-vehicle shell structures are often very 
thin and the loads very large so that many of 
these problems need to be reconsidered on the 
basis of nonlinear, large-deflection shell theory. 

Furthermore, there are problems of this type 
which have only been touched. Consider, for 
example, stresses in filament-wound structures. 
There is the problem of optimum design of 
motor-case end closures—the calculation of the 
proper shape and filament orientation to achieve 
uniform filament stress. (See, for example, ref. 
6.) This problem has been explored for sym- 
metrical shapes with central openings, but work 
is needed, for example, on optimum design of 
unsymmetrical end closures with multiple open- 
ings. There is also the problem of stress con- 
centrations caused by broken filaments; this 
problem is illustrated in figure 72-6. 

Figure 72-6 contains results of a basic study 
of a single flat layer of filaments embedded in a 
matrix. This filament sheet is assumed to have 
one or more broken fibers and to be loaded so 
that, far from the break, the tension on each fila- 
ment is T. The maximum tension occurs adja- 
cent to the break in the first unbroken fiber. 
Thus, the stress-concentration factor K is the 
ratio of TMAX to T. This factor is plotted in fig- 
ure 72-6 against the number of broken fibers up 
to a total of 6. The solid curve has been drawn 
through values obtained theoretically by assum- 
ing the sheet to be infinite, the materials elastic, 
and the matrix capable of transmitting only 
shear.   (See ref. 7.) 

To evaluate this theory, a brief series of tests 
has recently been run by George W. Zender and 
Jerry W. Deaton of the Langley Besearch Cen- 
ter on strips of dacron filaments in a foam rub- 
ber  and  Mylar matrix.    Stress-concentration 
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FIGURE 72-6.—Stress concentration in a filament sheet. 

factors for the test strips were taken as the ratio 
of the fiber ultimate strengths with all fibers 
intact to the fiber strengths with one or more 
fibers broken. Two tests were run at each con- 
dition with the results shown by the circles in 
figure 72-6. The agreement with theory is 
good; one implication is that elastic stress con- 
centrations must be seriously considered in de- 
sign of filamentary structures with no careless 
reliance on plasticity to alleviate the effects. 

This investigation represents a good begin- 
ning, but further studies are obviously needed if 
the consequences of broken fibers in a filament- 
wound motor case are to be fully understood. 
Such factors as multiple layers at different 
orientations and inelasticity of the matrix have 
not yet been studied. These complications pose 
a formidable challenge to the analyst. 

PANEL  FLUTTER 

The local phenomena which influence launch- 
vehicle design may also include certain dynamic 
effects. For example, calculations indicate that 
panel flutter may be a matter of concern, but the 
issue is somewhat in doubt because experiments 
on cylinders and curved panels have so far failed 
to confirm theory. (See, for example, ref. 8.) 
On the other hand, a practical type of interstage 
structure, already in use in some of today's large 
launch vehicles, is the stiffened cylinder with 
thin skin designed to buckle early in flight.   The 
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FiouEE 72-7.—Launch-vehicle interstage structure. 

skin panels of such interstage structures might 
well be especially susceptible to flutter. This 
possibility is currently being explored by tests 
on the structure shown in figure 72-7. 

The photograph shows a quarter segment of a 
full-scale launch-vehicle interstage structure in- 
stalled in the Langley 9- by 6-foot thermal 
structures tunnel. The structure is a stiffened 
cylindrical shell with rings on the inside and 
stringers on the outside. While data from these 
tests are not yet available, flutter has been ob- 
served in preliminary runs with the panels in a 
buckled condition. Thus it appears that more 
work is warranted on panel flutter, especially of 
buckled flat and curved panels. 

NOISE 

It is appropriate'at this point to direct atten- 
tion to another local dynamic problem—the ef- 
fect of noise. The two major sources of noise 
are the propulsion system, particularly at lift- 
off, and aerodynamic noise during flight due to 
boundary-layer buildup and flow around corners 
and blunt objects. (Seeref. 9.) The spectra of 
aerodynamic noise peak at a relatively high fre- 
quency and are important with regard to local 
panels and small-equipment response. This 
topic is important to reentry vehicles as well as 
launch vehicles and is discussed in more detail 
in reference 10. The present paper will concen- 
trate on new problems which are connected with 
the increasing size of launch vehicles. 

Noise is important at the time of launch, par- 
ticularly for the larger vehicles now in the 
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FIGURE 72-8.—Launch noise levels. 

planning stages for manned space exploration. 
Because of the high thrust ratings, very intense 
noise fields will be generated and will extend 
to large distances from the launch complex. 
There are two major implications: the first is 
the impingement of this noise field on the vehi- 
cle itself and on launch vehicles installed in 
adjacent launch towers for later flight; and the 
second is the effect on the surrounding buildings 
and community. In figure 72-8, noise levels 
are plotted as a function of distance from the 
launch site for the Atlas, Saturn, and Nova 
classes of vehicles (ref. 11). Also shown is a 
horizontal line corresponding to noise levels at 
which damage has occurred. The position of 
this line is the subject of research and more 
work will have to be done to establish its loca- 
tion for various types of structures. It can be 
seen from figure 72-8 that damaging noise levels 
may extend outward as much as a mile from 
a Nova launch site; incidentally, it is this 
consideration that has determined to a large 
extent the amount of additional property 
purchased adjacent to launch sites in the Cape 
Canaveral area. 

Another significant feature of the launch- 
vehicle noise problem is its frequency spectra; 
these are a function of the size of the vehicle 
as illustrated in figure 72-9. The noise gener- 
ated has a continuous spectrum with a single 
broad peak as indicated in the sketch at the 
upper right. The frequency at which the spec- 
trum peaks is plotted on the vertical scale 
against launch-vehicle thrust on the horizontal 
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FIGURE  72-9.—Launch-vehicle noise spectra. 

scale. It can be seen that the vehicles having 
higher thrust have noise spectra which peak at 
low frequencies and, in fact, much of the noise 
may be in the subaudible frequency range as 
indicated by the cross-hatehed area. These low 
frequencies—of the order of 10 cps—are in the 
range of the response frequencies of launch- 
vehicle structures as well as many building 
structures. For this reason, a large, low- 
frequency-noise test facility is being constructed 
at the Langley Eesearch Center to extend the 
knowledge of this area. 

WIND VELOCITY AND VEHICLE RESPONSE 

The preceding sections of the present paper 
have been concerned with phenomena that af- 
fect launch-vehicle components. Attention will 
now be directed to some inputs and responses 
which involve the complete vehicle. 

The horizontal wind through which the verti- 
cally rising vehicle must fly constitutes one of 
the largest sources of loads that the structure 
must resist. This is because maximum wind 
velocities and flight maximum dynamic pres- 
sure occur at very nearly the same altitude. 
Thus, the product of the dynamic pressure and 
the increased angle of attack resulting from 
these high winds induces very large bending 
moments on the vehicle. 

For the most part, launch vehicles have been 
designed on the basis of the so-called "syn- 
thetic wind profile." This is a wind-velocity 
profile that has been generated from weather- 
balloon soundings and which ^presents the 
most severe wind and shear conditions to be ex- 
pected in some given large percentage of cases, 
such as 99 percent. 
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FIGURE 72-10.—Synthetic wind profiles. 

An illustration of the multiplicity of some of 
these design profiles is shown in figure 72-10 
where wind speed is plotted as the abscissa and 
the altitude is plotted as the ordinate. Note 
the large variations between these various de- 
sign profiles. The control and load response 
of a vehicle is determined by "flying" the simu- 
lated vehicle on a computer through these de- 
sign winds. Some designers also fly the simu- 
lated vehicle through a one-minus-cosine gust 
and add this loading to that determined by fly- 
ing through the synthetic profile. Neglected in 
this process is the real finer grained wind- 
velocity structure to which the vehicle could dy- 
namically respond. 

In an attempt to fill the gap in knowledge of 
the fine-grain wind structure, a smoke-rocket 
technique has been developed. (See ref. 12.) 
This procedure is based on the near-vertical 
launching of a small rocket which has as its 
payload a smoke-producing agent. Photo- 
graphs of the trail are taken every few seconds 
from 2 or 3 locations, usually about 10 miles 
from the launch site. The velocity may then 
be determined from the measurements of space 
variation of the trail with time. Two com- 
ponents of a typical profile, as determined from 
a trail, are shown in figure 72-11. Note in par- 
ticular the fine-grain structure of the velocity 
distribution. Measurements are now being 
made  at  both  the  NASA  Wallops  Station 
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FIGURE   72-11.—Smoke-trail  wind  velocities. 

launching site and at the Atlantic Missile 
Range, where about 100 smoke-trail firings are 
planned. In addition, recent advances in the 
balloon technique will provide additional statis- 
tical information. 

The question arises: How does, the designer 
use this new data ? One procedure would be to 
fly the vehicle on a computer through each of 
the measured winds, from which motion and 
load response would be obtained. Thus, the 
probability of exceeding a certain level of a re- 
sponse such as bending moment could be ob- 
tained. This procedure would require a large 
amount of computer time and other approaches 
should be sought. The most obvious technique 
would be the use of random-process theory. 

Aircraft dynamic response is being success- 
fully treated as essentially a stationary random 
process. Launch-vehicle flight, on the other 
hand, is definitely a nonstationary process since 
such factors as vehicle mass, atmospheric den- 
sity, and Mach number are rapidly changing. 
Thus, while the detailed wind velocities now 
being measured by the smoke-trail method will 
provide the basic input data, the numerical la- 
bor will be very great in utilizing these data 
with the present limited knowledge of nonsta- 
tionary random processes. Attempts should be 
made to review the present techniques with a 
view toward reducing the numerical labor and 
providing a practical design tool. 

VIBRATIONS AND  DYNAMIC MODELING 

Before dynamic loads and responses can be 
predicted, or the control system designed, the 
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FIGURE 72-12.—Saturn vibration-test vehicles. 

lateral vibration modes and frequencies of a 
complete launch vehicle must be known. Some 
of the newer configurations are quite unconven- 
tional and exhibit unusual vibration characteris- 
tics which are extremely difficult to predict ana- 
lytically. The difficulties of determining these 
vibration characteristics experimentally, on 
full-scale hardware in simulated flight, are ob- 
vious when vehicles the size of Saturn are con- 
sidered. These considerations have led to the 
concept of replica modeling as a tool for launch- 
vehicle design. 

The Langley Research Center has designed, 
constructed, and tested a l/5-scale replica model 
of the Saturn SA-1 launch vehicle in an attempt 
to develop a technology for launch-vehicle dy- 
namic models as well as to investigate the vibra- 
tion characteristics of clustered configurations. 
(See ref. 13.) The %-scale model is shown on 
the left in figure 72-12. A full-scale Saturn 
(SAD-1), suspended in a test tower to simu- 
late free-free boundary conditions, is shown on 
the right. The model is 32 feet tall and weighs 
7,500 pounds, compared to 160 feet and almost 
1,000,000 pounds for the full-scale vehicle. The 
model was designed by using replica scaling 
techniques which required that joints, cutouts, 
fittings, and so forth—with stiffnesses that 
could not be accurately predicted—be dupli- 
cated by dimensional scaling. 

An example of the vibration-test results and 
a comparison with full-scale results are shown 
in figure 72-13. Results shown are for the first 
free-free bending mode, at a weight condition 
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corresponding to the maximum-dynamic-pres- 
sure point in the launch trajectory. A scaled 
frequency of 2.80 cps was measured on the 
model, compared with 2.83 cps on the full-scale 
vehicle. The mode shapes measured on the 
model and on the full-scale vehicle agree very 
well as indicated by the circles and squares 
plotted in the figure. The flagged circles in the 
area of the first stage represent points measured 
along an outer tank in the cluster and indicate 
that these outer tanks follow the center-line 
motion. This tank motion is further illustrated 
by the cross-sectional sketch of the first stage, 
where the arrows indicate the motion of the 
various tanks within the cluster. All the tanks 
are seen to move together, with a resulting mode 
shape very similar to a beam bending mode. 

A more complicated vibratory response is il- 
lustrated in figure 72-14. This is the mode 
shape at the second resonant frequency of the 
vehicle.   The model frequency was 5.20 cps corn- 
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FIGURE 72-14.—Second vibration mode at maximum 
dynamic pressure. 

pared with 5.68 cps for the full-scale vehicle— 
less than a 10-percent variation. Again, cir- 
cles represent model data, squares represent 
full-scale data, and flagged symbols indicate 
deflections measured on an outer tank. Note 
the different behavior of the outer and inner 
tanks within the cluster. This is shown better 
by the arrows on the first-stage cross section at 
the right. The center tank is seen to deflect in 
one direction while the outer tanks tend to move 
tangentially, but predominantly opposite to the 
motion of the center tank. This unconventional 
mode, which results from the clustered-tank 
construction of the first stage, has been termed 
a "cluster" mode. Notice that, when circles and 
squares are compared, model behavior is essen- 
tially the same as that of the full-scale vehicle. 

The results in figures 72-13 and 72-14 indi- 
cate that dynamic models can be used to deter- 
mine the vibration characteristics of complex 
launch vehicles. The unusual vibration char- 
acteristics of a particular clustered-booster ar- 
rangement are also illustrated. As new con- 
figurations evolve, it is anticipated that dynamic 
modeling techniques may be used to great ad- 
vantage to study their dynamic structural 
properties. 

CONCEPTS AND SYSTEM 

This final topic will require an expanded 
viewpoint including more elements of the 
vehicle system—specifically, fuel slosh, control 
frequency, and their relationship to the lateral 
vibration modes. Attention will be focused on 
a promising new configuration—the scalloped 
tank—and the change in frequency spectrum 
from a cylindrical-tank vehicle to this new con- 
figuration will be indicated. A cross section of 
the scalloped tank is shown in figure 72-15; it 
consists essentially of a series of sectors of 
circles tied together by radial webs. 

The primary and overriding reason for con- 
sidering this configuration is the problem of 
fuel slosh. Since about 90 percent of the weight 
of a launch vehicle may be liquid, the stabiliza- 
tion of this large mass in cylindrical tanks by 
conventional means—for instance, by annular 
baffles connected to the outer walls of the 
cylindrical tank—imposes a rather severe 
weight penalty.   Therefore, attempts should be 
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made to utilize this baffle material so that it will 
provide structural strength as well as reduce 
the fuel slosh effects. The scalloped-tank con- 
cept provides baffling by means of the radial 
webs which act also as structural tension mem- 
bers. On a two-dimensional basis (neglecting 
end effects and cylindrical-tank baffling), the 
weight of a cylindrical tank and a scalloped 
tank is the same if the same volume is enclosed 
and if the same internal pressure and material 
stress level is maintained in both tanks. A more 
realistic estimate of the weight of the two con- 
figurations (from ref. 14) is shown in figure 
72-15 in which the tank ends have been ac- 
counted for as well as the required baffling in 
the cylindrical tanks. The cylindrical tank 
weighs about 25 percent more than the scalloped 
tank at smaller tank volumes and about 33 per- 
cent more for the largest volume considered. 

Important aspects of the scalloped tank from 
the fuel-slosh viewpoint are the reduction of 
the effective fuel mass and, particularly, the 
elimination of any possibility of a swirling or 
rotary motion of the fluid which can be a dan- 
gerous and insidious fuel motion. 

These advantages are, of course, not without 
certain penalties. First, fabrication of the tank 
becomes a much greater problem, that is, the 
complexity may increase the cost of manu- 
facture. Also, the bending stiffness of the 
scalloped tank is decreased relative to that of 
the cylindrical tank as shown in figure 72-16 
for several scalloped arrangements, including 
4-, 6-, 8-, and 12-segmented tanks. The stiffness 
relative to that of a cylinder is plotted against 
the ratio of the scallop radius to the tank 
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FIGURE 72-16.—Ratio of scalloped- to cylindrical-tank 
stiffness. 

radius. As the number of segments increases, 
the stiffness is reduced. This reduction in stiff- 
ness results in a reduction in the frequency of 
the lateral modes and has an impact on both 
control-system design and the dynamic response 
due to gusts. 

At the left of figure 72-17 is shown the varia- 
tion in frequency of several important factors 
for a cylindrical tank plotted against flight 
time—for example, pitch (this compares with 
the more familiar airplane short -period fre- 
quence), fuel slosh, and first bending for a 
typical large launch vehicle. Baffling is re- 
quired for stabilization in this case where the 
slosh and pitch frequency are very close. 

Now, consider what happens to these fre- 
quencies for an 8-segmentecl scalloped tank. 
The results for this hypothetical configuration 
appear as shown on the right of figure 72-17. 
Note that the frequency curve for fuel slosh 
has been raised considerably (see ref. 15) and 
from a rigid-body control standpoint results in 
a more desirable situation, since the fuel-slosh 
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frequency is beginning to uncouple from the 
pitch frequency. At the same time the reduced 
stiffness has resulted in a reduced first bending 
frequency as indicated by the lowering of the 
frequency curve on the right side and thus in- 
troduces the possibility of a coupling between 
fuel slosh and the lateral vibration mode; this 
constitutes an area requiring research. 

This exercise on the scalloped configuration 
has been made to indicate the type of thinking 
that must be pursued in investigating any par- 
ticular configuration; that is, the complete 
system must be examined and the coupling of 
apparently unrelated elements must be sought 
out and evaluated. 

CONCLUDING REMARKS 

In this paper some of the branches of the 
technology needed in reliable and efficient de- 
sign of launch-vehicle structures have been con- 
sidered. Examples have been given to indi- 
cate the current state of the art and various 
problems for which solutions are needed have 

been mentioned; for the most part work more 
of an analytical than of an experimental nature 
has been indicated. 

Among the problems considered were shell 
buckling and areas where analyses are needed 
of new shell configurations which have become 
important in launch-vehicle design. New and 
important problems of stress analysis—for ex- 
ample, stress concentrations in filamentary 
structures—have been pointed out, and the need 
for further studies of flutter of curved panels— 
especially in a buckled state—has been indi- 
cated. For the noise problem, work is needed 
involving the response of structures to the pre- 
dominantly low-frequency noise of the largest 
launch vehicles and, for the determination of 
vehicle response to winds, a principal need is 
the development of a practical procedure for 
application of nonstationary random-process 
theory. Vibration analysis of clustered struc- 
tures is needed, and finally, so is the conception 
and study of new configurations for applica- 
tion to the next generation of launch vehicles. 
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SUMMARY 

Research, design considerations, and technological 
problems of structures for winged aerospace vehicles 
are discussed and areas in need of further research 
are explored. The presentation includes structural 
approaches required to cope with the high nonuniform 
temperatures and the influence of such factors as 
flutter, acoustic fatigue, and materials selection on 
the structural design. 

INTRODUCTION 

Considerable interest is being displayed at the 
present time in winged aerospace vehicles. 
These vehicles possess various desirable oper- 
ating characteristics such as high lift-drag ra- 
tio, maneuverability, and horizontal landing 
capability. In this paper structural concepts 
appropriate for winged aerospace vehicles will 
be discussed. The presentation will include 
structural approaches required to cope with the 
high nonuniform temperatures and the influ- 
ence of several factors, such as flutter, fatigue, 

and materials selection, on structural design 
will be indicated. 

DESIGN BASIS 

Winged Aerospace Vehicle Configurations 

Three types of winged aerospace vehicles that 
will be considered are shown in figure 73-1. A 
research airplane characterized by the X-15 
(ref. 1) is shown at the upper left, a reentry 
glider representative of the X-20 Dyna-Soar 
(ref. 2) is shown in the upper right, and a large 
hypersonic airplane (ref. 3) that may be cap- 
able of sustained flight at hypersonic speeds or 
may have orbital capability is shown in the 
lower view. The structural approaches for 
these vehicles have many common features. 
All experience moderate to severe aerodynamic 
heating and utilize radiation-cooled structural 
designs. All structures are essentially metallic 
and are intended for reuse with minimum re- 
furbishment. 
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RESEARCH AIRPLÄNE REENTRY GLIDER 

HYPERSONIC AIRPLANE 

FIGITRE 73-1.—Winged aerospace vehicles. 

The operational characteristics of these ve- 
hicles are significantly different. The research 
airplane is carried aloft by another airplane and 
launched at altitude. The reentry glider may 
be launched with a ground-based booster. The 
hypersonic airplane carries its own fuel and 
possesses conventional horizontal take-off capa- 
bilities. 

Flight Corridors for Winged Aerospace Vehicles 

Before a discussion of structural problems is 
undertaken, a brief look will be taken at the 
flight corridors for these vehicles. Figure 73-2 
indicates the flight corridors in terms of altitude 
and velocity. The shaded area indicates the 
region that can be explored by the X-15 re- 
search airplane. (See ref. 4.) The glider is 
launched along an exit trajectory as shown and 
returns within the indicated reentry corridor. 
The lower limits of the reentry corridor are de- 
fined partly by temperature and dynamic pres- 
sure.   The 4000° F temperature line defines a 
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radiation equilibrium temperature for a 1-foot- 
diameter nose with an emissivity of 0.8. Note 
that the reentry glider does not experience 
severe heating during exit because the exit cor- 
ridor does not appear close to the indicated 
temperature line. It is significant to note that 
the exit corridor is near the curve for 2,000 
pounds per. square foot dynamic pressure. 
This fact suggests the possibility that flutter 
may be a problem during exit. The highest 
structural temperatures occur at the point of 
tangency between the flight corridor and the 
temperature curve. 

No specific flight corridor is indicated for 
the hypersonic airplane. It is expected that 
the hypersonic airplane will operate along a 
dynamic pressure curve and along a tempera- 
ture line. If the vehicle possesses orbital capa- 
bility, reentry with a hypersonic airplane would 
be made in approximately the same corridor as 
that for the glider. 

Structural  Temperatures 

The most pressing structural problems aris- 
ing from operations in the indicated flight cor- 
ridors come about because of the serious aero- 
dynamic heating. The magnitudes of the 
temperatures that can result are shown in fig- 
ure 73-3. A reentry glider is shown with 
surface-radiation equilibrium temperatures in- 
dicated for several areas of the vehicle. The 
nose temperature may approach 4000° F, the 
leading edges 3000° F, the underside 2500° F, 
and the leeward side 1000° F to 1500° F. The 
high structural temperatures that may be 
achieved by aerospace vehicles produce signifi- 

1,000 TO 1,500 

3,000 

TEMF.,0F 
4,000 

2,500 

FIGURE 73-2.—Flight corridors for winged aerospace FIGURE 73-3.—Surface radiation equilibrium tempera- 
vehicles. tures for a reentry glider. 
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cant design problems. Of equal significance 
is the fact that highly nonuniform temperatures 
occur that produce severe structural deforma- 
tions and introduce thermal stresses. Temper- 
ature differences of over 1000° F are indicated 
between the lower and upper areas of the body. 
Because of such large temperature differences, 
new design approaches and special construction 
concepts are required. This paper is primarily 
devoted to design concepts required for struc- 
tures subjected to severe nonuniform tempera- 
tures. 

DESIGN CONCEPTS 

Design  Concepts for Primary Structure 

As may be expected, no single structural con- 
cept is applicable for the various types of 
winged aerospace vehicles of concern here. 
Figure 73-4 indicates two general approaches 
on which the structural design may be based. 
(See ref. 5.) Shown at the left is the hot-struc- 
ture concept in which the structure operates 
near the equilibrium temperature and supports 
applied loads adequately. The other concept 
labeled "protected structure" consists of a ther- 
mal protection system that maintains low struc- 
tural temperatures so that the imposed loads 
are carried by a relatively cold primary struc- 
ture. The hot structure avoids the difficult de- 
sign problems associated with the thermal 
protection system on the protected structure; 
however, other significant difficulties including 
materials and thermoelastic problems are intro- 
duced. The primary load-carrying structure 
associated with the protected-structure concept 
can be designed largely on the basis of existing 
technology associated with structures for cur- 
rent aircraft.   For this reason no further atten- 

HOT STRUCTURE 

PROTECTED STRUCTURE 

CORRUGATED WEB 

INSULATED STRUCTURE /SHIELD (1,800 °F) 
-FIBROUS INSULATION 
-PRIMARY STRUCTURE 

. CRYOGENIC INSULATION 
-TANK (-420 °F) 

MULTIWALL STRUCTURE 

PRIMARY STRUCTURE 

FIGURE  73^.—Structural  concepts  for  winged  aero- 
space vehicles. 

1,800 °F 

STRUCTURE 

-420 °F 

FIGURE 73-5.—Structural concepts for hypersonic air- 
plane.    Cryogenic fuel tank area. 

tion to the cold primary structure design is 
given. Further considerations of thermal-pro- 
tection systems with emphasis on heat-shield de- 
sign will be presented subsequently. 

The advantages and limitations of these two 
approaches have been the subject of numerous 
studies. (See ref. 6.) No clear choice exists 
between the two design concepts. The resulting 
designs are generally competitive weightwise 
and both concepts appear to be feasible. 

Structural Concepts for Cryogenic Fueled 
Vehicles 

Because vehicles that utilize cryogenic fuels 
pose unusual structural requirements, special 
considerations will be given here to possible 
design concepts. Two such concepts are indi- 
cated in figure 73-5. An insulated type of struc- 
tural concept indicated in the left-hand view 
consists of a heat shield that may be a super- 
alloy for temperatures up to 1800° F and re- 
fractory metal for higher temperatures, fibrous 
high-temperature insulation, primary structure, 
cryogenic insulation, and, lastly, the tank con- 
taining cryogenic fuel which is assumed in this 
case to be liquid hydrogen. The temperature 
of the primary structure is dependent in part 
on the relative thicknesses of the cryogenic 
and fibrous insulation utilized. A low primary- 
structure temperature appears desirable to take 
advantage of favorable material properties and 
to minimize thermal-expansion problems. This 
type of construction requires essentially three 
leak-tight shells including the internal hydro- 
gen tank, the primary structure to preclude 
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liquification of air that enters the cryogenic in- 
sulation area, and lastly, the heat shield to pre- 
vent trapping and freezing of moisture within 
the fibrous insulation area. 

In the right-hand view a multiwall design 
approach is indicated. This design is unique 
because the thermal-protection and load-carry- 
ing functions are combined into one integral 
component. The design consists of alternate 
layers of flat and dimpled sheets joined together 
by welding. The insulating effect is produced 
by the multiple-layer reflective sheets. This 
structural concept possesses several advantages 
over other approaches including effective utili- 
zation of different sheet materials to give opti- 
mum strength-weight ratios, possible improve- 
ment in structural reliability through integra- 
tion of the thermal-protection and load-carry- 
ing functions, improved resistance to dynamic 
pressures, and good protection against meteor - 
oid penetration. 

The full potential of the multiwall concept 
has not been established. It is anticipated that 
thermal stresses associated with the large tem- 
perature differences through the wall thickness 
may be a major problem. Development of ap- 
propriate methods of analysis are required, as 
well as experimental investigations to verify 
the analytical methods. 

Leading-Edge Approaches 

Various types of designs that are representa- 
tive of thermal-protection systems for leading 
edges of winged aerospace vehicles are indi- 
cated in figure 73-6. The nonmelting heat sink 
where some of the stagnation-region heat load 
is transferred rearward and then radiated rep- 
resents one of the important leading-edge con- 
cepts. Its characteristics are readily amenable 
to analysis (ref. 5) and this approach has re- 
ceived extensive theoretical study. The lead- 
ing edge of the X-15 research airplane is based 
on this approach. In the radiation approach, 
both metallic and ceramic designs are indicated. 
Recent advances in both coated refractory met- 
als and in oxide ceramics indicate that the 
radiation approach to leading edges is feasible. 
The leading edge of the X-20 Dyna-Soar is 
based on the metallic radiation approach. 

The internal cooling approach and the tran- 

HEAT SINK AND 
CONDUCTION 

METAL CERAMIC 

RADIATION 

INTERNAL COOLING TRANSPIRATION 
COOLING 

ABLATION 

FIGURE   73-6.—Leading-edge  approaches  for  winged 
aerospace vehicles. 

spiration and film cooling approach may be ex- 
pected to find application in some flight ve- 
hicles in which the shape of the edge must be 
accurately maintained during flight to achieve 
desired vehicle performance. Both of these 
concepts appear very promising; however, nei- 
ther concept is in an advanced stage of de- 
velopment. Further efforts will be required to 
permit their utilization in flight vehicles. The 
ablation approach is of considerable interest 
and may also be utilized. The change in shape 
that accompanies the ablation process however 
may lead to undesirable vehicle performance in 
some cases. All of these leading-edge ap- 
proaches appear to be feasible and are of cur- 
rent interest. No attempt will be made to com- 
pare these various concepts on a weight basis. 
In many cases, factors such as reusability, sim- 
plicity, and reliability will have important 
bearing on the type of approach utilized. 

Application of Construction Concepts for 
Nonuniformly  Heated  Structures 

Numerous construction concepts have been 
proposed to cope with severe nonuniform tem- 
peratures. These include corrugations, beads, 
and expansion joints. All of these approaches 
have been incorporated in a large structural 
model representative of a forward portion of a 
reentry glider. The model was fabricated at 
the Langley Research Center and was subjected 
to an extensive experimental investigation. 
(See ref. 7.) Figures 73-7 and 73-8 show the 
interior and exterior details of the model. 

Figure 73-7 shows the internal structure of 
a model 12 feet long.    The structure consists 
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of an approximately orthogonal arrangement of 
longitudinal beams and transverse frames. 
The loads from the exterior skin panels are 
transmitted to the transverse frames and the 
frames in turn transmit the loads to the two 
longitudinal beams. Corrugated shear webs 
are used in both transverse frames and longi- 
tudinal beams to resist shear loads and to per- 
mit differential thermal expansion between the 
top and bottom spar caps. Two different types 
of corrugations are utilized as shown. A con- 
ventional 60° corrugation was selected for the 
longitudinal beams and a special corrugation 
that permitted large flexibility at right angles 
to the transverse frames was selected for the 
transverse frames. 

An external view of the model showing the 
skin panels attached is presented in figure 73-8. 
The skin panels are attached to the outside 
flanges of the transverse frames. Expansion 
joints can be seen extending around the model 
at approximately 2-foot intervals. These ex- 
pansion joints as indicated consist of an omega- 
shaped metal strip that permits differential ex- 
pansion between adjacent panels and also 
provides a tie between the panels so that their 
shear stiffness can be utilized to provide tor- 
sional stiffness for the model. 

The skin panels as shown consist of two thin 
sheets seam-welded together. The external 
sheet is beaded lightly to stiffen it against local 
buckling and to preset a pattern for uniform 
deformation when thermal expansion is re- 
strained across the corrugations. The inner 
sheet consists of i^-inch flat 60° corrugations. 

This model has been subjected to numerous 

FIGURE 73-8.—Exterior view of structural model. 

loading and heating tests with test tempera- 
tures ranging up to 1600° F. No significant 
structural damage was observed. It thus ap- 
pears that the various structural concepts util- 
ized in the model are practical for coping with 
both loads and high nonuniform temperatures. 

Insulating  Heat-Shield  Concept 

If the anticipated temperatures for the skin 
panels exceed the desired use temperatures, a 
possible method for coping with the high ex- 
ternal temperatures is to provide a nonload- 
carrying insulating heat shield over the struc- 
tural panels. With the proper amount of in- 
sulation, the load-carrying structure can be 
maintained within the useful temperature range 
for the material. Many different heat-shield 
concepts have been proposed. In this paper one 
typical design concept is described. (See ref. 
8.) This typical design is indicated in figure 
73-9. The shield consists of a lightly corru- 
gated outer skin and then a layer of insulation. 
The primary structure is shown below the in- 
sulation. In the outer skin, nonuniform expan- 
sion is permitted to occur across the corruga- 

■■ LIGHTLY CORRUGATED 
SHEETMETAL 

FASTENERS 

HIGH-TEMPERATURE 
INSULATION 

FIGURE 73-7.—Interior view of structural model. 

PRIMARY STRUCTURE- 

FIGURE 73-9.—Heat-shield concept. 
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FIGURE   73-10.—Temperature-time   history   for   heat 
shield. 

tions by an increase or decrease in the amplitude 
or depth of the corrugations. In the other di- 
rection, expansion is permitted through the use 
of flexible supports at the ends of the corru- 
gated outer sheet. The problem that must be 
coped with satisfactorily is to support the outer 
skin adequately so that it will survive in the 
airstream and will accommodate the thermal 
expansion resulting from the large temperature 
differences between the shield and structure. 
The aerothermoelastic environment imposed on 
the heat shield is usually very severe, and stiff- 
ness requirements to prevent panel flutter may 
generally dictate the design. (See ref. 4.) Ade- 
quate and properly spaced fasteners between the 
shield and primary structure must be provided. 

The performance of a typical heat shield is 
shown in figure 73-10. The temperature-time 
history for the shield is shown. The upper 
dashed line (labeled "program") indicates a 
calculated temperature-time history for a point 
on the heat shield of a reentry glider. The ex- 
perimentally applied temperature was obtained 
by program-controlled quartz-lamp radiators 
that heated the 2-foot-square panel. The re- 
sponse of the underlying structure is indicated 
by the solid curves and the predicted response 
by the dashed curve. Methods for predicting 
structural temperatures under conditions such 
as these are well established and have received 
extensive theoretical study. The adequacy of 
the theoretical methods is evidenced by the 
satisfactory correlation between theory and 
experiment. 

This shield consisting of the outer corrugated 
sheet and attachment clips weighed approxi- 
mately 1 pound per square foot.   The insulation 

was quartz fiber 0.4 inch thick. Note that a 
temperature difference of approximately 1000° 
F existed between the shield and the internal 
structure during the period of maximum shield 
temperature. It is of interest to note that simi- 
lar shields have been subjected to supersonic 
airflow with dynamic pressures up to 3,000 
pounds per square foot and to noise environ- 
ment ranging up to approximately 160 decibels. 
The shields have withstood these environments 
successfully. 

OTHER FACTORS THAT INFLUENCE STRUCTURAL 
DESIGN 

The discussion thus far has focused on struc- 
tural designs for coping with the nonuniformly 
and highly heated vehicles. Several other fac- 
tors that have a pronounced effect on the struc- 
tural design will now be considered. These in- 
clude flutter, fatigue, and materials selection. 

Flutter 

Because it has an important bearing on struc- 
tural integrity, flutter is presently recognized 
as a critical problem area for winged aerospace 
vehicles. In this paper attention will be de- 
voted to only one aspect of the general problem 
of flutter, namely, panel flutter. Panel flutter 
is of particular significance for structural sur- 
faces of winged aerospace vehicles that are 
fabricated from thin sheets of high-strength 
high-density materials and are designed to 
carry small structural loads. It is recognized 
as a supersonic phenomenon, and several pres- 
ent-day aircraft have recently encountered 
panel flutter in flight at supersonic speeds. Let 
us consider the X-15 research airplane for a 
specific example. (See fig. 73-11.) The shaded 
areas, including the fairing panels along the 
sides of the fuselage and the vertical tail, have 
been affected and modified by considerations of 
flutter. (See ref. 4.) It was found that many 
of these panels required reinforcements as high 
dynamic pressures were explored in flight. 
Panels with corrugations normal to the airflow 
were particularly prone to flutter. In view of 
the importance of corrugations for exterior sur- 
face panels of aerospace vehicles, the first con- 
sideration is the influence of corrugation orien- 
tation relative to airflow on panel flutter. 
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2.4r 

TAIL PANELS 
FAIRING PANELS 

FIGURE 73-11.- -Flutter areas  on X-15 research air- 
plane. 

In figure 73-12 the panel-flutter parameter is 
plotted against the flow angularity. In this 
figure, 

L panel length 
terr effective panel thickness 
q dynamic pressure 
M Mach number 
E Young's modulus for panel material 
A flow angle measured in plane of panel relative to 

corrugation axes 

The predicted flutter boundary is indicated by 
the curve and several experimental results are 
shown by the symbols. When compared with 
theory, the experimental data are low. The pre- 
dicted flutter boundary was obtained from a 
four-mode solution of the orthotropic plate 
equation by assuming two modes in each of the 
orthogonal directions.   (See ref. 9.) 

Figure 73-12 demonstrates the strong influ- 
ence of flow direction on orthotropic panel flut- 
ter. A particularly large decrease in resistance 
to flutter is indicated by the theory for small 
changes in flow direction from the corrugation 
axis. For example, for a 15° deviation in the 
flow direction the dynamic pressure estimated 
to produce panel flutter is approximately one- 
eighth of the magnitude indicated for zero flow 
angularity. This sensitivity to small variations 
in flow angularity would be of concern for vehi- 
cles that operate through large attitude changes 
with accompanying large variations in flow di- 
rection over the structural panels. 

Attention will now be directed at two addi- 
tional parameters that have significant influ- 
ence on panel flutter.    These parameters are 
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FIGURE 73-12.—Effect of flow angularity on flutter of 
orthotropic panels. 

panel midplane stress and pressure difference 
across the panel. The influence of these param- 
eters will be discussed with the aid of figure 
73-13. The ordinate is essentially the same 
panel-flutter parameter shown in figure 73-12, 
and the abscissa is a differential temperature 
ratio. The temperature increase in the panel 
due to aerodynamic heating is denoted by AT 
and a reference temperature that is propor- 
tional to the buckling temperature for the panel 
is denoted by ATB. The parameter on the ab- 
scissa gives an indication of the magnitude of 
the midplane stress in the panel. The symbols 
represent flutter points obtained from a series 
of similar isotropic panels tested in a super- 
sonic wind tunnel. The open symbols establish 
the flutter boundary for the panels in a flat and 
unbuckled condition, and the solid symbols de- 
fine the flutter behavior when the panels were 
buckled.   Note that it is possible for a panel to 

FLUTTER 

DQ    Ap = 0.2T0 0.4PSI 

FIGURE 73-13.—Effects of midplane stress and differ- 
ential pressure on panel flutter. 
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remain flat and flutter free until some midplane 
stress is developed during the aerodynamic 
heating. The panel then flutters, and eventually 
flutter may stop when the panel is in a buckled 
condition. The data shown by the lower curve 
correspond to a pressure difference across the 
panel Ap equal to zero. The upper curve indi- 
cates test data for similar panels that experi- 
ence a pressure differential of 0.2 to 0.4 pound 
per square inch acting inward on the panels. 
This magnitude of pressure difference was suf- 
ficient to change the flutter boundary from the 
lower to the upper curve. In addition, the flut- 
ter mode changed from a standing-wave type 
for the lower boundary to a traveling-wave type 
for the upper boundary. Thus, a small pres- 
sure differential of approximately 0.2- to 0.4- 
pound per square inch was sufficient to produce 
a considerable change in the flutter mode and 
a change in the flutter boundary. 

Figures 73-12 and 73-13 have identified three 
factors that have significant effect on panel 
flutter. Theoretical predictions of panel flutter 
to date do not generally show close correlation 
with experimental results; however, valuable 
analytical contributions are being made at the 
present time. It is hoped that present studies 
will be continued to improve our understand- 
ing of the panel-flutter problem. 

Fatigue Aspects of Winged Aerospace Vehicles 

Fatigue is recognized as a potentially impor- 
tant factor in the design of all modern light- 
weight flight vehicles. The specific role of 
fatigue in the design approach for winged aero- 
space vehicles is not clear although it appears 
that certain aspects such as acoustic fatigue will 
be of major concern. Acoustic fatigue problems 
may arise from either powerplant or aerody- 
namic boundary-layer noise. Attention will be 
devoted to the latter. Very little information 
is available at the present time to characterize 
the boundary-layer noise associated with hyper- 
sonic flight. On the basis of a large number of 
experiments, it appears that boundary-layer- 
noise pressures on a vehicle are generally pro- 
portional to the local dynamic pressures. (See 
ref. 10.) Figure 73-14 indicates the surface 
pressure level of the boundary-layer noise in 
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FIGURE 73-14.—Boundary-layer noise pressure levels. 

decibels plotted against dynamic pressures that 
are of interest for winged aerospace vehicles. 
The solid line is given by the indicated equa- 
tion in which the term ^=2 is the mean-square 
value of fluctuating pressure and q is the dy- 
namic pressure. A structural-damage level line 
is indicated at 140 decibels by the dashed line. 
The location of this line on the ordinate depends 
on the type of structural design, the duration 
of the noise pressure, and other factors. 

The solid curve is derived mainly from ex- 
perimental data at subsonic speeds. Recent 
wind-tunnel and flight tests at supersonic speeds 
have indicated that the surface pressure level 
may be either higher or lower as indicated by 
the cross-hatched band. (See ref. 11.) Insuffi- 
cient experimental data exist, particularly at 
hypersonic speeds, to aid in establishing the 
proper relationship between these parameters; 
however, it is clear that boundary-layer noise 
increases with increasing dynamic pressure. It 
also appears that acoustic fatigue will become 
an increasingly severe problem for winged 
aerospace vehicles because of the use of high- 
strength thin-gage materials coupled with con- 
struction that will utilize large numbers of tiny 
weld joints that are potential sources for fatigue 
cracks. 

The second aspect of the boundary-layer-noise 
problem is associated with determination of the 
structural response and estimation of fatigue     ! 
life or damage.   Studies in this area are based     | 
largely on experimental data.   An example of 
structural fatigue damage that is determined     ; 
experimentally (ref. 12) is given in figure 73- 
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SPOT WELDS; 

Z-ST1FFENER; 

CORRUGATED 
INNER SKIN 

FATIGUE CRACK 
IN OUTER SKIN 

BEADED OUTER SKIN 

FIGURE 73-15.—Acoustic fatigue failure of corruga- 
tion-stiffened panel. 

15. This figure shows a corrugation-stiffened 
panel utilized in an acoustic fatigue study to 
establish weaknesses in the panel design. This 
particular panel consisted of a lightly beaded 
outer skin, a corrugated inner skin seam-welded 
to the outer skin, and Z-stiffeners seam-welded 
to the outer skin and spot-welded to the corru- 
gations. Acoustic fatigue tests were conducted 
at high noise levels for the purpose of deter- 
mining the locations and types of failures. The 
tests determined that initial failure occurred 
in the spotwelds attaching the inner skin to the 
Z-stiffeners. Skin cracks were also observed 
near the end of the panel in the vicinity of the 
seam welds attaching the outer skin to the 
Z-stiffener. The results indicated were obtained 
at room temperature. 

Figure 73-16 shows the results of a systematic 
series of acoustic fatigue tests that were made 
on corrugated-core sandwich panels fabricated 
from stainless steel. Sound pressure level is 
plotted against time to failure. Test tempera- 
tures of 450° F and 750° F are indicated on the 
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dashed curves. The panels were approximately 
15 inches square and were subjected to simul- 
taneous heating and noise environment. The 
width of the small horizontal bars indicates 
the uncertainty in the actual failure time of 
the panels. The test temperatures noted ad- 
jacent to the bars at the top of the figure indi- 
cate lifetime results obtained at different tem- 
peratures at 162 decibels. These results show 
that the life of the sandwich panels, as ex- 
pected, was influenced by the magnitude of the 
sound pressure level as well as by the tempera- 
ture. The ability to predict life of complex 
structural components does not exist at the pres- 
ent time and considerably more effort will be 
required to bring about a better understanding 
of this problem. 

Materials Influence on Structural Design 

Attention will now be directed to materials 
to indicate their influence on vehicle design. It 
is recognized that progress in materials has sub- 
stantial influence on design and performance of 
flight vehicles. Materials limitations are instru- 
mental in establishing temperature limits as 
well as strength and stiffness capabilities. Some 
of the materials problems that have direct bear- 
ing on structural vehicle performance will be 
reviewed. 

In figure 73-17 the variations of materials 
strength with temperature are indicated for 
several classes of structural materials of inter- 
est for winged aerospace vehicles. The data 
shown on the left apply to tensile strengths 
obtained from smooth specimens and the data 
on  the right were obtained  from specimens 
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FIGURE 73-16.—Effect of noise level and temperature 
on time to failure of truss-core sandwich panel. 
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FIGURE 73-17.—Strength of structural materials deter- 
mined from smooth or notched tensile specimens. 
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with external notches. (See, for example, refs. 
13 to 15.) The strength-density ratio is plotted 
against temperatures ranging from liquid 
hydrogen temperatures to 3000° F. Titanium 
alloys, stainless steels, superalloys, and refrac- 
tory metal alloys are shown. The shaded areas 
corresponding to each class of materials indi- 
cate the spread in tensile strength for various 
alloys within each class of materials. It ap- 
pears that the most efficient structural design is 
obtained at liquid hydrogen temperatures, pro- 
vided that it is possible to realize such 
high strength-density values. The indicated 
strength-density values will not be realized, 
however, because of the notch sensitivity of the 
material. 

The shaded areas on the right indicate the 
sharp notch strength which is a measure of the 
sensitivity of the material to high stress con- 
centrations or cracks. Data are shown only for 
titanium alloys and stainless steels. Note that 
at liquid hydrogen temperatures the sharp notch 
strength is approximately one-half of the 
smooth specimen strength. Information of this 
type on the superalloys and refractory metal 
alloys above 1000° F is practically nonexistent 
at present. The large decrease in strength at- 
tributed to sharp notches emphasizes the fact 
that high strengths of many materials cannot 
always be realized. It should be noted that 
strength data obtained from notched speci- 
mens appear useful for comparison purposes 
among various materials; however, the meth- 
ods for utilization of this information in vehicle 
design are not established at the present time. 
Further study of this problem appears to be 
warranted. 

A generally large materials effort is underway 
at the present time to determine the potential of 
refractory metals for aerospace vehicle applica- 
tions. Among the many problems that must be 
overcome, oxidation of the refractory metals at 
their desired use temperatures above 2000° F is 
perhaps one of the most serious. Figure 73-18 
indicates the progress that has been made in 
this direction. The times that coatings will 
protect refractory metals from oxidation under 
constant temperature conditions are indicated 
by the solid curves and under cyclic tem- 
peratures by the dashed curves.  (See, for exam- 
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FIGURE 73-18.—Life of coated refractory metal sheet 
under continuous or cyclic temperatures. 

pie, refs. 16 to 19.) Results are given for alloys 
of the four important refractory metals of in- 
terest, namely, tungsten, tantalum, molybde- 
num, and columbium. The curves represent a 
generally optimistic average of test information 
for several coatings including silicic, metallic 
or intermetallic, and ceramic types. With the 
exception of coatings for tungsten, several 
commercially available coatings will yield the 
type of results shown here. Coatings for tung- 
sten are generally in the laboratory develop- 
ment stage at the present time. 

These results indicate that present-day coat- 
ings can provide continuous protection of at 
least 1 hour at 3000° F to 100 hours at 2500° F 
and that an order of magnitude or greater de- 
crease in coating life is obtained under cyclic 
exposure conditions. The serious degradation 
that is obtained under cyclic temperature ex- 
posure has direct bearing on the reusability of 
refractory metal components in aerospace 
vehicles. Further efforts to improve coating 
performance, particularly under cyclic tem- 
peratures, appear to be warranted. 

One item of concern regarding utilization of 
coatings on refractory metals is based on the 
fact that the life of large complex structural 
components will generally be less than the life 
obtained from small materials coupons. This 
problem is indicated in figure 73-19. Figure 
73-19 indicates the test temperatures and corre- 
sponding life for coated molybdenum coupons 
and  coated corrugated-core sandwich panels. 
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FIGURE 73-19.—Comparison between life of coated 
molybdenum coupons and life of coated molybdenum 
sandwich panels. 

(See ref. 20.) The coating is a commercially 
available disilicide type. Life is denned as the 
time at test temperature during which the coat- 
ing protected the metal with no measurable evi- 
dence of oxidation. The circle symbols indicate 
test results from small square sheet coupons 
tested continuously in slowly moving air in an 
electrically heated furnace. In the temperature 
range from 2400° F to 2700° F, a coating life of 
approximately 20 hours was obtained. The 
square test symbols indicate the life of two 
coated structural specimens under similar test 
conditions. The structural specimens consisted 
of corrugated-core sandwich plates. The differ- 
ence in lifetime may be attributed to the diffi- 
culty of coating the sharp corners and recessed 
areas and to nonuniform expansion of various 
parts that may cause defects in the coating. 

Several other factors have an important bear- 
ing on the performance and reliability of coated 

refractory metals. These include protection af- 
forded by the coating under dynamic airflow, 
the performance of the coating under low pres- 
sure simulating high-altitude environment ac- 
companied by high temperatures, and a better 
understanding of the protective mechanism and 
the modes of failure of the various types of 
coatings. 

CONCLUDING  REMARKS 

To conclude this presentation, several re- 
search areas of particular importance to winged 
aerospace vehicles are noted and special prob- 
lems in these areas that require further work 
are indicated. Under structural concepts, fur- 
ther attention should be devoted to formula- 
tion of new concepts and to analytical study of 
structural systems that incorporate thermal- 
protection and load-carrying functions into a 
single component. Further study of methods 
for application of transpiration cooling to 
winged aerospace vehicles should also be pur- 
sued. With reference to aerothermoelasticity, 
analytical studies are required to bring about 
a better understanding of flutter of orthotropic 
panels under aerodynamic heating. Two prob- 
lems are noted under acoustic fatigue. These 
include characterization of boundary-layer 
noise at hypersonic speeds and development of 
approaches for establishing structural response 
and fatigue life. Under materials, the develop- 
ment of methods for application of notch- 
strength information to vehicles design, the im- 
provement of coatings, and better understand- 
ing of protective mechanism and modes of fail- 
ure of the coatings are of particular importance. 
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SUMMARY 

The technology for structural design of manned and 
unmanned planetary-entry vehicles is reviewed. Em- 
phasis is placed on the important features of these 
vehicles—the thermal shield and the landing system. 
Basic structural and material concepts are discussed 
in the light of applicable environmental conditions, and 
areas for further research are suggested. 

INTRODUCTION 

The technology for structural design of space 
vehicles whose mission includes a successful 
high-speed entry into ä planet's atmosphere has 
had a relatively short but eventful history of 
development. Knowledge has accumulated 
rapidly through the practical experience gained 
in the design and successful flights of vehicles 
such as the Mercury spacecraft and a number 
of smaller vehicles which preceded it. Flight 
requirements continue to expand in the direc- 
tion of higher speeds and longer and more com- 
plex   missions;   consequently,   new   materials 

and concepts of construction are still needed. 
In this review the primary emphasis will be 

placed on the unique feature of the entry vehi- 
cle—the thermal shield and its integration with 
structure—inasmuch as it accounts for an im- 
portant fraction of the weight and of the prob- 
lems in vehicle design. Because entry is not 
completed for most vehicles until a soft land- 
ing on a planet's surface has been made, cur- 
rent thinking regarding final letdown and im- 
pact will also be briefly reviewed. 

SYMBOLS 

A frontal area of vehicle 
CD drag coefficient 
QE acceleration due to Earth's gravity 
? heating rate 
Q heat load per unit area 
t time 
w total weight or weight per unit area 
wBYS system weight 
WvBH vehicle weight 
P density 
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GENERAL DESIGN CONSIDERATIONS 

Entry vehicles are conveniently divided into 
two basic types—the unmanned vehicle de- 
signed for a specific research purpose, and the 
considerably larger vehicle utilized for manned 
missions. The structural approach for each 
class varies because of differences in size, shape, 
and degree to which the internal environment 
needs to be controlled. 

Features of the unmanned class are shown 
in figure 74-1. Characteristically, they are 
ballistic bodies of relatively simple shape. The 
primary structure usually conforms to the 
aerodynamic outline and a layer of ablative 
material is bonded directly to it. In this man- 
ner internal volume is maximized and structural 
weight is held to a minimum. The principal 
structural complication is in the form of sensor 
and telemeter antenna installations. Windows 
which maintain transparency at specific optical 
and radio wave frequencies must be installed 
and are not always located in regions of low 
heat transfer. Such installations give rise to 
localized heating problems and require detailed 
thermal and stress analysis. 

With the vehicle for manned missions (fig. 
74-2), a much wider variation in aerodynamic 
configuration is encountered. They include the 
ballistic as well as the lifting shapes which pro- 
vide a wider entry corridor and a horizontal- 
landing capability. For this class of vehicles 
the primary pressure shell forming the cabin 
does not differ substantially from current aero- 
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FIGURE    74-1.—Construction    of    unmanned    entry 
vehicle. 

FIGURE 74-2.—Construction of manned entry vehicle. 

nautical practice except for the precautions 
taken to maintain leak tightness. It usually 
does not conform to the external lines and is 
protected against entry heating by a separate 
structural component commonly referred to as 
a heat shield. The space between the cabin and 
the heat shield is occupied by insulation, con- 
necting structure, and items of equipment which 
do not require storage in the controlled environ- 
ment of the pressure cabin. The hatch and 
window openings in the cabin require doors in 
the heat shield. These cutouts in turn must be 
fitted with hatches which can be opened and 
closed during a mission. The associated inter- 
ruptions in shield continuity are of concern dur- 
ing the entry phase. In addition, large sections 
of the shield may serve as a part of the land- 
ing-impact absorption system. Because of such 
features the heat shield can account for more 
than one-half the total structural weight of the 
vehicle. 

In the selection of materials and design cri- 
teria for these structures, consideration is given 
to a wide spectrum of environmental conditions 
from initial assembly to final impact. These 
considerations are illustrated in figure 74-3. 
Assembly and disassembly operations must be 
considered in the basic design concept because 
of the demonstrated need for ease of access 
through the structure for repair and replace- 
ment of internal components. Repair of dam- 
age associated with ground-handling operations 
is a consideration in the choice of materials, 
especially those used for the heat shield. 

The launch phase subjects the structure to a 
variety of vibratory and acoustic loadings. A 
review of these loadings may be found in ref- 
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FIGURE 74-3.—Vehicle design considerations. 

erence 1. The critical design values of aero- 
dynamic load are likely to be encountered 
during launch. This is particularly true for 
manned vehicles which are designed for safe 
abort during any portion of the launch phase. 
Possible degradation of the surface of the heat 
shield due to heating during ascent requires 
attention. 

An exposure to space environment for ex- 
tended periods places a number of constraints 
on material selection. (See ref. 2.) Of most 
concern is the response of the heat shield to 
micrometeoroid impact and its subsequent per- 
formance during entry. At least for missions 
of short duration, the heat shield is called upon 
to serve as the meteoroid bumper and its con- 
struction must reflect this requirement. For 
longer missions, an additional consideration in 
selection of materials will be the shielding they 
afford against ionizing radiation. 

The heat shield performs its primary design 
function during the entry phase. The severity 
and duration of heating and loading varies 
widely with vehicle type and trajectory (see 
ref. 3) ; consequently, a large number of ma- 
terial and structural concepts have evolved 
(refs. 4, 5, and 6). Proper selection of materi- 
als and prediction of their performance as mis- 
sion times and entry speeds increase is a large 
and challenging research task. 

After conclusion of the high-heating and de- 
celeration phase, vehicle terminal velocity is 
generally too high for a survivable impact on 
a planet's surface. Loads associated with de- 
ployment of a suitable letdown system and sup- 

port of an impact energy absorber contribute 
significantly to structural weight and to final 
structural arrangement. 

Integration of the design inputs arising from 
this sequence of environments has resulted in 
structural weights that currently range from 
30 to 55 percent of vehicle gross weight depend- 
ing on the mission. These percentages are ap- 
proximately twice those associated with aero- 
nautical structures and primarily reflect the 
penalty of the thermal shield required during 
the entry phase. 

HEAT-SHIELD PERFORMANCE 

A broad picture of the role that the thermal 
shield plays in determining the feasibility of 
future entry vehicles is presented in figure 74-4. 
Vehicle kinetic energy, heat-shield capability, 
and vehicle heat load, all expressed in Btu/lb, 
are shown as a function of entry velocity. The 
range of velocity shown must be considered if 
exploration of nearby planets is to be carried 
out. (See ref. T.) Of the tens of thousands of 
Btu's of kinetic energy possessed by each pound 
of the entering vehicle, the major portion is dis- 
sipated in heating the atmosphere with only a 
small fraction returning as a heat load on the 
vehicle surface. At the lower velocities heat 
transfer to the vehicle is primarily by convec- 
tion, whereas at the higher velocities radiative 
transfer from the highly heated shock wave 
contributes importantly. (See refs. 8, 9, and 
10.) 

The width of the heat-load band at a given 
velocity reflects differences in vehicle configura- 
tion and entry trajectory.    Vehicles entering 
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FIGURE   74-4.—Kinetic-energy   dissipation. 
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on ballistic trajectories encounter heat loads 
near the lower edge of the band, whereas vehi- 
cles flying lifting trajectories move higher in 
the band. Detailed knowledge of the heat load 
to be encountered by a given vehicle at the 
higher speeds is admittedly sketchy because of 
currently unresolved uncertainties in heat- 
transfer mechanisms. 

Heat-shield capability can be represented by 
a broad band encompassing the range from 
2,000 to 20,000 Btu/lb. That is, with currently 
known materials, each pound of heat shield can 
be expected to dispose of a certain amount of 
heat energy within this range while maintain- 
ing an acceptably cool vehicle interior for the 
duration of the entry maneuver. The diminish- 
ing separation between the bands of heat-shield 
capability and vehicle heat load suggests an 
increasing degree of difficulty in preserving a 
useful payload margin as entry speed increases. 
Observations of meteors in the Earth's atmos- 
phere reveal a greatly diminished chance for 
survival at speeds in excess of 55,000 fps. {See 
ref. 7.) Clearly, at the higher speeds, vehicles 
designed for minimum total heat transfer and 
utilizing the most advanced heat-shield tech- 
nology will be required if reasonable payload 
margins are to be preserved. 

Because of wide variations in the time his- 
tories of heat transfer to various vehicle types, 
it may be helpful to examine figure 74-5. The 
stagnation-area heating histories shown are 
typical for a research vehicle entering the 
Earth's atmosphere on a fairly steep ballistic 
trajectory and  for manned vehicles  making 
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FIGURE 74-5.—Typical heating histories. 
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shallow-angle entries at orbital and escape ve- 
locity. The associated differences in heating 
rate and heating time have a substantial influ- 
ence on the choice of shield material. 

In the process of screening applicable ma- 
terials and shield concepts for a given vehicle, 

"a constant heating-rate pulse is usually em- 
ployed. A desired constant total heat input Q 
can be obtained by varying the heating rate q 
and time t. The weight of material required 
to dispose of a given value of Q without sig- 
nificant penetration of heat to the shield interior 
side becomes a measure of shield performance. 

The relative performance of several shield 
materials (at constant stream enthalpy') is 
shown in figure 74-6. An inverse measure of 
shield weight Q/'W is plotted as a function of 
the imposed heating rate q. A break in scale 
is introduced to permit inclusion of the extreme 
heating rates associated with the higher speed 
entry problem. 

At heating rates below about 40 Btu/ft2-sec, 
the current limit of serviceability for nonablat- 
ing metallic surfaces, an insulating shield which 
disposes of heat by reradiation provides the 
best performance. (See ref! 11.) Because of 
fixed items of weight associated with construc- 
tion of metallic-surfaced heat shields, the effi- 
ciency of the system depends to a large extent 
upon the total heat load. In vehicle areas where 
low heating rates permit utilization of this type 
of shield, a performance of the order of 20,000 
Btu/lb can be achieved in a gliding entry of 
long duration. 

In the intermediate heating-rate range, a 
class of materials known as charring ablators 
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has proven to provide a highly efficient ther- 
mal shield. (See refs. 12 and 13.) The im- 
provement in their performance over a low- 
temperature ablator, such as Teflon, stems from 
the fact that their surfaces are forced to a high 
temperature by the insulating char layer formed 
during material pyrolysis. Thus, in addition 
to benefiting from the transpiration cooling 
provided by the gaseous products of pyrolysis, 
they dispose of a substantial fraction of the 
imposed heat load by reradiation from the hot 
surface. 

At extreme values of heating rates, a degra- 
dation in performance is estimated for both the 
charring and low-temperature ablators as 
shown by the extension of their respective 
curves in figure 74-6. A qualitative explana- 
tion for this reduction is that, at the entry con- 
ditions which generate these high rates, a large 
fraction of the heating is presumed to be by 
radiation from the-incandescent gas cap sur- 
rounding the vehicle. Under these conditions 
transpiration is less effective as a cooling mech- 
anism. (See ref. 14.) In addition, high aero- 
dynamic shear forces and thermal stresses may 
inhibit buildup of an insulative char layer on 
the charring ablators and thereby lead to mass 
loss rates more comparable to those for the low- 
temperature ablator. 

A promising candidate material for the high- 
heating-rate regime is graphite. (See ref. 15.) 
Its high latent heat of vaporization can be used 
to advantage without too great concern for its 
relatively high thermal conductivity which 
hinders application at lower heating rates. A 
number of uncertainties remain regarding the 
performance of graphite under high rates of 
radiant and convective heating, among which is 
possible mechanical removal of material by 
spalling from thermal stresses associated with 
extremely steep thermal gradients. Data on 
the actual values of the heat of vaporization 
over the applicable ranges of temperature and 
pressure also appear to be incomplete. (An 
analysis of the available data is given in ref. 
16.) For these reasons, the performance of 
graphite can only be estimated and is indicated 
by the shaded area shown in figure 74—6. 

A particular range of heating rates in which 
marked advances in heat-shield performance 
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FIGURE 74^7.—Performance of charring ablators. 

have been obtained in recent research is at the 
low end of the scale where conduction of heat 
through the shield to the interior is primarily 
responsible for the indicated dropoff in per- 
formance. This area is shown in more detail 
in figure 74-7. Available test data for low- 
density phenolic-nylon material were used to 
construct the indicated band. A sensitivity to 
stream enthalpy is noted with this charring 
ablator because of the high degree of vaporiza- 
tion obtained with nylon. 

In contrast, a high-density phenolic-glass 
shield showed negligible enthalpy sensitivity in 
the same tests and provided markedly shorter 
protection times because of its relatively high 
thermal conductivity. Eecent data gathered at 
one heating rate have revealed low-density 
shield compositions which show substantially 
higher performance. There is no reason to be- 
lieve that an end point in improvement has yet 
been reached. In this connection, it should be 
noted that large surface areas of manned entry 
vehicles are subject to heating rates in this low 
range where shielding performance depends 
greatly on the material's ability to perform as 
an insulator. 

A cross-sectional view of a high-performance 
shield is provided in figure 74-8. Here the 
ablative component of the shield is seen to pos- 
sess a cellular structure which provides a high 
resistance to heat flow through the thickness. 
Materials of this type have low strength and 
stiffness and are therefore confined in a fiber- 
glass honeycomb matrix for local reinforce- 
ment. Adequate bending stiffness is provided 
by attachment to a conventional honeycomb 
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SUPPORT 

'FIGURE 74-8.—Advanced shield design   (low heating 
rates). 

sandwich panel. The panel material and gage 
may be determined by the meteoroid impact 
problem as well as by stiffness or strength cri- 
teria. The indicated protective layer at the 
surface may be necessary to provide resistance 
to abrasion during ground handling and 
launch, and may be required in space to obtain 
desired values of reflectivity and emissivity. 
Investigation of variations of the general de- 
sign concept illustrated in figure 74-8 is a sub- 
ject of current research. 

GROUND RESEARCH 

The bulk of ground research performed on 
heat-shield structures to date has of necessity 
been rather narrowly oriented to direct support 
of specific vehicle projects. The situation is 
changing, but with few exceptions little data 
can yet be assembled from the open literature 
for general engineering design use. The type 
of work underway, however, is of interest, and 
some of it is indicated in figure 74-9. 
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FIGURE 74-9.—Ground research. 

Numerous organizations are conducting tests 
of materials and small structural samples in 
simulated entry environments. The electric arc- 
heated air jet in the power range of 1 to 10 
megawatts is the principal facility used for this 
simulation. Numerous problems remain in de- 
veloping this facility to its full capability, but 
steady advances are being made in the areas 
of increased stream enthalpy, Mach number, 
running time, model size, and control of stream 
chemistry. Facilities capable of combined con- 
vective and radiative heating simulation over 
certain ranges of heating rates are available at 
NASA Ames and Langley Eesearch Centers. 
(Seeref. 17.) 

Space environmental tests in which fabri- 
cated sections of heat-shield structure are sub- 
jected to the temperature distributions and 
cycles expected during a space journey are being 
made. Eadial and circumferential thermal 
gradients are varied to expose areas of failure 
due to thermal stresses. Adequate stress analy- 
sis is usually hindered by a lack of physical- 
property data for new shield materials and 
by the difficulty in accurately specifying the 
restraints offered by attachments between struc- 
tural elements. 

Some work has been accomplished on the 
response of shield structures to hypervelocity 
impact. Such tests need to be carried out at 
various temperature levels because of marked 
variations in the properties of polymeric mate- 
rials with temperature. Ground facilities for 
this purpose are still limited in the attainable 
impact velocity and maximum particle size. 

Inasmuch as the heat-shield structure can 
be required to transmit loads over considerable 
spans, the usual strength and stiffness tests and 
analysis must be performed. Again, the tem- 
perature level at which tests are carried out is 
important. 

In addition to the work illustrated, there are 
numerous research investigations (see refs. 18 
and 19 as examples) concerned with obtaining 
a basic understanding of these composite ma- 
terials in the many environments of concern. 
These investigations, however, still leave the de- 
signer short of a final proof test on a full-scale 
structure with rather complete environmental 
simulation.   Because of test-facility limitations, 
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'CHAR DEFECTS 
•DIMENSIONAL CHANGES 

•BLISTERING 

• BOND INTEGRITY 

UNREINFORCED HONEYCOMB 
REINFORCEMENT 

FIGURE 74-11.—Low-heating-rate problems. 

FIGURE 74-10.—Structural test specimens. 

completely satisfactory proof tests on the 
ground cannot yet be made, but a step in this 
direction has been taken in tests of small struc- 
tural models in arc-jet facilities. Two such 
models are shown in figure 74-10. 

The blunted cone is a one-third-scale model 
of a flight research payload. With this model 
the conical surface is the primary test area. 
This area is of sufficient size to study failure 
mechanisms associated with differential thermal 
expansion as well as the effect of discontinuities 
and joints in the ablative shield. The round- 
nose wedge is a water-cooled holder for a 5-inch- 
square test panel. The flat panel affords some 
economy in specimen preparation. Currently, 
such specimens are tested in a large-diameter 
subsonic arc jet. 

Views of 5-inch-square specimens tested to 
determine performance of charring ablators at 
very low heating rates are shown in figure 74- 
11. Characteristic problems revealed are vari- 
ous forms of char defects, gross dimensional 
changes due to thermal expansion, formation 
of blisters during escape of pyrolysis products, 
and destruction of the bond between the abla- 
tive layer and its supporting structure prior to 
complete pyrolysis of the ablator. The sam- 
ples displayed here illustrate the after-test ap- 
pearance of two materials—one without a rein- 
forcement, and one reinforced with a honey- 
comb. Among other benefits of reinforcement, 
it is seen that fissures in the char layer are con- 
fined to the honeycomb cell dimension. 

Figure 74-12 shows typical results of tests 
designed to explore the effects of various types 
of discontinuities in shield materials. The re- 
sult on the left illustrates the behavior of a ring 
of a noncbarring low-temperature ablator in- 
serted as an antenna window through a char- 
forming shield. The undercutting that was ex- 
hibited was considered undesirable in the full- 
scale flight vehicle, and a decision was made to 
use a heavier weight of the noncharring mate- 
rial for protection of the entire afterbody. 

A pattern of holes similar to that shown on 
the face of the smaller specimen in figure 74-12 
can arise from a need for electrical connections 
through the heat shield. Limited tests on a 
charring ablator have indicated that small holes 
are permissible, at least when located in areas 

FIGURE  74-12.—Shield discontinuities. 
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of low dynamic pressure and shear force. 
However, the general problem of defining the 
tolerance limits for a given shield material to 
discontinuities of various types, including dam- 
age caused by micrometeoroid impact, is one 
warranting much more detailed investigation. 

FINAL LETDOWN  SYSTEMS 

After an entry vehicle has passed through the 
primary deceleration and heating phase and a 
speed near the terminal value in a particular 
atmosphere has been reached, there remains 
the problem of decelerating to a safe touchdown 
speed. The horizontal landing mode, of course, 
implies an aerodynamically suitable design and 
some preparation of the landing site. For ar- 
bitrary landing terrain conditions, and for the 
unmanned class of vehicles, a vertical descent 
will continue to find favor. For this type of 
descent both the parachute and the rocket land- 
ing systems have been studied, and a comparison 
of their weights is shown in figure 74-13. 
Weight of these systems as a percentage of 
vehicle weight is given as a function of plane- 
tary characteristics which determine the ter- 
minal velocity of freely falling bodies. Values 
of this ratio or Venus and Mars are indicated 
along with the value for Earth. The "green- 
house model" atmosphere (ref. 20) for Venus 
was chosen. A final impact velocity of 30 fps 
was assumed for this comparison. 

Inasmuch as parachute-system weight (ref. 
21) is not entirely independent of vehicle size 
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FIGURE 74-13.—Letdown system weight.    Impact ve- 
locity, 30 fps. 

and weight, a 7,000-pound vehicle was arbi- 
trarily chosen for the calculation of parachute- 
system weight. As would be anticipated, 
parachute-system weight is highly sensitive to 
variations in planetary characteristics. Eocket- 
system weight depends in somewhat greater 
detail upon the exact kinetic and potential 
energy to be dissipated and the maximum decel- 
eration level. These considerations lead to a 
weight band for vehicles lying within the spec- 
ified limits of the aerodynamic drag parameter 
W/GDA and subject to a maximum deceleration 
of 10 Earth g's. 

The weight of letdown systems is seen to rep- 
resent a significant percentage of vehicle weight 
on planets such as Earth and Mars. For plan- 
ets like Mars with a low atmospheric density, 
it appears that a braking rocket could lead to 
the least weight system. For celestial bodies 
without an atmosphere, of course, it is the only 
choice. 

After deceleration to 30 fps prior to contact, 
a formidable problem in landing-gear design 
still remains when large differences in surface 
terrain are considered. Variations in landing- 
gear geometry is a subject by itself and cannot 
be adequately treated here, but it may be in- 
structive at least to look at the capability of 
those materials which either have been used, or 
have possibilities for use, as the energy-absorp- 
tion medium in various gear designs. Such a 
comparison is presented in figure 74-14. (See 
refs. 22 to 25.) 

Energy-dissipation capability is again pre- 
sented as Btu/lb with the energy absorbed in 

gAIR (IN LANDING BAG) 

iHYDRAULIC FLUID (IN SHOCK STRUT) 
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^^FRAGMENTING ALUMINUM TUBE 

llillCOMPRESSION OF ALUMINUM BILLET 
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-L. 
100 200 
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FIGURE    74-14.—Energy-dissipation    capabilities    of 
materials. 
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heating aluminum to its melting point used as 
a yardstick. The energy absorbed by the com- 
mon working media, air and hydraulic fluids in 
their confining structures, is seen to be quite 
small in relation to the work done in crushing 
or deforming solid materials. Honeycomb, 
strain-straps, and balsa wood have already been 
incorporated in vehicle-impact absorption sys- 
tems. The work done in fragmenting an alu- 
minum tube begins to approach that done in 
straight compression of an aluminum billet, and 
offers controllable values of decelerating force. 
Simple devices which give controlled fragmen- 
tation at predictable force levels have been 
developed. In view of the disparity between 
current capability and that which may be 
achievable, further research on impact absorp- 
tion appears to be warranted. 

CONCLUDING  REMARKS 

For heat shields, new concepts in materials, 
fabrication process, and integration with struc- 
ture are needed to cope with the wide variety of 
environmental conditions encountered in an ex- 
tended flight mission. Ultimately, ease of re- 
furbishment for successive missions will become 
an important requirement. 

Along with advances in concepts more atten- 
tion needs to be given to stress-analysis methods 
appropriate to shield materials and configura- 
tions.   The Droblem becomes more difficult when 

thermal degradation of material properties ac- 
companying the heating is included in the 
analysis. 

Research on space environmental effects on a 
variety of materials has been proceeding for 
some time but little information is yet available 
on the materials of particular interest in heat- 
shield construction. 

Response of materials to extreme rates of 
radiative heating needs to be explored in much 
greater detail. Also, shield design concepts 
which are effective in either reflecting or absorb- 
ing high radiant rates must be sought. 

Testing methodology for heat shields is de- 
veloping slowly. Research on techniques lead- 
ing to reproducible and more generally usable 
engineering data are needed. The source of 
this problem probably can be traced to the fact 
that standardization of test methods is difficult 
in a technology with rapidly changing require- 
ments. 

With respect to landing systems, concepts 
other than some form of parachute may be ap- 
propriate if a letdown to the surface of planets 
with lower atmospheric density is to be made 
efficiently. The use of braking rockets appears 
promising for manned vehicles but would pose 
numerous problems in unmanned missions. For 
these missions, more promise may lie in the de- 
velopment of highly efficient techniques for 
absorbing the energy of higher velocity landing 
impacts. 
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SUMMARY 

The factors which influence the selection of the 
configuration and design features of spacecraft are 
reviewed. The multiplicity of configurations which 
result for the various mission objectives are ex- 
emplified by selected vehicles representative of com- 
pact, deployable, and inflatable structures. Problems 
unique to the design of these configuration types and 
general problems associated with the launch environ- 
ment and space hazards such as vibrations, micro- 
meteoroids, and thermal balance are discussed. The 
paper concludes with a discussion of techniques for 
achieving sterilization, and summarizes the problem 
areas where further research appears timely and 
appropriate. 

INTRODUCTION 

During the past 5 years great strides have 
been made in space flight, and to date nearly 
100 spacecraft have been placed into orbit. The 
spacecraft launched during these flights varied 

substantially in mission, configuration, and size. 
All of them, however, had a common purpose—■ 
to furnish more and better information on the 
nature of the earth, the extraterrestrial bodies 
which surround it, and the hostile regions of 
space in between. 

Another thing in common among all these 
spacecraft is the fact that they represent the 
state of the art in man's capability to build effi- 
cient lightweight manned and unmanned struc- 
tures which have a high probability of with- 
standing the launch environment and yielding 
useful scientific data. It is the purpose of this 
paper to summarize this state of the art by 
reviewing some of the more important factors 
which influence the selection of spacecraft con- 
figurations and their structures, and to indicate 
problem areas in need of further study. 
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FACTORS  WHICH   INFLUENCE  THE   SELECTION 
OF SPACECRAFT CONFIGURATIONS 

The primary factor in the selection of the 
configuration of a spacecraft is its mission, and 
the complexity of the mission usually dictates 
the complexity of the spacecraft. As an ex- 
ample. Echo I, the 100-foot-diameter balloon 
shown in figure 75-1, is relatively simple since 
it was designed primarily to serve as a passive 
communications satellite and therefore needed 
only to provide a reflective surface for radio 
waves. The balloon was constructed of a thin 
Mylar film coated with vapor-deposited 
aluminum. It was launched on August 12, 
1960, and is still in orbit. During launch it 
Avas packaged in a sphere which had a diameter 
of 28 inches. 

FIGURE  75-1.—Echo  I (100-foot-diameter Mylar bal- 
loon). 

The Apollo lunar excursion module, illus- 
trated by the mockup shown in figure 75-2, is 
perhaps the best example of a complex space- 
craft. A vehicle such as this must provide man 
with transportation to and from the lunar sur- 
face. Consequently it must incorporate the 
necessary life support systems to protect him 
from the extreme vacuum and temperature 
environment, and it must be designed to land 
and take off from a surface having poorly 
defined properties. In the latter respect, the 
design of the landing gear is a critical factor. 

There are many other factors which have 
great influence on the selection of the configura- 

FIGURE 75-2.—Apollo lunar excursion module. 

tion, such as launch-vehicle capability, on- 
board power requirements, communication re- 
quirements, and thermal protection for those 
spacecraft which are designed to reenter the 
earth's atmosphere. 

MULTIPLICITY OF  CONFIGURATIONS 

The aforementioned requirements as well as 
the designer's preference result in a host of 
spacecraft configurations. Each of these con- 
figurations has its own advantages and inherent 
problem areas. It is possible, however, to 
classify spacecraft as they now exist into three 
rather broad types: compact, deployable, and 
inflatable. An attempt will be made in the fol- 
lowing paragraphs to point out some of the 
pertinent characteristics and problem areas of 
each type. 

Compact Spacecraft 

It is possible to design many spacecraft as 
compact units. Examples of such vehicles are 
Vanguard, Explorer, Tiros, and the Telstar 
spacecraft shown in figure 75-3. From the 
dynamicist's viewpoint, such designs are highly 
desirable because it is much easier to control 
their structural response during the launch 
phase. 

One of the more difficult problems with com- 
pact spacecraft is the provision of adequate 
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power in the allotted space for long-term opera- 
tion of scientific instruments. Another im- 
portant factor is thermal balance. 

Deployable Spacecraft 

The term "deployable spacecraft," as used 
herein, denotes those whose major components 
remain folded or constrained during launching 
and then are deployed to enable the spacecraft 
to perform its mission. There is little doubt 
that this class of vehicles represents those which 
have both the greatest versatility and the most 
difficult design problems. The Surveyor space- 
craft shown in figure 75-4 is a typical example. 

A brief look at such a spacecraft readily 
reveals a complex structure which consists of a 
combination of trusses, panels, hinges, plates, 
and so forth, and which is surely unlike any 
conventional airborne vehicle. In order to 
analyze such a structure to obtain its static and 
dynamic stresses and motions, one must resort 
to the fundamental concepts and develop the 
theory for each such vehicle.    It is apparent FIGURE 75-3.—Telstar spacecraft. 

FIGURE 75-A.—Surveyor spacecraft. 
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that such structures are highly redundant and 
contain many degrees of freedom, a combina- 
tion which makes dynamic analysis a difficult 
task. 

Another good example of a deployable space- 
craft is Nimbus, shown in figure 75-5. This 
spacecraft can be used to illustrate several key 

FIGURE 75-5.—Nimbus spacecraft. 

structural design problems. The first of these 
is associated with the large solar panels which 
are necessary to provide the on-board power re- 
quired. Whereas some spacecraft, such as those 
used to measure cosmic dust and radiation, may 
be space oriented, others designed to continually 
monitor a target must be oriented toward the 
earth or the planets. Nimbus, which is designed 
to photograph the earth's surface and cloud 
cover, is earth oriented, and consequently the 
solar panels are rotated relative to the remainder 
of the spacecraft once during each orbit in order 
to remain essentially perpendicular to the sun. 
This is necessary to maximize the absorption of 
solar energy by the panels. The need for panel 
rotations, together with the need to fold the 
panels for launch, introduces moving parts and 
associated mechanisms which inherently reduce 
spacecraft reliability. 

Nimbus may also be used to illustrate the ap- 
plication of closed-cycle pneumatic shutters for 
temperature control of critical instrumentation 
components—in this case the instrumentation 
in the sensor ring at the base of the spacecraft. 
As the temperature in the compartments in- 
creases above the desired levels, the shutters 

open automatically and the heat is radiated to 
space. 

Inflatable Spacecraft 

Perhaps the best known example of an inflat- 
able spacecraft is Echo I (shown in fig. 75-1). 
Currently NASA is in the process of developing 
a so-called rigidized balloon which will be 135 
feet in diameter. This balloon, known as Echo 
A-12, is shown in figure 75-6. The skin is a soft- 
aluminum Mylar sandwich.    The rigidization 

FIGURE 75-6.—Echo A-12 (135-foot-diameter rigidized 
balloon). 

process consists of stressing the aluminum in the 
shell beyond the yield point during inflation 
so that the wrinkles formed during the manufac- 
turing and folding process (it is stored during 
launch in a spheroid having a maximum diame- 
ter of 40 inches) are permanently removed. 
Such techniques require careful control of the 
pressures involved and necessitate the use of 
sublimating materials such as benzoic acid. 

DESIGN  CONSIDERATIONS AND  PROBLEM 
AREAS 

Previous sections of this paper have presented 
a general discussion of some of the factors which 
influence the selection of spacecraft configura- 
tions and indicated some of the general problem 
areas. Subsequent sections are devoted to a 
more detailed study of problem areas and some 
of the design concepts which have been used or 
proposed for their solution. The first item to be 
discussed is inflation. 
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Inflation 

During the first vertical test shot of the 135- 
foot balloon, it failed during the unfolding 
process. Subsequent analyses indicated that the 
rate of inflation was probably too high to allow 
the thin skin to carry the inertia loads imposed 
by the unfolded portions and the attached bea- 
con and solar-cell modules during inflation. 
The analysis and associated tests also indicated 
that, had the balloon withstood the initial un- 
folding conditions, it probably would have 
failed during the final phase of inflation when 
the skin had to arrest the 6-pound beacon assem- 
bly, which would then have been traveling at a 
velocity estimated at about 70 feet per second. 

As a result of these analyses, which involved 
the solution of transient stresses in a highly 
nonlinear membrane, and the associated tests, 
a system of patching reinforcements was 
evolved and applied to the balloon. These re- 
inforcements, plus a reduction in the rate of in- 
flation to achieve a final velocity of about 40 
feet per second during the final phase of in- 
flation, resulted in a spacecraft which inflated 
satisfactorily during the second vertical test 
shot. 

Additional research is necessary to improve 
inflation techniques and to define adequately 
the dynamics and associated forces during the 
inflation process. 

Lightweight Structural  Components 

The continued development of materials and 
fabrication techniques which possess high 
strength-to-weight ratios and can withstand the 
space environment is necessary to maximize 
spacecraft capabilities. The need for high- 
strength lightweight structural panels for sup- 
port of solar cells is illustrated by inspection 
of any of the current types of spacecraft, par- 
ticularly the deployable configurations such as 
Surveyor and Nimbus. In the construction of 
solar panels, for example, it is extremely de- 
sirable to have high rigidity per unit weight 
to provide adequate support for solar cells. As 
a result these structures are being constructed 
of honeycomb sandwiches. Although the cur- 
rent technology for the construction of uniform 
sandwich panels is good, the technology for con- 
structing tapered panels with various joints and 

cutouts leaves much to be desired as evidenced 
by joint and bonding failures in recently con- 
structed hardware. Both joint formation and 
bonding are subject to improvement by further 
study. As an example, the weights of adhesives 
in some recently constructed sandwich beams 
and panels constituted from 2 to 14 percent of 
the total weight. 

In recent years, considerable attention has 
been given to the development of waffle-stiffened 
panels which are formed by chem-milling, ma- 
chining, rolling, and forging processes. Fig- 
ure 75-7, taken from reference 1, showsthe rela- 
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FIGURE 75-7.—Weight-strength comparisons for alumi- 
num-alloy shells in bending. 

tive weights of such structures when used as 
cylinders to carry bending loads. The specific- 
weight index is shown as a function of a struc- 
tural index which is proportional to the bend- 
ing moment divided by the third power of the 
radius. The object, of course, is to design a 
cylinder so that the allowable bending strength 
approaches the compressive yield strength. 
The results of the theoretical study shown in 
figure 75-7 indicate that the sandwich is sub- 
stantially superior to the waffle as well as to 
other types for low values of the stress index. 
However, recent experimental results indicate 
that shells with skin-stringer stiffeners may be 
designed to be more competitive than indicated 
by the figure. 

Launch  Environment 

All types of spacecraft are subject to the 
severe shock and vibration environment im- 
posed during the handling and launch phases. 
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The general problem is discussed in some de- 
tail in the literature, reference 2 for example. 

The major sources of vibratory forces during 
launch are as follows: 

Engine-ignition shocks 
Pulsations of engine thrust 
Turbine chugging 
Rocket-engine acoustic pressures 
Boundary-layer noise 
Fuel sloshing 
Control forces 
Nonstationary aerodynamic forces 
Unbalance of spinning components 
Engine burnout and staging shocks 

These nonstationary forces generally have a 
more pronounced effect on deployable space- 
craft because of the fact that the effective 
lengths of the structural elements between sup- 
ports for these vehicles are such that the na- 
tural frequencies of the spacecraft generally 
correspond to the high-energy input frequen- 
cies. The conditions of resonance which result 
lead to high-amplitude structural responses, 
high stresses, and excessive accelerations of the 
on-board scientific instruments. 

An example of the complexity of the prob- 
lem is shown by figure 75-8, which presents the 
frequency responses of a y2-scale dynamic 
model of the Nimbus spacecraft. The curves 
show the amplification factor, which is the ratio 
of the motion at the bottom of the paddle to the 
motion provided by the exciter to the base of 
the spacecraft, as a function of excitation fre- 
quency.   The upper curve is for paddles which 

EPOXY CEMENT 

AMPLIFICATION   4 
FACTOR 

DAMPING 
TAPE 

10     20     30    40     50    60     70 
FREQUENCY, CPS 

are formed by bonding aluminum sheets to a 
balsa filler by use of conventional epoxy cement. 
The lower curve is for the same basic type of 
construction except that the bonding material 
was replaced by a viscoelastic damping tape. 
The data emphasize three significant points. 
The first is that very high amplifications do 
often exist for such structures. The second is 
the existence of many structural resonances over 
a narrow frequency spectrum which extends to 
quite low frequencies. The third is that the 
response of such structures to nonstationary 
forces can be substantially improved by use of 
damping materials wherever possible. 

The excitation forces are generally random 
functions of time with associated wide-band 
frequency spectrums as illustrated by the esti- 
mated sound pressure levels in the vicinity of 
the pay load of the C-5 launch vehicle. Figure 
75-9 shows the sound pressure levels outside 
the payload shroud as a function of frequency 
in octave bands. These fluctuating pressures, 
which result from boundary-layer buildup and 
flow breakdown around the shroud, have esti- 
mated peak values of approximately 157 deci- 
bels and result in an overall noise level of about 
162 decibels. 
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FIGURE  75-8.—Frequency  response  of  Nimbus  solar 
panels (%-scale dynamic model). 

I02 I03 
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FIGURE 75-9.—Estimated aerodynamic noise pressure 
levels around payload of C-5 at maximum dynamic 
pressure. 

The estimated maximum sonic-induced vi- 
brations of a C-5 payload which would result 
from the acoustic pressures in figure 75-9 are 
shown in figure 75-10. These vibrations, which 
may be considered to be applied to the mount- 
ing base of the spacecraft, are of the order of 
8g at frequencies above 100 cps. This is also 
the order of magnitude of the vibration levels 
imposed on spacecraft by other launch vehicles. 
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FIGURE 75-10.—Estimated maximum sonic-induced vi- 
bration around payload of C-5 at maximum dy- 
namic pressure. 

The design of a complex spacecraft, to with- 
stand the vibration environment is definitely 
not an easy task, but certain basic ground rules 
may be employed to good advantage. The first 
objective should be to isolate the spacecraft, or 
the critical components thereof, from the launch 
vehicle to minimize resonant responses of the 
spacecraft to high-frequency input motions. It 
is significant, in this respect, that the inputs to 
the spacecraft are primarily motion inputs and 
not force inputs. 

The second objective is to introduce adequate 
damping into the structure by use of structural 
members which are inherently damped by in- 
corporation of viscoelastic materials. Addi- 
tional damping may then be applied as required 
by the use. of discrete dampers. 

The third objective, which should be started 
early in the spacecraft design phase, should be 
to determine the general dynamic or frequency 
response of the spacecraft by tests of simpli- 
fied dynamic models, and to determine the fre- 
quencies and mode shapes of the principal nat- 
ural modes. A knowledge of the mode shapes 
will indicate areas where distributed and con- 
centrated damping forces may be applied to 
best advantage. It will also indicate nodal 
points where sensitive components may be in- 
stalled for minimum response at critical fre- 
quencies. Dynamic-model tests have been em- 
ployed to advantage for studying aircraft dy- 
namics for many years and there is good rea- 
son to believe that they are equally applicable 
to spacecraft. 

Several research areas which appear fruitful 
suggest themselves.    These include the devel- 

opment of efficient lightweight structural ma- 
terials having high fatigue resistance and struc- 
tural damping, the development of analytical 
procedures for analysis of complex structures, 
and—perhaps of greatest importance—the de- 
velopment of highly compact and reliable in- 
strumentation for the acquisition of in-flight 
vibration and acoustic environmental data. 

Micrometeoroids 

Any spacecraft which is designed to operate 
outside the earth's atmosphere for an appreci- 
able length of time is subject to damage by 
micrometeoroids. The magnitude of the prob- 
lem in terms of the flux and associated energies 
is presented by Davis in paper no. 67 of this 
compilation (ref. 3). During the past few 
years three general lines of research activity 
have been followed to obtain solutions to the 
micrometeoroid problem. The first consists of 
measurements of the flux by placing impact 
sensors on spacecraft. The second consists of 
the determination of the magnitude of the haz- 
ard associated with this flux by laboratory im- 
pact experiments with hypervelocity guns. The 
third, related to the second, consists of studies 
to evolve spacecraft structures which have a 
high probability of surviving anticipated 
micrometeoroid impacts. 

The state of the art for solutions to the micro- 
meteoroid problem is perhaps best illustrated 
by examining methods proposed recently for 
constructing a possible manned space station, 
shown in figure 75-11. This space station, in 
its deployed configuration shown on the left, 

SOLAR-CELL PANELS 

LIVING 
MODULES 

DOCKING FACILITY 

TELESCOPING 
ACCESS SPOKE 

APOLLO-TYPE 
FERRY VEHICLE 

FIGUKE 75-11.—Proposed manned space station, 
ameter, 150 feet; area, 17,000 square feet. 

Di- 
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has a diameter of 150 feet, an exposed area of 
about 17,000 square feet, and an assumed launch 
weight of about 170,000 pounds. (See ref. 4.) 
As a result of basic research studies, which show 
the desirabili+v of utilizing a micrometeoroid 
bumper, Zenüer and Davidson (ref. 5) have 
suggested the structure shown in figure 75-12 
for the tubular modules of the space station. 
The fundamental feature of this structure is 
the apportionment of basic structural materials 
in three layers, the outermost layer having a 

^POLYURETHANE 
1 FILLER    ~^- 

METEOROID 
BUMPER 

I IN. 

2 t/5 

ALUMINUM HONEYCOMB CORE 

TOTAL THICKNESS, t, IN. 
MINIMUM, 0.040 
MAXIMUM, 0.125 

FIGURE 75-12.—Basic structure of space-station module. 

thickness of t/5 and the other two layers each 
having a thickness of 2t/5. With this arrange- 
ment, the outer skin and filler serve as an im- 
pact bumper which breaks up the impacting 
body into smaller parts and effectively disperses 
the material over an area sufficient to reduce 
substantially the pointwise impact loads on the 
honeycomb sandwich, which is the primary 
load-carrying structure. The two thicknesses 
required are those which would yield a 50-per- 
cent probability of no penetrations per year of 
the entire space station according to the current 
low and high estimates of the flux. 

The importance of developing adequate tech- 
niques for sealing micrometeoroid punctures in 
manned spacecraft is illustrated by figure 75- 
13, which shows the relative weight of the shell 
of the space station under discussion as a func- 
tion of the probability of exceeding N punctures 
per year. Note that for a given probability of 
exceeding N punctures in a year, the weight 
drops sharply as the number is increased from 
0 to 5. Note also that if the design is such 
that there is a 50-percent probability that no 

RELATIVE 
WEIGHT 

.5 .05 .005 
PROBABILITY OF EXCEEDING N PUNCTURES 

FIGURE 75-13.—Effect of allowed number of punctures 
per year. 

punctures will occur in a year, the probability 
of exceeding 5 punctures per year will be very 
small. 

Thus it appears that research in several areas 
needs to be continued to optimize solutions to 
the micrometeroid problem. These include 
better definition of the flux, development of 
techniques for accelerating particles to micro 
meteoroid velocities for laboratory impact tests 
(current laboratory techniques yield velocities 
which approximate only the lower threshold 
of micrometeoroid velocities), and the develop- 
ment of reliable techniques for sealing punc- 
tures. 

Life Support 

A great deal of study is now being given to 
the establishment of the necessities for sup 
porting man in space and to the development 
of necessary hardware. The basic areas of 
concern are summarized in reference 6. These 
include carbon dioxide removal, oxygen sup- 
ply, water reclamation, food supply, and waste 
disposal. Since the problem areas are not pri- 
marily structural design, the discussion of the 
problem is limited here to the observation that 
the life support systems which meet these re 
quirements must also endure the severe shock 
and vibration environments during launch. 

Thermal  Balance 

The maintenance of spacecraft structures at 
approximately earth ambient temperatures dur- 
ing flight is currently achieved by two princi- 
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pal methods. The first consists of applying 
various types of coatings such as gold leaf, gold 
plate, or corrosion-resistant paints to the sur- 
face to control the ratio of the heat absorbed by 
the structure to the heat rejected or reradiated 
to space. This is the reason for the spots on 
the 12-foot balloon shown in figure 75-14. This 
balloon, known as Project Beacon, was launched 
into orbit to measure atmospheric density in the 
ionosphere. 

FIGURE 75-14.—Project Beacon (12-foot-diameter My- 
lar balloon). 

The second method, which consists of pro- 
viding shutters over critical temperature areas, 
was described in connection with Nimbus. 

From the research point of view, one of the 
most interesting aspects of thermal control is 
the development of materials which become 
thermal radiation absorbers at low tempera- 
tures and thermal radiation reflectors at high 
temperatures. The coating of a reflective sur- 
face with paraffin is an example. When the 
temperature of the surface is below the melting 
point of the paraffin, the surface is opaque and 
absorbs radiation. However, when the par- 
affin melts, it becomes clear and the incident 
radiation passes through the film and is re- 
flected by the subsurface. The development of 
better lightweight, reliable coatings or other 
adequate simple procedures for thermal bal- 
ance is surely a matter of high priority. 

Spacecraft Power Systems 

There are several ways to obtain power for 
operation of on-board spacecraft systems. The 
literature (refs. 7 to 9, for example) contains 
summaries of the potential capabilities of var- 
ious systems. 

Battery systems may be considered competi- 
tive for spacecraft power requirements meas- 
ured in terms of hours, and for orbital vehicles 
which operate while in the earth's shadow re- 
chargeable batteries may be necessary to supply 
a continuous source of power. However, for 
spacecraft operation times measured in terms 
of months or years, either a means must be 
provided to absorb energy from solar radiation 
and convert it into electricity, or some form of 
nuclear system must be considered. The solar- 
cell system is the only one which is advanced to 
the point of being readily available. This is 
the reason for the dominant arrangement of 
solar panels on current spacecraft. A number 
of small solar-cell systems have been employed 
with good success in spacecraft, and systems 
having a capacity of about 500 watts are now 
under development. 

The current state of the art in the develop- 
ment of spacecraft power systems may be sum- 
marized by the fact that, for an earth-orbiting 
spacecraft, an average of about 200 square feet 
and 200 pounds of solar panels are required for 
the generation of 1 kilowatt of power. Nickel- 
cadmium batteries for electrical storage aver- 
age about 250 pounds per kilowatt-hour. 

The lightweight concentrator concept looks 
promising for future long-range spacecraft 
such as those to go to Venus and Mars. Figure 
75-15 shows five of the many types of solar col- 

FRESNEL INFLATABLE ONE PIECE 

PETAL UMBRELLA 

FIGURE  75-15.—Types" of  solar collectors. 
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lectors which are now being considered. All of 
these employ aluminum reflector surfaces and 
have been developed to the point where quanti- 
tative data are available to evaluate their capa- 
bilities. (Seeref. 10.) Figure 75-16 shows the 
specific power, measured in watts per pound, 
for the models which have been constructed and 
tested to date, and the umbrella and inflatable 
collectors appear substantially better than other 
types in this respect. There are other factors 
such as absorber temperature, however, which 
are also significant. 
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0 1,000       2,000      3000      4,000 
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FIGURE 75-16.—Characteristics of solar collectors. 

All of these collectors pose problems in pack- 
aging for launch and deployment in space to 
maintain the desired geometry for efficient 
energy absorption. Much work in this area re- 
mains to be done. 

Radiation 

During the past few years a great deal of 
study has been given to the free-space and 
trapped radiation which surrounds the earth. 
This subject is presented in some detail in ref- 
erence 3. Since this is primarily a materials 
problem, the reader is referred to that paper 
for a summary of the state of the art on the sub- 
ject. It should be pointed out, however, that 
the high weight of shielding necessary to pro- 
tect man from the radiation in the Van Allen 
belts or from major solar-flare radiations is a 
difficult problem. Other means for shielding 
the spacecraft, such as the establishment of 
strong electromagnetic fields to deflect the radi- 
ation, have not progressed to the point where 
they appear promising. The better approach 
currently is to avoid the radiation belts and 

select flight times which correspond to minimum 
solar-flare activity. 

Lubrication in Space Environment 

Another problem area, particularly pertinent 
to deployable spacecraft, is lubrication. Since 
common lubricants which have hydrocarbon 
bases are highly volatile and tend to oxidize or 
freeze in the space environment, other types 
must be employed (ref. 11). In general, liquids 
which will stand up in space are poor lubricants. 

One of the better methods of lubricating ball 
bearings is to encase them in a retainer ring of 
fiber-glass-reinforced Teflon, impregnated with 
molybdenum disulfide, and let them run dry. 
(See refs. 12 and 13.) Keference 14 presents 
a good summary and bibliography.on the use 
and limitations of inorganic dry lubricants. 

Another method of achieving dry lubrication 
consists of metal plating. Reference 14 indi- 
cates that good results have been obtained for 
ball bearings plated with either gold or silver 
in that lifetimes of several hundred hours have 
been achieved at vacuum levels of the order of 
10-7 torr. 

Another related problem for flights involving 
long exposure to the space vacuum is the pos- 
sibility that the oxides and nitrides which pro- 
hibit seizure during contact of mating parts 
during atmospheric exposure may boil off in 
space and permit vacuum welding to take place. 
The results of studies presented in reference 15 
and elsewhere indicate that this is a definite 
possibility and should be further investigated to 
assure the possibility of achieving separation 
of spacecraft components as required. 

STERILIZATION 

The NASA has a policy which requires that 
any spacecraft having a significant probability 
of encountering an extraterrestrial body be ster- 
ilized to a level of severity and length of time 
necessary to kill all living entities. This policy 
is maintained because of concern over the pos- 
sibility of contaminating extraterrestrial bodies 
with earth life or prelife forms and the con- 
tamination of earth with extraterrestrial life 
forms. Although it is not expected that life 
will be found on the moon, there is the possibil- 
ity that the scientific opportunities for study 
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of cosmic materials may be substantially com- 
promised by pollution of the lunar atmosphere 
and surface. In the case of Mars and Venus, 
there is a possibility that a nutrient environ- 
ment adequate for the support of biological life 
exists, which could result in an exponential 
growth of transplanted organisms. The im- 
plications of such contamination are certainly 
a matter of concern to United States scientists 
and, according to reference 16, are also of con- 
cern to Soviet scientists. Further consideration 
of these implications is beyond the scope of 
this paper; however, appropriate discussions 
may be'found in references 17 to 19. The pri- 
mary objective here is to point out the require- 
ment for sterilization, to enumerate methods 
for its achievement, and to indicate some of the 
associated problem areas. 

It may be thought that the extreme environ- 
ments of flight to the moon or planets, such as 
ultraviolet radiation from the sun, the high 
vacuum of space, and the extreme temperatures 
and gas environments of the surface, are such 
that adequate sterilization is inherent. As 
pointed out in reference 17, such is not neces- 
sarily the case and positive steps to achieve 
preflight sterilization are indicated. 

Procedures for sterilizing spacecraft may be 
summarized as follows: 

(1) Heat soak at 125° C for 24 hours 
(2) Expose to y radiation at 107 roentgens 
(3) Use liquid sterilizing additives to non- 

metallic components 
(4) Use surface sterilizing agents 
(5) Conduct assembly operations in sterile 

environment 
(6) Expose to mixtures of ethylene oxide 

and Freon-12 gases 
Each of these methods suggests compromises 
which must be considered in the selection of 
spacecraft materials and techniques of fabrica- 
tion and assembly. 

All known living organisms are destroyed 
by exposure to dry steam at 160° C for 20 min- 
utes. Since structural deficiencies of many 
spacecraft materials occur under these condi- 
tions, a compromise to 125° C for 24 hours is 
selected, which still may be too severe for many 
materials employed in bonding agents, seals, 
semiconductors, and batteries. 

A second approach is to subject the spacecraft 
components to y radiation dosages of 107 

roentgens. Such radiation dosages, however, 
are known to be destructive to some plastics. 

In the construction of spacecraft structures, 
it is particularly desirable to use substances 
such as sporicidal resins and to avoid substances 
of biological origin such as casein glue and 
shellac. 

The addition of liquid sterilizing agents to 
nonmetallie components can be used to prevent 
the entrapment of live microorganisms during 
potting and molding processes. Similarly, 
liquid sterilizing agents may be used in local 
assembly areas such as bolt and rivet holes 
which may be sealed during the assembly proc- 
ess and therefore not be reached during the 
final overall sterilization process. During im- 
pact on the lunar and planetary surfaces, such 
areas may be exposed by structural failures 
which may have no destructive effects on living 
microorganisms. 

Among the more effective and readily ap- 
plied means of sterilization is the conduction 
of assembly operations in a sterile environment, 
followed by exposure to ethylene oxide and 
Freon-12 gas mixtures for a period of about 
6 hours. After the sterilization process, the 
spacecraft or its components may be stored in 
metallic or plastic containers under continuous 
partial pressures to preserve sterility until 
launch. This technique is discussed in detail 
in reference 20 and the appendix of reference 
19. 

CONCLUDING  REMARKS 

Several factors which influence the design 
of spacecraft have been pointed out and some 
of the problems have been discussed. The ma- 
jor areas in which basic and applied research 
would be particularly timely and appropriate 
are as follows: 

(1) Advanced configurations 
(2) Inflation dynamics 
(3) Dynamic response during launch 
(4) Micrometeoroid flux and shielding re- 

quirements 
(5) Thermal balance 
(6) Radiation 
(7) Lubrication and vacuum welding 
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(8) Sterilization radiation and micrometeoroids.    Particular at- 
It should be noted that these problems include tention should be given to a more accurate eval- 
the need for additional and better facilities for uation of the natural levels of these hazards in 
simulation and study of space hazards such as the space environment. 
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