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Foreword 

The International Conference on Phenomena in Ionized Gases (ICPIG) has been 

held every two years and covers nearly all aspects of phenomena in ionized gases. 

In 2003, the 26th conference is taking place in the centre of the Hanseatic city of 

Greifswald, located near the Baltic Sea. It is now 50 years since the first ICPIG 

conference was held in Oxford in 1953. The conference arrangements have been pre- 

pared by the Local Organizirig Committee (LOG) in cooperation with the Institute 

of Physics of the Ernst Moritz Arndt University, the Institute for Low-Temperature 

Plasma Physics and the Max Planck Institute for Plasma Physics, Greifswald branch 

institute. 

More than 400 scientists are expected to attend this conference from various coun- 

tries, and about 400 important papers on various topics will be presented. 

We would like to acknowledge the contributions of all cooperative individuals and 

organizations, and also to all participants form various countries. 

This set of four volumes contains invited papers for oral presentation and the contri- 

buted papers which were reviewed by the Local Organizing Committee in cooperati- 

on with the national advisory board and accepted for presentation in poster sessions 

at the conference. For a paper to be included in these volumes, at least one of the 

authors had to be registered for the conference. 

Invited general, topical and workshop papers as well as contributed papers are prin- 

ted in four volumes (vol. 1: July 15, vol. 2: July 16, vol. 3: July 17, vol. 4: July 19 

and 20). Each volume is arranged by topics corresponding to the respective poster 

sessions. The papers were limited in length to two pages. The responsibility for the 

contents and the form of each paper rests with the authors. Most of the papers are 

available on the website http://www.icpig.uni-greifswald.de/proceedings/. 

The full text of the Invited Papers will be published in a special issue of "Contri- 

butions to Plasma Physics" after the conference. 

The editors express their deep gratitude to Bert Krames for his technical assistance 

in the preparation of the conference proceedings. 

July 2003 The Editors 
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Properties of Planar Surface Wave Excited Plasma 
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The properties of the planar surface wave plasma are discussed from the view point of electron 
heating in the plasma at the low pressure, referring to the experimental evidences. The role of the 
dielectric plate is considered. The plasma density profiles in the radial direction can be modified 
by controlling the microwave in the dielectric plate. 

1. Introduction 

The surface wave plasma in the cylindrical geometry has 
a long history of investigation originated from the 
1970's. Extensive experimental and theoretical results 
obtained till now are summarized in the literatures [1]. 
Therefore, the present paper will be focused to the planar 
surface wave plasma, which was firstly reported in 1989 
[2]. 
The planar surface wave plasmas have attracted an 
increasing interest in the industrial application since they 
can produce high-density plasmas with a large diameter 
at the low pressure without magnetic field. Many types 
of planar surface wave plasmas have been developed 
using several methods of the wave excitation to feed the 
microwave power at the top [3-4] or from the side wall 
[5] of the discharge chamber. The details of the planar 
surface plasmas have already been reported in the review 
paper [6]. From the view point of plasma physics, it is 
important to consider the mechanism of the energy 
transfer from microwave to electrons in such a low- 
pressure plasmas that the collisional electron heating is 
not effective: in other words, electron collision frequency 
is much lower than the microwave frequency. The 
present paper will report the experimental results related 
to electron heating mechanism measured at the low 
pressure argon in the planar surface wave plasma whose 
apparatus consists of a large diameter quartz plate and an 
annular slot antenna [4]. The role of the dielectric plate 
will also be discussed since some part of microwave can 
propagate inside the dielectric plate and interact with the 
plasma, which permit to modify the plasma profiles in 
the radial direction. 

2. Experimental apparatus 

The experiments were carried out in argon gas in a 
microwave planar plasma source. The apparatus used in 
the experiment has been taken into account to keep a 
good axial symmetry using an annular slot antenna as a 
surface wave launcher, for the sake of easier 
consideration of experimental results. The 2.45GHz 
microwave power of 0.2 - 2 kW is applied to produce the 
plasma to a cylindrical discharge chamber with 312 mm 
in diameter and 350 mm in height. The microwave 
couples to the chamber through a quartz plate with a 
thickness of 15 mm by an annular slot antenna backed by 

a tunable cylindrical cavity [4]. The cylindrical tungsten 
Langmuir probes were moved along the chamber axis or 
rotated in the azimuthal direction to measure the plasma 
density and electron temperature profiles. 

3. Experimental results and consideration 

3.1 Hole on the axial probe current profile [7] 

The axial profiles of the probe current are measured 
along the chamber axis as a function of the argon gas 
pressure, microwave power and the probe bias voltage. 
Figure 1 shows the typical example. The probe current 
rapidly increases from the quartz plate, taking a 
maximum at around 50 mm and then gradually decreases 
towards the bottom of the chamber. It is clearly shown 
that the hole appears on the probe current profile at a 
certain axial position of around 30 mm from the quartz 
plate and that the depth of the hole becomes small with 
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Fig. 1 Axial probe current profiles measured along the 
chamber axis in argon at 2.6 mTorr and absorbed microwave 
power of 1.4 kW for three different probe bias voltages. 



decreasing the probe bias voltage from - 40 V to - 70 V, 
diminishing at -50 V. When the plasma potential of 20 V 
is taken into account, the energy of the hot electrons is 
estimated to be around 70 eV. It is interesting that the 
electron density at the hole always coincides with the 
cutoff plasma density (7.4 x lo'* m"') for the other 
experimental conditions. However, the hole does not 
appear in the probe current profiles when they are 
measured under the slot antenna. This suggests that the 
hole creation is responsible for the microwave electric 
field in the axial direction. 

3.2 Hot electron measurement |8] 

Another experimental evidence of electron heating in the 
low pressure surface wave plasma is an isotropic probe 
characteristics measured by the specially designed probe 
that the plasma particles can be collected from the 
specified direction, as shown in Fig.2(a). Figure 2(b) 
shows a set of the probe characteristics measured at 100 
mm from the quartz plate by the collecting surface of the 
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Fig.2 (a) One-side shielded Langmuir probe, (b) Probe 
characteristics measured at 100 mm under the quartz plate 
with the shield positioned above and under the probe tip. 

probe facing to the quartz plate (the top of the chamber) 
and to the bottom of the chamber. Significant difference 
is observed in the region of bias voltage higher than - 40 
V at the low pressure and decreases with increasing the 
pressure. The differences come from the high energy 
electron flux directed away from the quartz plate, 
originated at the resonance region near the quartz plate as 
mentioned before. Assuming the hot electron energy of 
60 eV, electron mean free paths estimated at the pressure 
of 5, 10, 20 and 50 mTorr are 306, 153, 76 and 31 mm 
respectively, which can explain the directed electron flux 
cease at higher pressure. 

3.3 Active control of plasma density profile 

A tuning system for a planar surface wave plasma source 
[9] has been developed, based on T-junction tuning 
element. It can control the plasma diameter, matching 
and radial plasma density profile since the microwave 
propagation inside the quartz plate is effectively 
controlled by the position of three plungers of T-junction 
tuning element. 

3. Summary 

Two experimental evidences of electron heating in the 
low-pressure surface wave plasma have been observed 
by the probe measurement. The heating region is close to 
the quartz plate where the plasma density coincides with 
the cut off plasma density. 
The origin of localized hot electron can be explained on 
the basis of the heating mechanism proposed by Aliev et 
al [10]. The electrons entering the plasma resonance 
region where the microwave electric field is enhanced 
can take energy from the field if their transit time 
through the region is short compared to the field period. 
Otherwise, electrons cannot gain any energy from the 
filed when averaged by one period of the field. The 
transit time estimated for hot electrons fulfill the 
necessary condition for transit time heating. 
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Plasma phase transitions (PPT) in dense hydrogen and electron-hole plasmas are investi- 
gated by direct path integral Monte Carlo methods (DPIMC). The phase boundary of the 
electron-hole liquid in Germanium is calculated and is found to agree reasonably well with 
the knoiim experimental results. Analogous results are found for high-density hydrogen. For 
a temperature ofT= 10, OOOK it is .shoum that the internal energy is lowered due to droplet 
formation for densities between 10^^ cm""' and 10^'^ cm~^. 

1. Path integral Monte 
Carlo simulations 
All thermodynamic properties 
of a two-component plasma are 
defined by the partition func- 
tion Z which, for the case of 
Ne electrons and Np protons, 
is given by Z{N^,Np,V,p) = 
«M^,   with   Q(N,,Np,l3)    = 

Y,„Jdqdrp{q,r,(T;p), where 
V 

0 = l/ksT. The exact den- 
sity matrix is, for a quantum 
system, in general, not known 
but can be constructed using 
a path integral representation 
[1,   2]   JdR^°^j:,p{R^°\a;P)    = 

where />« = p (i?''--^), il^''; A/3) = 

(J?('-i)|e-^^*|il(')), whereas A/3 = 
P/{n -f 1) and AA^ = 2Trr>^Al3/ma, 
a = p,e. H is the Hamilton op- 
erator, H = K -{- Uc, containing 
kinetic and potential energy con- 
tributions, K and Uc, respectively, 
with Uc = U^ + Uc + ^7 being the 
sum of the Coulomb potentials be- 
tween protons (p), electrons (e) and 
electrons and protons (ep). Rirther, 
a comprises all particle spins, and 

the particle coordinates are denoted 
by 7?« = (9('',r«) = {R^\Ri% 
for j = 1,... n -I- 1, R^°'> = (g, r) = 

{Ri°\Rf^), and i?("+i) = il^ 
and a' = a. This means, the par- 
ticles are represented by fermionic 
loops with the coordinates (beads) 
[R] = [/iW;ii(i);...;i?(");i?("+i)], 
where q and r denote the electron 
and proton coordinates, respectively. 
The spin gives rise to the spin part 
of the density matrix S, whereas ex- 
change effects are accoimted for by 
the permutation operator P, which 
acts on the electron coordinates and 
spin projections, and the sum over 
the permutations with parity Kp. 
To compute thermodynamic func- 
tions, the logarithm of the partition 
function has to be differentiated 
with respect to thermodynamic 
variables, so for internal energy E 
we have I3E = -0d\nQ/dP 
2. Numerical Results 
Since the PPT in dense hydrogen 
is still hypothetical and has not 
been observed experimentally, it is 
reasonable to look for other sys- 
tems where similar conditions exist. 
A suitable example is electron-hole 
plasma in low-temperature semicon- 
ductors, for which droplet formation 
is well established and observed ex- 



poriinentally throe dccados ago [3]. 
Wc, therefore, perforiiieci DPIMC 
simulations for eleetron lioU' plas- 
mas. Below the critical tempera- 
t)ire the simulations exhibit anoma- 
lously large fluctuations and an un- 
stable behavior of the pressm-e. The 
e-h-plasma is found to phases S(;pa- 
rate and form large dropkits. The 
phase boundary of the electron-hole 
liquid (e-h-droplets) in Germanium 
obtained by our DPIMC method is 
presented in Fig. 1 together witli th(> 
experimental data. We observe; good 
agreement. Deviations may be con- 
nected with complex band structure 
of Germanitnn approximated in our 
sinmlations by a two-band parabolic 
mass model. 

Density n, cm'' 

Figure 1: Plia.se boimdary of the 
electron-hole liquid in bulk Germa- 
nium. Experiment - [3]. Tempera- 
ture is presented in units of the ex- 
citon binding energy. 

Fig.2 presents results of our calcu- 
lations for pressure and energy of 
hydrogen at T = 10,()00/r, which 
is well below the critical point of 
the PPT predicted by chemical mod- 
els (around T = 15,000K). In our 
calculations between lO^^cm"'' and 
lO^'^cm"^ calculated pressure bo- 
comes negative. We find also that 
in this region plasma energy is sys- 
tematically lower than the RPIMC 
results [4].   If average distance be- 
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Figure 2: Pressure and energy' of hy- 
drogen for T = l(),()0()/\'. DFT - [5]. 
RPIMC - [4]. 

tween jjlasma particles is of the or- 
der of the size of a hydrogen molecule 
tlie homogeneous i)la.snia state b(>- 
conies unstable, and many-particle 
clusters ajjpear. Results of one in- 
dependent well t(;sted nu^thod based 
on density functional theory (DFT) 
are presentcxl on Fig. 2, where PPT 
was obtained at smalh-r density [5]. 
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Generalized kinetic equations are used to investigate transport properties of dense plasmas 
in strong laser fields. Quantum statistical expressions are derived for, e.g., the collision 
frequency to account for nonlinear field phenomena as well as strong correlation effects. The 
influence of these effects on collisional absorption is discussed. 

1. Introduction 
The impressive progress in laser technok)gy makes 
femtosecond laser pulses of very high intensity avail- 
able in laboratory experiments. If solid targets are 
irradiated by such laser pulses, dense plasmas can be 
created relevant for astrophysics and inertial confine- 
ment fusion. To understand transport properties of 
intense laser-plasma interaction, a theoretical mod- 
elling of dense nonideal plasmas in strong laser fields 
is needed. 
One of the important mechanisms of energy deposi- 
tion is inverse bremsstrahlung, i.e., laser light absorp- 
tion via collisional processes between the plasma par- 
ticles. In strongly ionized phismas, this absorption 
process is essentially governed by the electron-ion in- 
teraction usually described in terms of the electron- 
ion collision frequency. 
A lot of work has been done up to now to consider the 
electron-ion collision frequeny and the dynamic c:on- 
ductivity, respectively, for laser plasmas under dif- 
ferent conditions. The well-known classical theories 
were developed in, e.g., [1, 2, 3]. Basic equations of a 
rigorous quantum kinetic approach to laser plasmas 
were derived in Ref. [4]. 
We consider a fully ionized plasma under the 
influence of a spatially homogeneous electric field. 
Starting point is a generalized kinetic equation for 
the gauge invariant Wigner distribution function 
which follows fnmi the time diagonal Kadanoff'- 
Baj'm equation. The central quantity in the 
collision term is the self energy function. Powerful 
schemes are available to determine appropriate 
approximations for the self-energy function taking 
into accoimt nonlinear field dependence as well as 
many-body and quantmii effects relevant for high 
density plasmas. 

2. Collisional absorption 
As we are interested here in the collisional absorption 
by the plasma, it is obvious to start from the balance 
equation for the energy and for the electrical current 
resulting from the kinetic equation. As the collison 
integral is a non-Markovian one, the energy balance 
reads 

dW^'"      dWP°*- 
+ = JE, (1) dt dt 

i.e., the change of the total energy of the plasma 
particles is equal to j ■ E that is in turn the energy 

loss of the electromagnetic field due to Poynting's 
theorem. 
For the calculation of the collisional absorption, we 
start from the general balance equation for the cur- 
rent density of species a. It follows 

where Vab{q) is the Fourier transform of the Coulomb 
potential. The collision term is now expressed by the 
correlation function of the density fluctuations given 
by ihL<^{t, t') = {5pb{t')5pa{t)). For this function an 
appropriate approximation has to be found. In Born 
approximation the current can be expressed by the 
Lindhard dielectric function. For a harmonic field 
E = Eocoswt, the field dependence is described by 
a Fourier series in terms of Bassel functions. This 
scheme allows to investigate the current density and 
the energy dissipation in dense weakly nonideal laser 
plasmas including dynamic screening, quantum ef- 
fects as well as nonlinear field phenomena such as 
higher hamonics aiad multiphoton processes. The de- 
tails of the investigation are presented in Ref. [6]. 
To include strong correlations one has to go beyond 
the Born approximation. An approximation which 
accounts for strong correlations in the ion and elec- 
tron subsystems, we derived in Ref. [7]. Now, the 
resulting expression for the current is given in terms 
of dynamical structure factors and the exact den- 
sity response functions. Again, the field dependence 
is described by a Bessel function exi)ansion which 
causes the nonlinear field eff'ects mentioned above. 
An important quantity is the cycle averaged dissipa- 
tion of energy (j • E). In the case of high-frequency 
fields, we get 

«->^/rl 
'Pq eoq 

E 
{27rhf h\l 

V^{q)niSii{ci) 

Im 
£e(q;-nw) ' (3) 

with e-i(q;a;) = 1 + (7i'e2)/{eo92)£fi(q;w) being 
the dielectric function with the density reponse func- 
tion of the electron gas £ee(q). As high frequency 
fields are considered the static ion-ion structure fac- 
tor 5ii(q) appears in (3) instead of the dynamical 



one. Furthennore, J,, is tlie Bessel function of nth 
order and VQ = eEo/nicU) is the so-called c}uiver ve- 
locity. 
Often the electron-ion collision frequency i/^,- is dis- 
cussed which is defincKl for the high-frequency case 
by (cjp - plasma frequency) 

(4) 

Using the Lindhard diel(x;tric function and ne- 
glec;ting ion-ion correlations (5i, = l), the results 
follow we derived in Ref. [C]. Those results have 
a similar form as that of the nonlinear Dawson- 
Obernian model [1]. However, in our formula, the 
diela;tric function is given by the quantum Lind- 
hard form, whereas the dielectric theory of Decker 
et al. le^ds to the classical Vlasov dielectric ftmction. 

3. Numerical results 
We compare the results obtained in the frame work 
of the quantum kinetic approach with the results 
of the classical theories. In Fig. 1 the collision 
fre(}uency is shown as a function of the coupling i)a- 
rameter F = {e'^/4TTeo)/dk.BT with d = (47rr7./3)-'/'' 
for a strong field {vo/vtit > 1). Results using tlu^ 
Lindhard dielectric function and Sii{q) = 1 an! 
given by the upper curve. In the case of static 
scraniing the collision frecpiency is reduced. 

1 

Fig. 1: Electron-ion collision frequency as a function 
of the coupling parameter F for a hydrogen plasma in a 
strong laser field. Comparison is given with tiie theory of 
Decker et al. and with the asymptotic formula of Silin. 

For small values of F (weakly nonideal plasma), the 
classical dielectric theory of Decker et al. [1] and the 
classical asymptotic formula by Silin [2] give almost 
the same results. However, with increasing F, the 
classical curves show a sharp drop down. This be- 
haviour results from a cutoff procedure at large wave 
numbers used in the classical theories. Such a cut- 
off is avoided in our approach automatically, and the 
range of applicability is extended to higher values of 
the coupling parameter. 
As discussed above, the expression (3) generalizes 
the results to dense qiiantum plasmas including 
strong correlation effects. 
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Fig. 2: Electron-ion collision frequancy as a function 
of the coupling parameter f. Ion structure factors in 
different, approximations: HNC and Debye. 

Let us consider the influence of the ion-ion corre- 
lations. In Fig. 2 the collision frecpicncy is shown 
using different ajiproximations for the static ion-ion 
.structur factor Sa (in the dielectric function, we in- 
cluded local field corrections [7]). Here Wo/^t/i = 0.2, 
i.e. a smaller field strength is considered. Inclusion 
of the structure factor in hyi)ernetted chain (HNC) 
approximation decreases the collision frecjuency for 
small and moderate co>ii)ling up to F w 5 whereas 
an increasing behaviour follows for high values of the 
<:oupling j^arauieter. As exjjected, the Debye ai)i)rox- 
imation can be applied only for weak coui)ling. Good 
agi-eenient with data obtained by simulations can be 
found in the range F < 1 [C]. 
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We consider the plasma-wall boundary conditions in the presence of a strong magnetic field and 
discuss realistic examples when they can strongly deviate fi-om the well-accepted classical ones. 

1, Classical model of the magnetised plasma- 
wall transition 

The plasma-wall transition (PWT) is the narrow layer 
between the "bulk" plasma and a conducting wall. The 
PWT strongly affects the particle and heat fluxes to 
the wall, thus influencing all plasma-wall interaction 
processes [1, 2]. Hence, investigation of the PWT has 
become a genuine branch of plasma physics. In de- 
scribing the PWT it is usually assumed that 

^D ^"^ A ^"^ ^' where A^, yO, and / are the De- 
bye length, the ion Larmor radius and the charged- 
neutral particle collision mean free path, respectively. 
Under these conditions, the one-dimensional PWT can 
be divided into the following three parts: the Debye 
sheath (DS), the magnetic presheath (MP), and the 
collisional presheath (CP). Due to the strongly kinetic 
nature of the DS and the MP, fluid and gyrokinetic 
numerical codes are inappropriate to describe this re- 
gion self-consistently. Tlius, establishing realistic 
boundary conditions (BCs) at the MP entrance (MPE) 
is becoming of top importance. In addition, these BCs 
can be used for direct (analytical) calculations of the 
particle and energy fluxes to the wall [2]. 

The classical model of the combined DS-MP region 
[2,3] assumes a cut-off Maxwellian velocity distribu- 
tion for the electrons, and neglects cross-field drifts. 
Then, the BCs at the MP entrance are 

T. ,     M,       T„ ■sma, 
2e 

r<. 
e,. 

-=2 + 

2mn^. T.,+T^. 

= 5,     r,=- 

where A(^^/,, V^p and /^ ,• are the potential drop 

between the MPE and the wall, the ion fluid velocity 
conponent normal to the wall at the MPE, and the 
electron and ion sheath heat transmission coefficients, 
respectively [3]; a is the angle between the wall and 
the magnetic field, e is the positive elementary 
charge, m^. and M are the electron and ion masses; 

T^ , r^ • and 0^ ,■ are the temperature, the electron 

and ion particle and energy fluxes at the MPE. The 
second equation is the Bohm-Chodura condition. For 
simplicity we restrict ourselves to the floating case. 

The aim of our work is to demonstrate that in reality 

the BCs at the MPE can strongly deviate from the classi- 
cal ones listed above. All analytical results presented be- 
low have been checked against PIC kinetic simulations 
and found to be in good agreement with the latter. 

2. Effects of superthermal electrons 

The first question arising is the following: How correct is 
the assumption of Maxwellian electrons inside the PWT? 
Due to the low collisionality of high-energy electrons, the 
electron distribution at the MPE can contain a non-Max- 
wellian high-energy tail. In fiision plasmas this happens, 
e.g., during ELM (Edge-Localised Mode) activity, or dur- 
ing Lower Hybrid current drive and heating. In order to 
model a PWT of this kind one can assume that the plasma 
contains three electron populations [4], namely the ther- 
mal one and two high-energy electron beains propagating 
towards and away from the wall. The second beam corre- 
sponds to the electrons of the incoming beam, having 
been reflected in the DS and MP. Using the quasineutral- 
ity and the particle-conservation constrains, one can ob- 
tain the modified plasma BCs at the MPE. For low con- 
centrations of the high-energy electron population (Cy ) 

we get the following implicit BCs: 

Qr-cF(0,^/A^) (   T:+T^ OT„ 

r..= 

« = .pz" 

0. ,, .        1—    a^h(p + apJK(p-0.5 

cxv{-P'V4^a{\-erm) 
'^"'''^-       l^lerfia^erm       ' 
where T^ and F^ are the temperature and the velocity of 

the high-energy electron beam, respectively. A^ and y 

as ftinctions of C. are given in Fig. 1, from which we see 

that even a very low concentration of the high-energy 
electron population can dramatically change the BCs at 
the MPE. 



0.025 

3. Drift effects 

Other candidates for affecting the BCs are the cross- 
field drifts. Here we consider the ExB drift as the most 
important one for fusion plasmas [2]. 

We consider a half-bounded plasma with the MPE 
located at z —> -oo, where z is directed along the 
normal to the wall (Fig. 2). Let us assume that there 
exists an electric-field component parallel to the wall 
(Ey). Then, neglecting pressure tenns, we can write the 
ion particle and momentum conservation equations for 
the MP [5] in the form 

|-„F = 0,    (V^]V=-1-(E + VXB), 

!«!■ 
n sexp 

E = (O, £,.(z, y), £.(z,;;)), B = (5,, 0, 5J. 

The corresponding BCs at the MPE have the follow- 
ing form: 

V° = v;cosa + ^sina, F." = 0, F" = v\ 
B 

E' 
K = y^p = Ksina ^cosQf, £° = £, 

B 
where F|| is the ion parallel  velocity at the MPE, 

which is unknown yet. 
It is possible to show that the system given above 

has a solution only if 

y;-i^-if^4c.a. 
j 1     color 7-±-- A 

(1) 

'2^\ + T,/TL, 
L  = 

d..E. 

Here, p. is the Larmor radius and the sign of rj de- 

pends on the direction of the ExB drift: If the drift is di- 
rected towards the wall, then ;; is positive, and in the 
opposite case it is negative. 

From Eq. (1) we immediately obtaina new BC at the 
MPE: 

MP = \4^ + r]'-j]]p±I^sma. 

For small angles (a«\), rj can easily become of the 
order of unity (or larger), hence the corresponding 
V^^i, can significantly differ from the classical one. 

\ 

MPE 

Wall 

V 

Figure 2. 

Let us conclude by noting that in the extended version 
of this paper we will discuss two additional aspects, 
namely (a) the effects of a magnetic field almost parallel 
to the wall, and (b) the instabilities caused by secondary 
electrons. 
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Rapid, safe, and effective sterilization is of the utmost importance when it comes to protecting the 
public in general and hospital patients in particular. Today, public health institutions face 
unprecedented challenges due to the advent of heat sensitive reusable medical tools and due to the 
appearance of heat resistant microorganisms such as prion, the protein which causes Creutzfeldt- 
Jacob disease, more commonly known as "mad cow disease". Conventional sterilization methods 
such as autoclaving and Ethylene Oxide (EtO) are inadequate in these cases. Non-equilibrium 
"cold" plasmas have recently been shown to be a very promising alternative, potentially capable of 
overcoming the above-mentioned challenges. In addition to not damaging the articles to be 
sterilized, cold plasmas proved to be very effective due to the synergistic effects of free radicals and 
UV photons, which interact mth the cells of microorganisms on the atomic and molecular levels. 

1. Introduction 
Sterilization was concisely defined by S. S. Block [1] as 
" any process or procedure designed to entirely 
eliminate microorganisms from a material or medium". 
It can be achieved by chemical and/or physical means, 
such as heat, chemical solutions and gases, and 
radiation [1]. Most conventional sterilization techniques 
are associated with some level of damage to the 
material or medium supporting the microorganisms. 
This does not present a problem in cases where material 
preservation is not an issue. However, in cases where it 
is imperative not to damage the materials to be 
sterilized, conventional methods are either not suitable 
at all or offer very impractical and/or tedious and time 
consuming solutions. This situation led to a drive to 
develop new techniques as effective as established ones, 
but with added superior characteristics such as short 
processing times, non-toxicity, and medium 
preservation. Amongst these new methods, non- 
equilibrium atmospheric pressure plasmas have been 
shovra to present a great promise [2] -[4]. 

2. Conventional Sterilization Metliods 
From early times human have realized that sunlight is a 
good sterilization agent. It offers some degree of 
protection from infection with pathogenic 
microorganisms. However, through the years, more 
controllable sterilization methods have been developed. 
Here we briefly discuss a few of these methods. 
Sterilization by Heat: Both moist heat and dry heat can 
be used. Moist heat is generally applied by a device 
known as an "autoclave", which produces pressurized 
steam (15 psi) at 121 °C. Exposures of 20 minutes 
usually result in complete sterilization. Dry heat can be 
applied by infrared radiation or incineration. Heat 
sterilization is applicable only if damage by heat and/or 
moisture is not a problem. 
Sterilization by Gases: The most widely used gas in this 
method is Ethylene Oxide (EtO). It is used in medical 
applications to sterilize heat sensitive items. Ozone (O3) 
is another gas used to disinfect water and to preserve 

food from spoilage. Ozone is known to interfere with 
cellular respiration. 
Sterilization by EM Radiation: Microwaves, ultraviolet 

radiation, gamma-rays, and X-rays can be used to 
inactivate microorganisms. Each type of EM radiation 
affects cells in a different way. Ukraviolet radiation 
(UV), in the 220-280 nm range, for example, directly 
affects the DNA of cells. Ionizing EM radiation affects 
the cells of microorganisms by causing physical and 
biochemical changes in the DNA. EM radiation is used 
for the preservation of food, treatment of sewage, and 
for the sterilization of medical products. 
Sterilization by Particle Radiation: Electrons, a- 
particles, and protons can be used in this method. 
However, electrons have been the particle of choice. In 
particular, electron beam irradiation is presently used 
for various decontamination purposes. 

3. Low Temperature Plasmas 
Relatively large volume low temperature plasmas are 
traditionally generated at reduced pressures. However, 
for practical sterilization/decontamination purposes, to 
have a vacuum system-based device would be 
inconvenient and expensive. Therefore, methods to 
generate large volume plasmas at or near atmospheric 
pressure were adopted. In this paper, the emphasis is on 
atmospheric pressure "cold" plasma devices. For an 
extensive coverage on the sterilization application of 
low-pressure plasmas, the reader is referred to reference 
[5]. 
Today, cold plasmas at atmospheric pressure can be 
generated by various methods. Amongst these, the 
Dielectric Barrier Discharge (DBD) [6], the Resistive 
Barrier Discharge (RBD) [7], and the Atmospheric 
Pressure Plasma Jet (APPJ) [8] have been especially 
researched in the past few years. The RBD can be 
driven by DC or AC power sources, the DBD requires 
frequencies in the kHz range, and the APPJ uses a 13.56 
MHz RF power source. These devices can generate 
relatively large volumes of non-equilibrium, low 
temperature plasmas at or near atmospheric pressure. 
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Air or other gas mixtures can be used. The plasiruis 
produeed by these devices have typically electron 
densities in the lO' cm'' - lO" cm'-* range, plasma 
power densities in the 10 - 300 mW/cm^ and gas 
temperatures generally below 100 "C. They are sources 
of UV, visible, and IR radiation, and free radicals such 
as O and OH which play important roles in the 
destruction of microorganisms. 

4. Sterilization/Decontamination by Low 
Temperature Plasmas 
Historically, it was Siemens [9] who in 1857 used an 
atmospheric pressure plasma (corona discharge) to 
generate ozone to disinfect water. Later, Menashi [10] 
used a corona discharge to sterilize the surface of 
materials. In the mid-nineties Laroussi [2], [3] used a 
DBD - based diffuse discharge at atmospheric pressure 
to decontaminate biological media. Other experiments 
soon followed using various discharge configurations to 
destroy both gram-negative and gram-positive bacteria, 
as well as other microorganisms such as viruses. 
Kinetics of Inactivatioir. The concept of inactivation or 
destruction of a population of microorganisms is not an 
absolute one. This is because it is impossible to 
determine if and when all microorganisms in a treated 
sample are destroyed [1]. Therefore, experimental 
investigation of the kinetics of cell inactivation is 
paramount in providing a reliable temporal measure of 
microbial destruction. 
One kinetics measurement parameter, which has been 
used extensively by researchers studying sterilization by 
plasma, is what is referred to as the " D" value (Decimal 
value). The D-value is the time required to reduce an 
original concentration of microorganisms by 90%. Since 
survivor curves are plotted on semi-logarithmic scales, 
the D-value is determined as the time for a one logio 
reduction. 
To date, the experimental work on the germicidal 
effects of atmospheric pressure plasinas has shown that 
sur\'ivor curves (CPUs versus time) take different 
shapes depending on the type of microorganism, the 
type of the medium supporting the microorganisms, and 
the method of exposure. Single-slope, dual-slope, and 
multi-slope survivor curves have all been reported. The 
D-value of each phase of the dual-slope and multi-slope 
curves are generally different (seconds to minutes 
range), indicating different interaction processes in 
these phases between the plasma and the biological 
media. 

5. Cells Inactivation Factors 
Effects of the UV: UV affects the cells of bacteria by 
inducing the formation of thymine dimers in the DNA. 
This inhibits the bacteria's ability to replicate properly. 
By comparing the killing kinetics of UV radiation from 
a low-pressure mercury vapor lamp and that of 
atmospheric pressure cold plasma, Laroussi [3] 
concluded that UV does not play the prominent 
inactivation role in atmospheric pressure plasmas. This 

claim was later supported by the work of Herrmann et 
al. [4] and others. 
Effects of the Reactive Species: It has always been 
recognized that the reactive species, generated in a high 
pressure non-equilibrium discharge through electron 
impact excitation and dissociation, play an important 
role in its germicidal characteristics. Several 
investigators showed that discharges containing oxygen 
have a strong germicidal effect: The D-value decreases 
if a certain amount of oxygen is added. This is due to 
the presence, in such discharges, of oxygen-based active 
species such as atomic oxygen and ozone. Other 
radicals such as OH have also been found to play an 
important role in the inactivation process. 
Effects of Charsed Particles: Mendis et al. [11] 
suggested that charged particles may play a very 
significant role in the rupture of the outer membrane of 
bacterial cells. They showed that the electrostatic force 
caused by charge accumulation on the outer surface of 
the cells' membrane could overcome the tensile strength 
of the membrane and cause its rupture. They claim that 
this scenario is more likely to occur for gram-negative 
bacteria, the membrane of which possesses an irregular 
surface. 

6. Conclusions 
Low temperature, atmospheric pressure plasmas have 
been shown to possess very effective germicidal 
characteristics. Their relatively simple and inexpensive 
designs, as well as their non-toxic nature, give them the 
potential to replace conventional sterilization methods 
in the near future. This is a most welcome technology in 
the healthcare arena where re-usable, heat sensitive 
medical tools are becoming more and more prevalent. 
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Plasma processing of materials at the atomic scale 
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Plasma etching is finding new applications beyond the microelectronics industry. There are new 
challenges in the devising and controlling of plasma-surface interactions. 

1. Introduction 

A new generation of electromechanical devices is 
emerging that indirectly interface the processing power 
of microelectronics with the macroscopic world of 
human life. These are micro-electromechanical systems 
(MEMS) and their close relatives, micro-opto- 
electromechanical systems (MOEMS) and nano- 
electromechanical systems (NEMS); for brevity the 
single acronym MST will be used to imply the whole 
family of micro and nano systems technologies. 

Conventional process technologies that have evolved 
for the manufacture of microelectronics to a very large 
scale of integration (VLSI) are amenable to adaptation 
for the fabrication of MST devices [1]. As a result, 
silicon is widely used as the base material for MST and 
plasma enhanced chemical vapour deposition and 
plasma etching are mandatory tools for shaping it. 
However, specifications of the manufacturing processes 
required for MST can be different by orders-of- 
magnitude from those in VLSI processes because of the 
contrasting quantity of material involved: 
microelectronics is still predominantly based on a planar 
geometry whereas MST devices are more often than not 
fiiUy three dimensional. Nevertheless, the principal 
characteristics of processes based on low pressure, 
electrical discharge plasmas are still advantageous. For 
instance, plasmas exploit electrical energy to stimulate 
enhanced chemical reactivity to provide an etching 
medium. Furthermore, space charge sheaths at plasma 
boundaries introduce directionality in the rates of 
surface reactions through the bombardment by high 
energy ions. In addition, plasma processes are 'dry' - a 
fact that allows most of the fabrication sequence to be 
done without the repeated washing and drying necessary 
if wet chemical routes are used. 

Tailoring processes for the plasma etching of silicon is 
of particular importance for a wide variety of MST 
demands. Key developments include robust and reliable 
control of atomic-order surface adsorption, surface 
diffusion and surface reactions in plasma etch processes. 
These surface mechanisms control the vertical and 
lateral etch rates as well as the etch-selectivity, all of 
which must be optimized in order to fabricate functional 
structures. Most of the previous work on etching 
mechanisms concentrates on reactions that are enhanced 
by ion-bombardment, and there has been much less on 
surface diffusion or adsorption processes. Existing 
models deal only with a sub-set of the key parameters in 

what is a multi-dimensional problem. Moreover, they 
generally deal with essentially planar silicon structures, 
whereas there is now a need to describe the significantly 
more complex 3D processes required for MST devices. 

2. Plasma etching 

In the plasma etching process, surface material is 
removed as volatile molecules formed in chemical 
combinations between the surface atoms and species 
originally activated in the plasma. The relatively hot 
electrons (I-IO eV) that predominate in low pressure 
gas discharges are particularly effective activators. 

2.1 Vertical (anisotropic) etching 
Of particular interest in etching features for MST 
devices is a process that cuts deep into the bulk silicon. 
The so-called 'switched etch process' achieves this in a 
succession of deposition and etch steps through which 
anisotropic etching is promoted. The sides of features 
are typically protected by a thin layer of fluorocarbon 
polymer deposited from radicals generated in a 
fluorocarbon plasma (Fig 1.). After only a few seconds 
of deposition, the plasma composition is switched to 
provide an etching medium based on SFf,. Fluorine 
atoms, liberated by the inelastic collision processes in 
the plasma, etch those areas that are cleared of polymer 
by a strongly directed flux of energetic ions crossing the 
space-charge sheath at the interface between plasma and 
surface. The sidewall passivation is repaired by fiirther 
cycles of deposition every few minutes. Though a very 
successfiil basis for fabricating MST devices this 
approach has a number of inherent limitations: sidewall 
passivation involves relatively thick complex 
hydrocarbon polymer films that are often difficult to 
remove; the sidewall profile has a characteristic 
scalloped edge linked to the multi-step procedure; 
chamber walls accumulate polymeric coatings that are a 
potential source of particulate contamination. 

Fig 1 Plasma - source of 
active species and ions 
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2.2 Lateral (isotropic) etching 
Etchant species can diffuse considerable distances 
across a silicon surface before becoming chemisorbed. 
This can fuel etching on sites not directly exposed to the 
plasma. Observations of etch profiles, particularly the 
persistence of sharp ridge shapes and of nature of 
undercut immediately beneath the mask, indicate that 
surface diffusion can be significant in the fluorine based 
etching of silicon [3]. Figure 2 shows heavily undercut 
features in silicon produced by an isotropic etching 
environment that nevertheless fails to 'polish' the sharp 
edges defined by the original mask. 

Fig. 2 Silicon etched 
under aluminium mask 
(10x10 nm) may show 
necking - sketches 
based on SEMs [3] 
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The rate of lateral etching of polycrystalline silicon 
exhibits strong aspect ratio effects on the submicron- 
scale, indicating different surface diffusion rates for 
different etchant species [4]. 

3. Controlling plasma etching 

There are two approaches to controlling plasma-surface 
interactions in an etching environment. One uses 
chemistry; the other is based on control engineering. 

The potential of atomic order control of adsorption and 
reaction has been demonstrated by studying the etching 
of silicon and related materials, atomic layer by atomic 
layer [5]. The etching proceeds in a succession of steps 
during which monolayers are chemi-sorbed and 
subsequently removed by ion bombardment. The 
growth of a monolayer is a self-limiting process that can 
be revealed through studies of etch rate. This then 
suggests a 'sharper' alternative to the switched etch 
process described above, with monolayer chemi- 
sorbtion replacing polymer passivation. Table 1 is a 
summary of adsorbent species and plasma gases used by 
Matsuura [5] for the etching of silicon using this 
approach. Sidewall passivation by these self limiting 
processes exploits atomic scale phenomena and is 
accordingly simpler, faster and capable of achieving 
finer scale features. 

MST devices require considerable quantities of silicon 
to be removed by plasma etching. The rate of etching is 
determined by the concentrations of the species 
involved (e.g. atomic fluorine and various bombarding 
ions). Thus there is a demand for denser plasma sources. 
At the same time the electron temperature in the plasma 
affects the relative amounts of the active species that are 

created. Accordingly, a versatile source would have 
independent control over plasma density, the 
distribution of electron energies and the energy of ion 
bombardment. A way of coping with a 
multidimensional space for process parameters is to 
employ 'intelligent' optimization and control. 
Diagnostic data obtained in-situ, can be fed back to an 
Artificial Intelligence (AI) platform that controls the 
processing plasma. Recently this approach has been 
used to map the operational parameter space in terms of 
ion bombardment flux and energy [2]. The AI control 
has been mostly rule-based (including the application of 
fuzzy logic to achieve multi-variable control). More 
recently tuning and optimization has been done using 
the methods of genetic algorithms, simulated annealing, 
and differential evolution. These are all based on the 
idea of searching a parameter space to find an optimum 
or near-optimum, avoiding the local optima while not 
having to search exhaustively the whole parameter 
space. 

4. References 
[1]  I W Rangelow and Loeschner, Reactive ion etching 

for MST fabrication J Vac Sci Tech B13 (1995), 
2394 

[2] P. Verdonck, A. Goodyear, R. D. Mansano, P. R. J. 
Barroy and N. St. J. Braithwaite, J. Vac. Sci. Tech., 
B20(3)(2002)p.79I. 

[3]   T. Matsuura, J. Murota, T. Ohmi and S. Ono, 1992 
////. Conf. on Solid State Device.'; and Materials, 
Tsukuba, (August 26-28, 1992),.418-4I9; 
T. Matsuura, J. Murota, T. Ohmi and S. Ono, Proc. 
Symposium on Highly Selective Dry Etching and 
Damage Control (The Electrochemical Society, 
Pennington, NJ, PV93-21 (1993), pp.l4I-148. 

[4]  T. Matsuura, J. Murota, Y. Sawada and T. Ohmi, 
Appl. Phys. Lett., 63(20) (1993), 2803; 
T. Matsuura, T. Sugiyama and J. Murota,, Siiif. 
Sci., 402-404(1998), .202; T. Matsuura, Y. Honda 
and J. Murota, Appl. Phys. Lett., 74(23) 
(1999),.3573 

[5]   J Al-Kuzee, T Matsuura, L Nolle, A A Hopgood, P 
D Picton, N St J Braithwaite, First Technological 
Plasma Workshop Dec 2002. Warwick, 
'Intelligent Control of Low Pressure Plasma 
Processing'. 

Adsorbant Plasma Remarks 
Cl radical Ar/Cl, 1/2ML etching for (100), 

depends on orientation 
Cl, molecule Ar/Cl, 1/4ML etching for (100), 

depends on orientation 
N radical N, ~2ML nitridation 
N ions N, ~4ML nitridation 
Table I.  Typical self-limiting conditions for plasma 
monolayer (ML) silicon etch processes established by 
Matsuura et al. 
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Abstract: Plasma immersion ion implantation has been attracting the interest of research groups around the 
world over the last two decades. The technique has been developed to the stage where it is a well-established 
technique for a number of materials processing applications, such as plasma nitriding. Recent research has 
focussed on developing the method for a range of new applications, including stress regulation, surface 
treatment of insulators and complex shaped workpieces. The state of development of these new and 
technologically important applications will be discussed in this paper. 

1. Introduction 

Plasma immersion ion implantation (Pill) was first 
investigated in the late 1980s as an alternative to 
extracted ion beams for achieving ion implantation of a 
workpiece [1,2]. The advantages were identified to be 
the high flux of impinging ions and the conformal 
nature of the implantation, which reduced the need to 
rotate the workpiece during treatment. Pill utilises the 
application of short, high-voltage pulses to a substrate 
immersed in a plasma from which ions are drawn across 
a high voltage sheath and implanted into the substrate 
surface. As a competitor to beam line methods, Pill also 
has some disadvantages. These include difficulties 
accessing very high ion energies due to electric 
breakdown occurring across the plasma sheath and the 
larger energy spread of implanted ions, including a 
considerable proportion of low energy ions. The low ion 
energies are due to the finite rise and fall times of the 
high voltage pulse. Recent simulation work on the 
sheath dynamics has shown that the major low energy 
ion contribution is due to the pulse rise-time despite the 
fact that it is usually shorter than the fall-time[3]. 

Pill can also be applied during film deposifion to 
modify the properties of the film during growth [4,5,6], 
most importantly the intrinsic stress and preferred 
orientation or texture. In the first section of this paper 
we present some of the recent findings of our group 
pertaining to the reduction of stress in growing films. 
Although it is straightforward to apply a voltage directly 
to a conductive workpiece, the treatment of insulators 
with PlII is complicated by the dielectric response of the 
workpiece and the build up of charge on its surface 
during the implantation process. Our recent studies of 
these phenomena and ways to avoid or reduce their 
effects are presented in the second section of this paper 
with a focus on the sheath dynamics. The extent to 
which a PHI surface treatment is conformal depends on 
the behaviour of the plasma sheath around it. 
Difficulties can arise when treating complex shaped 
workpieces, particularly those with curvatures of small 
radii such as sharp points or edges. The last section of 
this paper discusses the sheath behaviour leading to 
these difficulties. 

2. Stress regulation 

PHI, when applied during a physical vapour deposition 
(PVD) process, has been shown to significantly reduce 
the level of intrinsic stress in the growing film[6]. Our 
recent experimental results show that this effect is 
observed in carbon, titanium nitride and aluminium 
nitride systems (i.e. in all of the materials we have 
studied to date) deposited using a cathodic arc plasma. 
Because this group of materials contain a variety of 
microstructures, including crystalline cubic and 
hexagonal, as well as amorphous microstructures, we 
believe that the observed reduction in stress is a 
universal phenomenon which could be applied to all 
films deposited using PVD processes. Stress relief is 
observed for pulse biases exceeding approximately 500 
eV in the materials we have studied. 

Figure 1 shows the relationship between the pulse 
voltage - fi-equency product and the intrinsic stress in 
thin films of carbon. The pulse length was kept at 20 (is 
throughout this series of depositions, while the pulse 
bias was varied between 1.7 and 20 kV. Pulse 
fi-equencies of 200, 800 and 1200 Hz were used. 
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Figure 1: Film stress in cathodic arc deposited carbon treated 
with PHI during deposition, plotted against the pulse bias 
voltage-frequency product. 

The majority of the points from all data sets (200, 800 
and 1200 Hz) lie on a curve given by the fitting fijnction 
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y=117.29x - , where;; is the value of residual stress 
in GPa and x is the Vf product. The curve shows that 
when Vfis low, increases in F/'yield large increments of 
stress relaxation. As Vf increases, increments of stress 
relief achievable from further increases in Vf are 
progressively smaller. This can be attributed to the fact 
that once a significant portion of the film's volume has 
been treated with thermal spikes (small heated volumes 
surrounding the impact sites of the high energy ions), 
the effectiveness of subsequent spikes is reduced. As the 
density of treated surface regions increases, incoming 
impacts have a non-negligible probability of 
overlapping with a volume already relaxed by a 
previous thermal spike. This issue of thermal spike 
overlap has been discussed in detail and an upper bound 
for its value has been estimated numerically in a 
previous paper [6]. 

3. Insulators and complex shapes 

PHI treatment of insulating materials such as polymers 
has attracted much interest in recent years. Polymer 
surfaces can be hardened and made more wear resistant 
by ion implantation. They may also be coated with 
metallic thin films. The use of Pill during the film 
deposition dramatically improves adhesion of these 
films to the polymer substrate. 

The insulating nature of the substrates, however, 
introduces additional difficulties to the PHI process. The 
dielectric properties of the substrate determine the 
voltage that initially appears on the surface in contact 
with the plasma for a given applied bias voltage. As 
ions are implanted into the surface it charges positively 
further reducing the voltage on the surface. This 
reduction in voltage on the surface throughout the 
duration of the bias pulse leads to a gradual collapse of 
the sheath and progressively lowers the energy of the 
ions implanted. 
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Figure 2: Time for sheath to collapse down to 5 mm as a 
function of the cathodic arc plasma density at an applied 
bias of 5 kV as measured by a Langmuir probe. 

We have used small Langmuir probes to measure the 
sheath collapse under a variety of cathodic arc plasma 
and PHI pulsing conditions. The probe tip was biased to 
+90 V so that it drew a steady electron current when 
immersed in the plasma and ceased to draw current 
when positioned in the electron depleted sheath region. 

To investigate the effect of plasma density on the 
collapse of a sheath around an insulator we placed the 
probe inside the sheath (5 mm from the substrate 
surface) and measured the time it took for the sheath to 
collapse back past the probe for a range of plasma 
density values. The measured data is plotted, in Figure 
2, shows that as the plasma density is increased the time 
for the sheath to collapse decreases. This indicates that 
the PHI treatment of insulators is best conducted in 
plasmas of low density while keeping the applied bias 
pulse length as low as possible. Because of the finite 
rise time of the pulse, the use of shorter pulses coupled 
with the influence of surface charging will enhance the 
energy spread and low energy ion proportion in the 
treatment of insulators as compared with conducting 
substrates. 

Practical workpieces such as tools and medical 
components present fiirther difficulties due to their 
intricate shapes, particularly associated with points and 
corners. The equilibrium sheath width in these locations 
is smaller, making these points more susceptible to 
electric breakdown. Ion focusing effects also occur 
making treatments at comers inhomogeneous. These 
effects need to be better understood and accounted for 
in further development of practical PHI processing 
methods. 

4. Conclusion 

Since its introduction two decades ago, PHI has been 
shown to be a versatile technique for the surface 
modification of materials. Aside from its use to for ion 
implantation, in combination with PVD methods such as 
cathodic arc deposition, it yields good quality thin film 
coatings with greatly reduced levels of intrinsic stress 
and excellent adhesion. There are difficulties associated 
with the behaviour and dynamics of sheath that occur 
when employing PHI with insulating substrates and with 
substrates of complex shape. An improved 
understanding of the evolution of the sheath will enable 
the selection of optimum process parameters on a case 
by case basis. 
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Analytical and numerical studies of non-stationary corona in long air gaps 
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The properties of a non-stationary corona in which the front of space charge has not bridged the 
gap are studied analytically and numerically for different one-dimensional geometries. It is shown 
that an analytical theory is applicable for describing the development of the non-stationary 
corona at any shape of applied voltage. The characteristics of a non-stationary corona differ 
greatly from those of a stationary corona. For the same applied voltage the current of non- 
stationary corona can be much higher than the current under steady conditions. The effect of 
aerosol ions on the properties of a corona near a grounded object is numerically studied under 
thunderstorm conditions. 

1. Introduction 

A non-stationary transient regime of a corona discharge 
(when the front of space charge has not bridged the 
gap) is initiated in any laboratory non-uniform gap after 
the voltage application. This regime is of particular 
importance under natural conditions when corona is 
ignited near the top of a high grounded object or near 
other extremities (tips of trees, bushes, grass, etc.) in 
the thundercloud electric field. It has been shown [1] 
that the corona space charge hinders the initiation of an 
upward leader from the object top and consequently is 
favourable to the protection of the object against 
lightning. 
The purpose of this work is to analytically and 
numerically study the main characteristics of a non- 
stationary corona for different one-dimensional 
electrode configurations (concentric spheres, coaxial 
cylinders and emitting plane). 

2. System of equations 

A corona discharge is described by the balance 
equations for the density of charge carriers and 
Poisson's equation. The boundary condition is that the 
electric field near the coronating electrode is equal to 
the corona onset field. In addition, we use the condition 
that the voltage drop along the discharge gap is equal to 
the applied voltage U{t). 

3. Results obtained 

In a non-stationary case, there exist an exact analytical 
solution for one-dimensional electrode geometries and 
on assumption that the discharge current is time- 
independent [2]. (This is valid only for a certain 

voltage shape.) A generalization of this analytical 
approach to any voltage shape has been given in [1]. 
By using this approach to describe a non-stationary 
corona between concentric spheres with inner radius /-Q 

and outer radius RQ, we obtain the expression for the 
discharge current 

/ = iTtSn  l!^ { 

Dplied voltage sh 

■'') 

for the applied voltage shape 

U 

(1) 

(2) 

Here, /i is the ion mobility. Equation (1) is valid for r^ 
« R « Ro, where R is the radius of the space charge 
front. 

20     30     40 
Time, s 

Fig. 1. The ion cloud radius R and corona current / 
calculated (solid curves) numerically and (dashed 
curves) analytically, respectively. ro= 1 cm, Ro= 10 
m, t/„,= lMVandT=10s. 
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The analytical approach used was verified by 
comparison with the results of a computer simulation. 
Figure 1 shows that the approximations used in the 
analytical theory introduce an accepted error. 
Our analytical and numerical study shows that for the 
same applied voltage the current of a non-stationary 
corona can be much higher than the current of a 
stationary corona. Figure 3 shows a transition from a 
non-stationary corona between concentric spheres to a 
stationary regime. The current was numerically 
calculated for various rise times of the voltage, //. The 
shorter is tf, the higher is the peak current. 

t =0.001 s 

10'        lO" 
Time, s 

Fig. 2. The transient corona current in the gap between 
concentric spheres for /Q = 1 cm and R^ = 5 m. The 
voltage rises lineariy up to 300 kV at 0 < / < /y- and is 
constant at i > tf. 

Expressions similar to (1) were obtained also for the 
case of coaxial cylinders and for the case of an emitting 
plane. (The latter one simulates a corona ignited in a 
thundercloud electric field near tips of trees, bushes or 
buildings distributed over a large area of the earth 
surface.) 
The analysis of the results shows that the dependence 
of the current of a non-stationary corona upon the 
mobility p of charge carriers is weaker than that of the 
current of stationary corona. For a well developed non- 
stationary corona and at a given instant, we have / ~p"^ 
for spherical electrodes, a weaker dependence (; 
~ln(// )) for coaxial cylindrical electrodes and no jU - 
dependence for plane electrodes. 
For each electrode geometry there exists a critical 
shape of applied voltage (or that of the external field in 
the plane case) at which the corona current is time- 
independent. This occurs at t/ ~ /"^ in the spherical 
case and at £o -' in the plane case; the cylindrical case 
is intermediate between the spherical and plane cases. 
If U increases in time faster, the corona current also 

increases; if U increases slower, the current decreases 
in time. 
The density of corona current from coronating earth's 
surface is controlled by the evolution in time of a 
thundercloud electric field above the space charge layer 
rather than by electric field at ground level. 

4. Effect of aerosol ions 

The characteristics of a corona discharge initiated in a 
thundercloud electric field near grounded objects can 
be effected by the formation of aerosol ions [3]. In 
order to estimate the effect, we numerically simulated 
the properties of a non-stationary corona developed 
from an isolated spherical anode of radius /-Q = 10 cm 
by taking into account aerosol ions. Our kinetic model 
for ions was similar to that used in [3]. Figure 3 shows 
the calculated radial distributions of the densities of 
light and aerosol ions at / = 60 s when the ion cloud 
radius reached 120 m. Aerosol ions are important only 
at large distances from the electrode at which the total 
ion density drops down to the initial density of neutral 
aerosol particles, NM ~ 10' cm■^ 

Fig. 3 The radial distributions of the densities of light 
and aerosol ions around a solitary sphere of radius 10 
cm at / = 60 s. The voltage rises lineady up to 4 MV for 
30 s and is constant at / > 30 s. 
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A non-stationary corona in which the front of space charge has not bridged the gap is studied by 
considering a multi-electrode equipotential system in an unsteady electric field. Onset electric 
field and the evolution in time of discharge characteristics (discharge current, injected space 
charge, etc.) are numerically calculated versus the distance between electrodes. Conditions are 
obtained that corona near a real multi-electrode system can be simulated by charge emission from 
a plane in an electric field exceeding some threshold. 

1. Introduction 

A corona discharge developed from a system of 
closely-spaced equipotential electrodes occurs under 
natural conditions (point discharges at the tips of trees, 
bushes, leaves, grasses and other sharp objects under 
thunderstorm conditions) and in engineering practice. 
A plane which emits ions in an unsteady external 
electric field exceeding some threshold, £0 con can be 
considered as a limiting case of a real plane system 
with numerous identical coronating points. Such an 
emitting plane has the following unique properties, (i) 
The current density through the plane, j, is controlled 
only by the rise rate of an external electric field £0 (/ = 
e^EJdt, where £b is the gas permittivity) and is 
independent of the ion mobility, (ii) Space charge 
injected into the gap from a unit plane area cannot be 
higher than On,ax=EoEo ,„av. where EQ „,OT is the maximum 
external electric field, (iii) Due to charge injection, the 
electric field on the plane is maintained at a constant 
level equal to the onset threshold £0 cor- 
The purpose of this work is to determine conditions 
that a corona ignited near a real multi-electrode system 
in an unsteady external electric field behaves similarly 
to an emitting plane. 

2. Computer model 

A large number (>5000) of identical electrodes are 
assumed to be uniformly distributed over a conductive 
plane. Each electrode, being a grounded hemisphere of 
radius /-Q, is placed at height h above the plane. The 
distance between adjacent electrodes is D. The effect of 
the charge of grounding conductor is neglected in 
calculating the electric field and corona characteristics; 
that is, the conductor is assumed to be infinitely thin. A 
corona is ignited in a uniform electric field £o(0- 
The discharge is described by the balance equations for 
the ion densities and Poisson's equation. The boundary 
condition is that the electric field near the coronating 

surfaces is equal to corona onset field. Light molecular 
ions and aerosol ions are considered; their mobilities 
and rate of ion conversion are taken from [1]. The 
initial density of neutral aerosol particles is assumed to 
be 10^ cm-^ 
Our calculations include two steps: the determination of 
onset external electric field and calculation of corona 
characteristics. 

3. Conditions for corona ignition 

The external electric field £0 cor in which a corona is 
ignited near the electrode tops depends on the ratios 
hh-Q and DIh. Our calculations show that the onset field 
£(, cor for the multi-electrode system is close to that for 
the solitary electrode at D/h>2. The value of £0 cor 
increases as the distance between electrodes decreases. 
This is explained by a screening effect of the charges 
located on adjacent electrodes. As a result, the onset 
field triples at £)//) = 0.25. 

4. Results 

An external uniform electric field £0 above the plane is 
assumed to rise linearly with a rate of 0.9 kVm"'s"' from 
an onset field of Eocor = 2.1 kVm"' for 0 < ? < 20 s and 
is constant for / > 20 s. Figure 1 shows the evolution in 
time of the corona current from a given electrode in the 
system for h = 10 m, ro = 5 cm and various D. Each 
curve is normalized to its own maximum corona current 
In,ax = iit = 20 S). 
In the case of a solitary hemispherically tipped 
electrode, the current of non-stationary corona must (i) 
increase linearly with time when £0 rises linearly with 
time and (ii) decrease as / ~ t'^'^ when £0 is time- 
independent [2]. In figure 1, curve 1 shows that, at 
large ratios D/h, each electrode in the system behaves 
as a solitary electrode. In a multi-electrode system with 
small values of D/h, the corona current must (i) be 
constant when £0 rises linearly with time and (ii) 
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decline steeply down to zero when EQ is constant. 
Figure 1 shows that our calculations for small D/h 
correlate well with such an evolution in time of the 
current. Here, the calculated current rises only in the 
beginning until the ion clouds developed from 
individual electrodes unite into one common space 
charge layer. At intermediate D/h, the curves also 
behave in an intermediate way. 

Fig. I. The evolution in time of the corona current from 
a given electrode in the system with D/h = (1) 5, (2) 3, 
(3) 2, and (4) 1. The values of/,„„,. correspond to 0.88; 
3.53, 7.55; and 14.5 |iA, respectively. 

It is known that the injection of space charge into the 
gap leads to the electric field stabilization near a 
coronating surface. The same effect is likely near the 
plane covered with a large number of electrodes once 
the individual ion clouds have united into one plane 
space charge layer. 
Figure 2 shows the evolution in time of the electric 
field on the plane under a given hemispherical 
electrode for various D/h. The front of space charge 
developed from any electrode tip covered distances of 
35-40 m for 20 s. The electric field on the plane has not 
stabilized for D/h = 5, whereas this field stopped to rise 
and was close to £0 cor already at / > 3 s after the 
corona ignition for D/h = 1. Hence it follows that, 
under thundercloud conditions, the measurement of the 
electric field on the ground surface covered with 
numerous coronating points provides an information 
about the onset threshold for such a multi-point system 
rather than about the electric field strength of a 
thundercloud. 
Unlike the case of a steady corona, the current of non- 
stationary corona is not proportional to the ion mobility 
H- The more non-uniform is the undisturbed electric 
field in ft-ont of the expending space charge cloud the 
stronger is the effect of/y. For instance, an increase in \x 
by a factor of four must (i) lead to doubling the current 
in the case of a solitary spherical electrode [2] and (ii) 

Fig. 2. The evolution in time of the electric field on the 
plane under a given hemispherical electrode for D/h = 
(1) 5, (2) 3, (3) 2, and (4) 1. The curves correspond to 
the same conditions as those in Fig. 1. 

affect the current of a multi-electrode system only in 
the beginning of the process until the individual ion 
clouds unite into one space charge layer; thereafter, the 
current is independent of jU (j =efl3Eo/3t). Consequently, 
the effect of ji can vary in time, in agreement with 
results given in figure 3 which shows the ratio of the 
calculated corona currents at ^ = 6.0 and 1.5 cmV's'. 
The calculations were made for a solitary electrode and 
the electrode system with D = 10 m. 
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Fig. 3. Ratio of the calculated corona currents at |i = 
6.0 and 1.5 cm^V's''. The calculations were made for 
(1) a solitary electrode and (2) the electrode system 
with D = 5 m. 
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A pulsed corona discharge of positive polarity, in multipoint-to-plane 
configuration was studied. The distance between pins was optimised 
for obtaining maximum discharge current at a given voltage. At 
constant voltage the frequency and amplitude of the current pulses are 
controlled by a self-triggered spark-gap switch. 

1. Introduction 

Corona discharges are non-thermal, chemically 
active plasmas, which receive considerable attention 
both in connection to their numerous applications [1], 
and also from a theoretical point of view [2,3]. 

The present investigation of a pulsed positive corona 
in multipoint-to-plane configuration is concentrated 
especially on the influence of the geometry and 
electrical circuit on the discharge characteristics. 

2. Experimental arrangement 

The experimental arrangement is shown in Fig. 1. In 
a cylindrical discharge chamber, the high voltage 
electrode, consisting in an array of tungsten pins, with 
100 nm tip diameter, is placed at approximately 40 mm 
above a grounded circular grid. 
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Fig. 1. Experimental set-up 

The voltage generator supplies up to 30 kV, charging 
the capacitor C = 1 nF, which is discharged by means of 
a self-triggered spark-gap switch (SG). The discharge 
voltage was measured by a high voltage probe 
(Tektronix P60I5, Rp=100MQ) and the discharge 
current was determined from the voltage fall on a 50 Q 
resistor in series with the grid electrode. The voltage 
and current waveforms are monitored by an 
oscilloscope (Tektronix TDS 320). The radiation 
emitted by the plasma is collected by an optical fiber 
and monitored with a photomultiplier. 

The experiments were performed at atmospheric 
pressure; a fan was used to produce a continuous flow 
of air through the discharge chamber. 

3. Results and discussion 

3.1. Single point to plate configuration 
Typical voltage and current waveforms are shown in 

Fig. 2, for a single pin as high voltage elecfrode, at 24 
and 28 kV applied voltage. 
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Fig. 2. Typical voltage (2a) and current (2b) waveforms 

The rise time of the voltage (10 to 90%) is 7-8 ns, 
and the voltage rise rate is approximately 2 kV/ns. 

The first current peak is a displacement current, 
which charges the capacitance of the electrode system. 
This total geometrical capacitance, determined by fitting 
the calculated AVI At to the first current peak, is ~1 pF. 

The real discharge current is the second, smaller peak, 
which is confirmed by the temporal correspondence 
with the radiation emitted from the plasma. 

Increasing the applied voltage leads to an increase in 
current and to a decrease of the time interval between 
the displacement current and the discharge current. This 
time interval is connected to the inception probability, 
which is higher for higher applied electric fields [4]. An 
increase of the voltage leads also to higher repetition 
frequency of the pulses, from 450 Hz at 24 kV to 
900 Hz at 28 kV. The frequency is controlled in 
addition by the spark-gap switch operation. 

3.2. Influence of the number and position of pins 
Adding a second pin leads to an increase of the 

discharge current. However, if the pins are placed very 
close to each other, the current remains similar to the 
value for a single pin. This behavior is most likely due 
to interactions of the electric fields near adjacent pins. 
Simulations of pulsed corona in wire-plate configuration 
[5,6] predict also interference effects on the electric field 
distributions near neighboring wires, consisting in the 
reduction of the electron density and electric field in the 
streamer head, as the spacing between wires decreases. 

In the present experiments, the distance between the 
two pins was varied from 3 to 24 mm. At constant 
applied voltage (28 kV), the current increases linearly 
from  190 to 280 mA when increasing the spacing 
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between pins from 3 to 10 mm, and remains around 
250 mA for distances longer than 10 mm. 

Fig. 3 shows the discharge current as a function of 
the number of pins, at 28 i<V applied voltage and a 
distance between adjacent pins of 10 mm. 

200 
t(ns) 

400 

Fig. 3. Discharge current vs. the number of pins 

The current is higher as the number of pins increases, 
reaching more than 500 niA for an array of 22 pins. The 
maximum number of pins used was limited by the 
dimensions of the discharge chamber and the optimum 
spacing between pins. Therefore, in the following 
experiments this array of 22 parallel pins, placed at 10 
mm from each other was used as high voltage electrode. 

3.3. Influence of the gap length of the switch 
Fig. 4 shows the discharge current waveforms at 

constant applied voltage (28 kV) for three values of the 
gap length of the spark-gap switch: d.so = 3,5 and 7 mm, 
and also the average current as a function of voltage. 
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Fig.4. Discharge current waveforms for U = 28 kV and 
current-voltage characteristics for dso = 3, 5, 7 mm 

For small gap lengths of the switch, the discharge 
current is relatively low (140 mA) and increases to more 
than 500 mA when increasing the gap length to 7 mm. 
However, the average current is higher for smaller gap 
lengths at constant applied voltage. This is due to the 
higher repetition frequency of the pulses for small gap 
length (1400 kHz, for dso = 3 mm and U = 24kV) as 
compared to longer gap lengths (450 Hz, at dso = 7 mm) 
at the same voltage. 

Fig. 5 shows the voltage waveforms on a long time 
scale for dso = 3 and 7 mm at 24 kV. For the small gap 
between the electrodes of the switch, a relatively low 
potential difference between them (-15 kV) is sufficient 
for breakdown, while the necessary voltage drop for the 

longer gap length is higher (22-23 kV). Since the time 
constant of the voltage decrease after the breakdown is 
the same, the repetition frequency of the pulses is higher 
for small gap lengths as compared to the frequency 
corresponding to longer gaps. 

> 

Fig. 5. Voltage waveforms for dso = 3, 7 mm and 24 kV 

For small gap lengths, the corona high voltage 
electrode stays continuously at 10-11 kV, over which 
the pulses are superimposed. In these conditions, the 
lower values of the discharge current could be due to the 
lower amplitude of the voltage pulses. 

4. Conclusions 

The electrical characteristics of a pulsed multipoint- 
to-planc positive corona discharge were studied. 

In the multipoint configuration the discharge current 
is higher as compared to the single point corona. 
Another advantage, especially for plasma-chemical 
applications, is the significantly higher active volume of 
the multipoint discharge: almost the entire cross section 
of the discharge chamber is filled with plasma. 

Both the position and the number of pins used as 
high voltage electrode influence the characteristics of 
the discharge. The discharge current is higher as the 
number of pins is increased. Small distances between 
adjacent pins cause interactions between simultaneously 
propagating streamers due to changes in the electric 
field distribution near the pins, therefore the optimum 
spacing, where this interference effect ceases, was found 
to be 10 mm. 

The functioning of the spark-gap switch determines 
the repetition frequency and the amplitude of the current 
pulses, at constant applied voltage, therefore the gap 
length of the switch is an important parameter in this 
configuration. 
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We recently have identified a simple mechanism of spontaneous streamer branching [1, 2j. 
Here we discuss when this instability occurs, we present new numerical results, and we 
present a reduced model in which the instability can he studied analytically. 

1. Observations and minimal model 

Discharge streamers appear in the initial stages of 
natural sparking as well as in many plasma reac- 
tors. Streamers also play a role in the recently ob- 
served upwards sparking from clouds towards the 
ionosphere [3]. Frequently streamers do branch. 
It is generally accepted that the properties of stream- 
ers are determined by space charge effects. Space 
charges enhance the field at the rapidly propagating 
head of the ionized streamer channel and create an 
active ionization zone that now can be visualized by 
fast CCD cameras [4]. 

We investigate the minimal model for anode- 
directed streamers in a non-attaching and non- 
ionized gas. It is a "fluid model" with impact ion- 
ization in local field approximation, with drift and 
diffusion of charged particles between abundant neu- 
tral particles, and with space charge effects through 
the Coulomb equation of electrostatics. In dimen- 
sionless units [1,2], the model for electron density cr, 
ion density p and electric potential $ has the form: 

9t (T - V • (<T E-f £1 Vcr)    =    <T|E|a(|E|), 

dtp    =    <J |E| a(|E|) , 

p-(T = V-E     ,     E    =    -V$ , 

where Q;(|E|) in our numerical work is approximated 
by the Townsend expression e~^/'^'. 

2. Two transitions, the Firsov limit 

The avalanche-to-streamer-transition is a classical 
concept, it occurs when the space charge p — c is not 
negligible anymore. In the streamer phase, the inte- 
rior of the ionized channel is screened from the exter- 
nally applied field, the field at the active head is en- 
hanced. This field enhancement makes the streamer 
propagate more rapidly than the avalanche. 
In our recent numerical evaluation of the minimal 
model [1, 2], we applied an external field twice as 
high as previous authors [5]. Ionization gradients 
were much steeper and the field enhancement much 
stronger, and the streamer splitted spontaneously. 
We interprete this as a second "transition": the 
streamer head accumulates enough charge to ap- 
proach the limit of "ideal conductivity" according to 

the old concept of Lozansky and Firsov [6]. However, 
the simple parabolic front shape solution [6] found for 
the "ideally conducting" streamer at the time is just 
one possible solution of the problem. Actually, we 
show that the head dynamics of a streamer in this 
limit can be surprisingly rich, and that branching is 
a generic instability: 

3.    Head dynamics of Firsov-streamers 

3.1 Numerical results, adaptive grid 

Spontaneous streamer branching was found in 
the numerical studies of M. Arrayas, A. Rocco, 
W. Hundsdorfer and U. Ebert [1, 2]. This work is 
presently being extended by C. Montijn, W. Hunds- 
dorfer and U. Ebert. Specifically, an adaptive grid for 
the ionized regions has now been implemented which 
allows for finer grid spacing and more rapid calcu- 
lations. The numerical discretization has been rein- 
vestigated, and a larger parameter range is presently 
being tested. We will present our state of the art. 

3.2 Analytical approach, conformal mapping 

The simplest sketch of the dynamics of our Firsov 
streamers consists of the following btiilding blocks: 
the interior of the streamer is equipotential, its 
boundary moves everywhere with a local velocity 
V = v(E) where E is the local field, and the exte- 
rior is non-ionized and charge-free, so V^$ = 0. The 
field E = —V$ far from the streamer is specified; 
we presently consider the case where this far field is 
constant. 
The problem of a moving boundary of arbitrary 
shape in 2 dimensions can be reduced to a one- 
dimensional problem by conformal mapping meth- 
ods. Such methods have been developed previously 
for the study of interfacial instabilities in two-fluid- 
flow, the so-called Saffman-Taylor problem. With 
the last simplification of v(E) oc E, the complex dy- 
namics of the ionization boundary in some casas can 
be solved even fully analytically. We present the so- 
lutions recently found by B. Meulenbroek, A. Rocco 
and U. Ebert. They reproduce the transients and 
the branching instability as observed in the numeri- 
cal solutions. 
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Comparison of Experimental Measurements and 
Theoretical Description for Cathode-Directed Streamer 

S Pancheshnyi, M Nudnova, D Opaits, A Starikovskii 
Moscow Institute of Physics and Teclniology, Dolgoprudnyi, Russia, e-mail:pon@neq.mipt.ru 

At this work complex study of positive streamer development in N2/O2 mixtures at pressure 
range 0.1-2.0 atm has been performed. Experimental mea,surements of streamer discharge 
dynamics have been compared with direct numerical simulation within the scope of 2D hy- 
drodynamics approach. Self-consistent analytical model that allows with the use of known 
potential of the high-voltage electrode to obtain associated values of the .streamer parameters 
was developed and verified. 

1. Experimental Setup 

Discharge section comprises cube chamber 20x20x20 
cm. There is a possibiUty to pump up to 10~^ 
torr and to heat the chamber. Special optical win- 
dows are made of quartz to register optical emission 
in a wavelength range of 190-600 nm. A rotating- 
interrupter generator was used as a pulsed voltage 
supply. The high-voltage pulses were fed through 
a coaxial electric cable to the high-voltage connec- 
tor of the discharge system. Repetitive frequency 
of the high-voltage pulses was 1.2 kHz, voltage am- 
plitude in the cable was 15 kV, high voltage pulse 
on the half-height was 50 ns. A calibrated back- 
current shunt placed in the break of the shield of 
the feeding coaxial cable was used to control elec- 
trical parameters of the pulses. The emission spec- 
troscopy technique was used to analyze a cathode- 
directed streamer discharge. The densities of excited 
molecules were determined and the reduced electric 
field in the streamer head was estimated [1]. 

2. Direct Numerical Simulation in 2D 
Geometry 

Streamer discharge modeling was performed for pure 
N2 and it mixtures with O2 at different pressures 
at positive voltage up to 100 kV and interelectrode 
distance up to 20 cm. The modeling was performed 
in the hydrodynamic approximation for 2D geometry 
[2]. Numerical model considered balance equations 
for charged particles: 

respectively. Electric field distribution E in the gap 
was calculated by Poison's equation: 

—-^ + div {ve ■ nc) 

dn.„ 
dt 

drin 

dt 

— Satt + Sdet 

^ron "T Opfioto       ^rec 

Satt — Sdet 

Here n-e, rip and ??,„ - densities of electrons, positively 
and negatively charged ions, tJ^ - drift velocity in a 
local electric field E, Sio„, Sphoto, Srec, Satt and Sdet 
- rates of ionization, photoionization, electron-ion 
recombination and electron attachment/detachment 

E -V(/3 

A(p     = {Up - Uc - Tin) 

3. Analytical Description 

In [2] on the base of theoretical investigation and 
numerical modeling of streamer discharge in 2D ge- 
ometry an analytical model of the cathode directed 
streamer head was proposed. The model allows us, 
with the use of known streamer head potential, to ob- 
tain values of the head radius and peak electric field 
in the head. According to the model, electron flux 
into the streamer channel is to be compensated by 
a flow of intensively multiplying electrons from the 
pre-ionization region in front of the streamer head. 
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Fig. 1: Current pulse waveforms taken for various SF^ 
admixtures at a gap voltage value of 3 kV and a pressure of 
6.65 kPa. 

Mechanism of Negative Corona Pulses in CO2- SFe IVlixtures 

A.Zahoranova, M. Simor, D. Kovacik and M. Cemak 
Faculty of Mathematics, Physics, and Informatics,Comenius University, Mlyn. dolina F2, 842 48 Bratislava, Slovakia 

Abstract 
Current waveforms of first negative corona pulses have been measured in CO2-SF6 mixtures over a pressure range extending from 
6.65 kPa to 50 kPa and various overvoltages. Effects of changing cathode secondary electron emission were studied using a copper 
cathode coated by Cul and graphite. The results indicate a positive-streamer discharge mechanism and important role of field 
emission processes at pressure above 30 kPa. 

1. Introduction 

Mixtures of SFg with other less expensive gases such as 
air, N2 and CO2 are extensively investigated as a cheaper 
and environmentally attractive option to pure SFe- Also, 
comparing to pure SFe, there are indications of the 
superior dielectric characteristics of these mixtures in 
non-uniform field conditions and in the case of 
projection-initiated breakdown. Since in these 
conditions the breakdown criteria often can be 
interpreted as the negative corona-onset voltage [1,2,3], 
it is apparent that a better understanding of the negative 
corona mechanism in SFe and the SFe containing 
mixtures can help to optimize their insulation 
performance. 
In a recent series of papers [4,5] it has been concluded 
that in air-SFe and N2-SF6 mixtures containing less than 
approximately 10 % of SFe the negative corona pulse is 
associated with the formation of a cathode-directed 
streamer-like ionizing wave in the immediate vicinity of 
the cathode [6]. However, in the mixtures containing 
more than 10 % of SFg the ionizing wave was quenched 
and, consequently, the discharge was governed by the 

Townsend ionization mechanism fed by cathode Yp - 
einission processes. This work is now being extended to 
study the negative corona pulse mechanism in CO2-SF6 
mixtures. 

2. Experimental results and discussion 

The point-to-plane electrode system consisted of 
a hyperbolically capped Cu-cathode with a value of tip 
curvature radius of 0.1mm situated 12 mm from a planar 
stainless steel anode. The experimental set-up and 
procedure were similar to those given in Refs. [4,5]. To 

clarify the role of ^ - emission processes, copper iodide 
and graphite, which have exceptionally high and 
exceptionally low photoelectric yields, respectively, 
were used as alternative cathode surface materials to 
cooper [4,5,7,8]. 
Figure 1 shows the first corona current pulses measured 
in CO2-SF6 at a pressure of 6.65 kPa for the SFg 
percentage varied from 0% to 30%. From Fig.l it is 
apparent that increasing the S¥(, content a more 
significant reduction in the step height on the pulse 
leading edge than in the pulse maximum was observed, 
which is in contrast to the observed discharge behaviour 
in SFfi with N2 and air mixtures [4,5]. 
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C u U-^^ / /                 V\\.    ^ 

oJ    \      \V^ ■^^^^ 
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Time [10 ns/div] 

Fig. 2: First negative corona pulses measured using the Cu- 
cathode, the Cul-cathode and the graphite-coated cathode for 
CO2 at a pressure of 6.7 kPa with 2.5% SF^ at gap vohage 
value of 3 kV. 

Figure 2 compares the first corona pulses measured at a 
pressure of 6.7 kPa using the copper cathode, Cul- 
coated cathode, and graphite-coated cathode for 2.5% of 
SF6. The observed sensitivity of the step height and 
relative insensitivity of the pulse maximum to the 

changing the cathode y^ - emission, which are identical 
with the discharge behaviour observed in SFe-air and 
SF6-N2 mixtures [4,5], are also in a good agreement 
with the above mentioned streamer-based hypothesis for 
the discharge mechanism [6]. 

The first corona current pulses measured in CO2-SF6 at a 
pressure of 50 kPa for SFe content varied from 0% to 
30% are shown in Figs. 3(a)-(b). 
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Fig. 3: Current pulse waveforms taken at a gap voltage value 
of 5 kV and a pressure of 50 kPa for SF^ admixtures (a) 0%- 
10%; (b) 10%-30%. 

At a pressure of 50 kPa the step on the pulse leading 
edge in pure COj is less discernible than at 6.67 kPa 
apparently due to an increased collisional quenching of 
photon-emitting excited states and absorption of 
photons in the gas. The decrease may also be due to 
increased electron attachment near the cathode surface 
[9]. 

Time (2 ns/dlv] 

Fig. 4: First negative corona pulses measured using the Cu- 
cathode, Cul-coated cathode, and graphite-coated cathode at a 
pressure of 50 kPa in CO2 + 2.5% SF^, and at gap voltage 
value of 5.5 kV. 

Figure 4 exemplifies the effects of changing of the 

cathode y,, - emission using 2.5% of SFsand gap voltage 
of 5.5 kV, where the step on the pulse leading edge was 

clearly seen. In a close correspondence with the results 
shown in Fig. 2 and with the streamer-based hypothesis 
the graphite coating led to a dramatic reduction of the 
step on leading edge, while the Cul coating led to a well 
pronounced increase of the step. However, in a contrast 
to the results measured at a reduced pressure of 6.65 
kPa, at 50 kPa the graphite coating resulted in a marked 
increase of the pulse magnitude. The observed effect of 
the graphite cathode coating obsei^ed at higher gas 
pressures is the same as that studied in more detail in 
work [5] for the discharge in Nj-SF^ mixtures. On this 
base, and in line with the recent studies of other authors 
[10-12], we hypothesize that this effect can be an 
indication that with increasing gas pressure and 
consequently increasing gap voltage the field emission 
becomes to play an important role in the discharge 
mechanism. 

3.   Conclusions 

The above results interpreted in terms of the streamer- 
based hypothesis suggest that the effect of adding SFj to 
CO2 was primarily to quench the Townsend 
multiavalanche ionization processes, while the effect on 
the positive streamer ionization processes was much 
less pronounced. This is in contrast to our results 
obtained in similar experimental conditions in air-SF^ 
and N2-SF6 mixtures [4,5], where the observed effect 
was opposite. One may therefore speculate that the 
stronger streamer quenching in N2-SF(, mixtures, and the 
resulting more efficient corona stabilization effects can 
be responsible for higher dc breakdown voltages 
measured at pressures less that 0.2 MPa in N2-SFf, 
mixUires, comparing to those measured in CO2-SF6 
mixtures [13]. 
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Under certain conditions, streamers are generated simultaneously from two electrodes on the 
same plane. The synchronization is found to be produced by light emitted from the first 

streamer. Not only the light of the UV region, but also VUV, is effective. 

1. Introduction 

Lichtenberg figure method has been used for 
studies on surface discharge since its development in 
1777. With this method, Pedersen [l] described 
synchronized generation of surface discharges using 
five electrodes on an insulator surface. After that, 
studies on surface discharge continued, but it would 
seem that the synchronization mechanism remains 
unclear. Recently, Chiba et al. [ 2] demonstrated that 
the cause of synchronization between two streamers 
which started from two different electrodes in parallel 
connection is attributable to the initial electron 
emitted from the insulator surface by illumination 
from the first streamer. 

We have also examined the relationship of 
synchronization mechanisms of streamers and energy 
of photons radiated from the first streamer. It is 
considered that the phenomenon includes some 
important processes as the supply of initial electron: 
not only surface discharge, but also barrier discharge 
[3]. In particular, barrier discharge is a frontier of 

recent discharge plasma technology for development 
of a practical apparatus. 

2. Experimental Procedure 

Figure 1 shows a front view of the experimental 
setup. Standard lightning impulse voltage (1.2/50 us) 
which has several tens of kilovolts peak value was 
applied to the parallel connected electrodes. The two 
electrodes were placed on an insulator plate made of 
acrylic resin. It is a square plate of side 300 mm and 
thickness 10 mm and has an aluminum back 
electrode. The back electrode is also a square plate of 
side 350 mm and thickness 10 mm ; it is grounded 
through a resistor put on the shielded box. Both 
terminals of the resistor were connected to a digital 
waveform recording system. Current and applied 
voltage were recorded by the system simultaneously. 

Dust figures were obtained on the insulator plate 
using photocopier toner. Observations were repeated 
several tens to a hundred times according to demand. 
It was judged that the streamers were synchronized if 
only one or two streamers occurred within a 100 ns 

interval in the current waveform. In that case, the 
obtained symmetrical dust figures had the same 
diameter as circles on the insulator plate. Probabilities 
of synchronization were determined for all 
experiments. A shading plate or an optical filter 
indicated by H in the figure was used to intercept 
discharge light or to limit the short side of wavelength 
of the light passing through a territory between the 
parallel electrodes, respectively. Several pieces of 
shading plate with different length or several optical 
filters were prepared for the purpose. 

rp'^^!^^ 
Figure 1    Experimental setup 

A: Spherical Gaps, B: Acrylic Resin Insulator, 
C: Back Electrode, D: Current Measuring System, 
E: Insulator, F: Metallic Bar, G: Voltage Divider, 
H: Shading plate or Optical Filter 

3. Results and Discussions 

Without the shading plate, two streamers 
originated from both electrodes were synchronized 
with almost 100 % probability. The result is plotted 
by the open circle in Fig. 2. We call that 
synchronization of surface discharge. In contrast, if 
the shading plate was mounted on the middle point of 
the two electrodes, the probability of synchronization 
decreased remarkably to almost zero, as shown by the 
open triangles in the same figure. As length of the 
shading plate increased, probabilities decreased, as 
shown by the open squares in the same figure. Results 
suggest that the initial electrons emitted from an 
insulator near another electrode by illumination of the 
first streamer decrease with increase of   the shortest 
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Figure 4 
Probability of the synchronization 
as a function of cutoff wavelength 
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light pass along the surface of the insulator plate. 
Nevertheless, with the shading plate, the probability 
returned to above 80 %, as plotted by a closed square 
in the figure, when both electrodes were illuminated 
by ultraviolet light. UV is emitted from low-pressure 
mercury lamp that was fixed over the electrode 
system. 

In the case where probability is approximately 
100 %, the time lags of the first and second streamer 
are almost equal, as shown by the open circles in Fig 
3. These time lags, which are observed in each current 
waveform of the one shot experiment, lie on a straight 
line in the graph. The horizontal axis of Tl is a time 
lag of the first streamer; the vertical axis of T2 is also 
a time lag of the second (another electrode) streamer 
fi-om the origin of the applied impulse voltage to the 
electrodes, respectively. Cases of the open circles on 
the straight line as shown in the Fig. 3 correspond to 
plots indicated by the open circle in the Fig. 2. In 
contrast, the open triangle plots in the Fig. 3, i.e. T2s 
become longer than Tis give low synchronization 
probabilities, as shown by the open triangle in 
the Fig. 2. 

It is supposed that UV light from the first 
streamers can introduce synchronization of surface 
streamers through the initial electron supply by the 
first streamers. Optical filters were used to 
investigate wavelength dependency of synchronization 
probability. Open circles of zero and 112 nm on the 
horizontal axis in Fig. 4 achieved 100 % probability 
of synchronization through one hundred times 
measurements without the shading plate and using an 
MgF2 filter, respectively. In cases where filter of 350 
nm cutoff or longer were used, probabilities sharply 
decreased and reached almost zero. The plot indicated 
by an open triangle in Fig. 4 is the result with shading 
plate of 300 mm and shows the non-synchronization 
of streamers. 

For cases where distances between electrodes 
were changed, a similar tendency to that in Fig. 2 was 

"recognized by experiments. 

It is considered that the short side of the 
wavelength against the light required for the 
generation of synchronization is about 250 nm. This 
value corresponds almost to 5 eV and is the minimum 
energy for photoemission from the insulator surface 
[4], [5]. Our results also satisfied the necessity of 

photo-ionization near the insulator surface and the 
photoelectron emission from the insulator surface for 
interpretation of progression of dust figures 
experimentally and through computer simulation   [6]. 

4. Conclusions 

In order to investigate the relationship between 
synchronization probability and the wavelength of 
light radiated from the first streamer, more detailed 
experiments than the experiments described in 
previous papers were performed. Results confirmed 
that UV and VUV from the first streamer induced 
synchronization between the two streamers. That is 
not only UV but also VUV, radiated from the first 
streamer triggers the second one. 
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Vacuum breakdown of very small gap in the range of 30nm to 2f m, between a pointed cathode of thin tungsten wire 
and a plane anode of stainless steel, was experimentally investigated.    The experimental setup, which consists of both 

electrodes and precise positioning mechanisms actuated by piezoelectric devices, was installed in scanning electron 
microscope (SEM).    Breakdown voltage decreases with decrease of gap spacing and/or radius of curvature at the tip of 
cathode.      Theoretical consideration shows that the evaporation from the anode surface heated by field emission 

current is dominant factor of triggering vacuum breakdown. 

1. Introduction 

Recently, various materials processing techniques have 
been actively developed in order to produce 
micro-machines and/or. micro-robots used for medical 
instruments, sensors, inspection/repair of piping in 
nuclear power plants or chemical process plants, and so 
on. The silicon based micro-parts have been almost 
produced by means of a photolithography which is 
frequently used in fabrication of semiconductor ICs. On 
the other hand, the metal based parts have been shaped 
by LIGA process and/or focused ion beam (FIB) 
process. These precise processes are based on the 
material removing technique; photo-chemical reaction, 

laser ablation and ion beam sputtering. 
However, a micro-joining technique, which includes 
welding and solid state bonding, will be surely required 
to produce or assemble more complex structure of the 
micro-parts. In order to carry out micro-welding 
successfully, heat power must be precisely controlled 
and concentrated on the microscopic area. 
Accordingly, in addition to laser and/or electron beam, 
of which the beam size can be focused or varied, 
micro-discharge is possible to be adopted as the heat 

source. Because the energy generated in the electric 
discharge partly flows into both of the cathode spot and 
the anode spot, which are very small regions formed on 
the surface of each electrode. The energy released 
from these local areas is spent on heating, melting and 

evaporation of the electrode material. The goal of the 
present research and development is to achieve 
micro-sized welding by use of discharge energy, which 
is 1/1000 scale-dovra compared with conventional 

welding as now practiced widely. 
In this paper, in order to establish the discharge 
condition with a pointed electrode as the first step of 

micro-welding, vacuum breakdown of very short gap, 
between a pointed tungsten cathode and a plane 
stainless steel anode, was experimentally investigated. 
And the shape and the size of melting spots on the 

anode surface were also examined. 

2. Experimental apparatus and procedure 

The experimental setup mainly consists of the pointed 
tungsten cathode of 0.1 mm in diameter, the stainless 
steel plate anode, the electric circuit and the actuators 
for adjusting the gap length. The cathode tungsten is 
mounted on the piezoelectric device, which is used as a 
fine adjusting actuator that controls the gap length with 
the accuracy in the order of nanometer. The 
piezoelectric device is set on a positioning stage driven 
by pulse-motor, which is a coarse adjusting device. 
This experimental setup is installed in a SEM in order 
to carry out the in-situ observation of both electrodes 
before and after micro-discharge. 
The shape of the electrode tip affects on the breakdown 
of the gap or the current distribution of the discharge. 
The use of the tip having a small radius of curvature 
increases the local electric field of the gap near the tip. 
And it may limit the area of electric current flow into 

the specimen surface. Accordingly, the tip of the 
tungsten wire is sharpened by electrochemically etching 
in the 10% NaOH solution. For the plane anode, the 
surface of stainless steel is buff-polished. 
The following procedure was employed in the 

experiment. With the aids of SEM observation, the 
tungsten electrode was gradually brought nearer and 
then softly contacted with the anode surface by driving 
the actuators. This position was adopted as the origin 
of the distance for discharge gap spacing. And the gap 

length was adjusted and determined from voltage 
applied to the piezoelectric device. 
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3. Experimental results and discussions 

Fig. 1 shows SEM images of both electrodes before and 
after electrical breakdown. As seen in Fig. 1 (b), the 
melted area is formed at the specimen surface just under 
the tungsten electrode. This melted spot size seems to 

depend on the no-load voltage, the gap length and the 
shape of electrode tip. 

(a) Before breakdown (b) After breakdown 
Fig. 1 In-situ observation of both electrodes before and 
after the electrical breakdown. 

Fig. 2 shows the relationship between the gap length 

and the breakdown voltage. When the curvature 
radius of the tungsten electrode tip is kept constant, the 
breakdown voltage decreases with decrease of the gap 
length, and goes down to about 20 volt at the gap length 
of 30nm. At the same gap length, the breakdown 
voltage increases with increase of the curvature radius. 
From the experimental results, the nominal field 
strength across the gap for the occurrence of breakdown 
gives the value in the range between 2 • lO" " 1 ' 
lO'V/m. Therefore, it is deduced that the field 
emission current from the cathode plays important roles 
for the initiation of breakdown. 

500 

0.5 1 

Gap length (/ m) 

Fig. 2 Change of the breakdown voltage by the gap 
length between pointed cathode and plane anode in 
SEM vacuum environment. 

Then, the field strength at each point of the electrode 

surface was calculated on the assumption that the 
electrode shape is axial symmetric. Next, the field 
emission current distribution was calculated using 

Fowler-Nordheim equation. The emined electron is 
accelerated by the voltage applied bet\veen the cathode 

and the anode. So, the power density distribution at 
the anode surface can be calculated as shown in Fig. 3. 

E I 
X 
3 

to u 
X 

Distance from the anode axis (m) 

Fig. 3 Heat flux distribution at the anode surface by 
field emission current as a function of gap length. 

As seen, the heat flux or the power density of emission 
current is concentrated within the radius of 0.1 f m and 
it greatly increases with decrease of the gap length. 
Accordingly, the very small area of anode surface is 
rapidly heated up. The temperature distribution at the 
anode surface can be obtained through the calculation 
of heat conduction. The solid line and dotted lines in 
Fig. 1 indicate the calculated results of the relationship 
between the gap length and the voltage applied, that the 
temperature of the anode surface reaches boiling point 
of stainless steel. The calculated voltage is higher than 
the experimental breakdown voltage, but it seems to be 
the measure of breakdown. Because the evaporation 

in vacuum occurs sufficiently at the temperature lower 
than boiling point. Therefore, the accelerated 
electrons from the cathode collide with the metal vapor 
and the avalanche-like accumulation of electrons and 
ions rapidly occurs in the gap, that is, the breakdown 
occurs. 

4. Conclusions 

(1) Vacuum breakdown of sub-micrometer gap between 
the pointed cathode and the plane anode is governed by 
the gap length and the curvature radius of cathode tip. 
(2) The evaporation from the anode surface heated by 
the field emission current triggers the electrical 
breakdown. 
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Investigation of nonstationary modes of atmospheric pressure needle-to-plane 
gas discharge and streamer propagation 

V. Golota, L. Zavada, B. Kadolin, V. Karas', I. Paschenko, S. Pugach and A. Yakovlev 
Department of Nonequilibrium Lowtemperature Plasmachemistry, 

National Science Center "Kharkov Institute of Physics and Technology", 
Akademicheskaya St. 1, Kharkov 61108, Ukraine 

The experimental investigation of current and radiation dynamics in nonstationary atmospheric pressure 
needle-to-plane gas discharge in dried air, ambient air and oxygen are presented. 

1. Introduction 

High-pressure needle-to-plain gas discharge is 
investigated with the purpose of its application in 
plasma-chemical reactors of ozone synthesis. It is 
known, that at atmospheric pressure in oxygen- 
contained gases a various modes of discharge can be 
realized in the needle-to-plane electrode geometry. 

Investigations of nonstationary modes of 
atmospheric pressure needle-to-plane gas discharge 
with positive potential at the needle and streamer 
propagation were carried out. Both oscillograms of 
discharge current light emission from different cross- 
section of the gap and for various oxygen-contained gas 
mixtures (dried air, ambient air, oxygen) were studied. 

2. Experiment 

The experimental setup is showed in fig. 1. The 
needle-to-plane electrode system was located in the 
discharge chamber (volume 1 dm^) with controlled gas 
feeding. The gas pressure was an atmospheric. The 
positive DC voltage was applied to the needle electrode. 
The discharge voltage was varied from 3 to 15kV. 

There was a quartz window in the chamber for 
registration of the discharge radiation. The light-tight 
shield with 1 mm slit, which disposed transverse to the 
discharge channel, covered quartz window of the 
chamber. The moving of slit along discharge gap 
allowed obtaining the dynamics of light emission. 

The radiation from the slit was focused by a quartzy 
condenser on an entrance slit of monochromator and 
then was registered by FEM. All dynodes were shunted 
by high frequency capacitors for correct measuring of 
short light pulses. 

The discharge current and FEM's signals were 
displayed by double-channel oscilloscope Tektronix 
TDS-210. The current pulse from FEM was measured 
on the noninductive 50 Q resistor. The discharge 
current was measured by the high frequency current 
probe using 75 ns delay line (for compensation of time 
delay between FEM's current signal and a light pulse). 

Fig. 1. Experimental setup. 1 - ballast resistor 100 KQ, 

2 - discharge chamber, 3 - shield with 1 mm slit, 4 - 
quartz condenser, 5 - monochromator MDR-12U, 
6 - FEM-39A, 7 - capacitive filter of voltage, 
8 - kilovoltmeter, 9 - microammeter, 10 - 75 ns delay 
line, 11 - current probe, 12 - oscilloscope Tektronix 
TDS-210. 

3. Experimental results 

The analysis of the oscillograms of a discharge 
current and optical signals has allowed identifying two 
modes of the nonstationary streamer discharge. The first 
mode corresponds to the case when streamers do not 
reach the cathode, (see osc. 1 and 2 from fig. 2). Second 
mode corresponds to bridging of the gap by the 
streamer channel (see osc. 4 and 5 from fig. 2). Section 
BC of the V-1 characteristic in fig. 4 corresponds to first 
mode of streamer discharge and section CD - to the 
second. 

The following features between the first and second 
modes of discharge are existed: 1) the formation and 
propagation of a secondary ionization wave after 
bridging of interelectrode gap by a streamer; 
2) influence of a field emission on current dynamics and 
rate of streamer propagation near the cathode. Besides 
at mode crossover the discontinuous change of 
repetition frequency of current pulses was observed. 
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Fig. 2. Oscillograms of discharge current pulses in 
ambient air (interelectrode gap is 11 mm). 
1 -1/=4.8 kV, I,p=l.5 nA; 2 - f/=6 kV, 7,^=3.5 |aA; 
3-f/=6.2kV, 7,^=3.8 nA; 4 - f/=6.4 kV, 1,^=4.2 iiA; 
5-f/=ll kV,/^,=50nA. 

The dependence of streamer propagation rate vs. 
location of its head in the gap was obtained from 
analysis of light emission dynamics. Near electrodes the 
streamer propagation rate increased, and in middle of 
the gap it decelerated. 

It was noted that current pulse parameters and 
dynamics of streamer propagation for various oxygen- 
contained gas mixtures were very different. For 
example, the repetition fi-equency of streamers in 
oxygen was -100 kHz, while in ambient air it was 
-10 kHz). 

This   work    was   supported    by    Science   and 
Technology Center in Ukraine (project W<!2144). 
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Fig. 3. Oscillograms of discharge current pulse in 
ambient air and FEM's current pulses from different 
areas of the interelectrode gap (11mm). f/=6.4 kV, 
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Fig. 4. The typical voltage-current characteristic of 
atmospheric pressure needle-to-plane gas discharge. AB 
- stationary mode (positive corona), BD - nonstationary 
streamer discharge, BC - - streamers do not reach the 
cathode, CD - streamer bridge the gap. 
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Ozone synthesis in atmospheric pressure needle-to-plane gas discharge 

V. Golota, B. Kadolin, V. Karas', I. Paschenko, S. Pugach and A. Yakovlev 
Department of Nonequilibrium Lowtemperature Plasmachemistry, 

National Science Center "Kharkov Institute of Physics and Technology", 
Akademicheskaya St. 1, Kharkov 61108, Ukraine 

The research of negative, positive coronas and also a nonstationary streamer discharge was 
carried out. The synthesis of O3 and emission spectrum of NO and atomic oxygen O on wave 
length 777.1 nm was investigated experimentally. The concept of ozone synthesis in atmospheric 
pressure gas discharge was offered. 

1. Introduction 

Most industrial ozone generators are the classical 
DBD setups. However, recently, attention is also 
attracted to ozone generators on high-pressure needle- 
to-plane gas discharge. 

As is well known the basic reaction of ozone 
synthesis is Oj + O -t- M -> O3 -I- M. The 

concentrations of O2 and M set by feeding gas 
composition. The niain task is increasing of O 
generation efficiency, i.e. increasing of Oi dissociation 
rate. 

Electron energy distribution defines the dominant 
dissociative processes. Thus, it is possible to attempt to 
adjust discharge parameters with the purpose of 
effective generation of atomic oxygen, and therefore 
synthesis of ozone, if the chain of O2 dissociation 
processes is known. 

Nonstationary streamer discharge (SD), positive 
(PC) and negative (NC) coronas in the needle-to-plane 
electrode geometry was experimentally investigated. 
The analyses of peculiarities and similarity of physical 
processes of these discharges will allow determining the 
mechanism of dissociation O2. 

2. Experiment 

The needle-to-plane electrode system was located in 
the hermetically chamber with controlled air feeding. 
The air pressure was an atmospheric. There was a 
possibility to apply to needle-electrode both positive 
and negative DC voltages. There was a quartz window 
in the chamber for registration of a radiation spectrum 
of discharge. There was no possibility to control O 
concentration. Therefore we observed the discharge 
byproducts such as O3 and NO, and also radiation of 
atomic oxygen O on wave length 777.1 nm. 

3. Results 

For all three types of discharges the voltage-current 
characteristics with simultaneous monitoring of O3 
concentration     were     measured.     The     obtained 

dependences for the positive potential on the needle are 
represented in fig. 1. 

0 20 « 60 I,«nkA      80 

Fig. 1. V-I characteristic and O3 concentration for the 
positive potential on the needle. 

It is possible to observe the abrupt change on the 
current-voltage characteristic. This point separates the 
positive corona and nonstationary streamer discharge 

The radiation spectrums in a wave band 
200H-300 nm were obtained with the purpose to register 
the y-NO system (fig. 2) for all three types of 
discharges. 

Some of the experimental and analytical results of 
physical processes of nonstationary streamer discharge, 
positive and negative coronas are presented in the 
table 1. Column 1 of this table is a power consumption 
w for ozone synthesis in SD, PC and NC normalized on 
power consumption of SD Wsd- Also, the ratios of 
y-NO (0-1) intensity to intensity of IV*N2(0-I) 

iI.K,n<n^\II   .   ,   V )   and   O-radiation   (777.1 nm) 

intensity to irN2(0-3) intensity io(m.\)l^n*N,(o-i) 

are presented in Columns 2 and 3 respectively. The 
Column 4 of the table explains the role of negative ions 
for SD, PC and NC [2]. 
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Fig. 2. Discharge radiation spectrum. 

Table 1. Experimental results. 
1 2 3 4 

w 

/l'*A',(0-l) 

•^0(777.1) 
Negative ions 

//^WjCO-S) 

SD 1 1.32 0.2 
This mode is 
controlled by 
negative ions 

NC ~2 0.91 0.1 
Negative ions 

determine pulse 
regime 

PC >10 a=0 0.03 
Negative ions 
practically are 

absent 

Strong correlation between presence of negative 
ions in discharge, i.e. processes of attachment, and Oi 
dissociation byproducts are observed (table 1). Thus, it 
is possible to conclude that the main channel of atomic 
oxygen generation is the process of dissociative 
attachment of electrons to O2 molecules (table 2). 

Table 2. The main dissociative processes 
N« Process Threshold, eV Ref 

1 0, +e-^0' +0 4.2 [3] 

2 O2 +e^O + q + e 5.58 [4] 
3 02+e-^0 + o(^D)+e 8.4 [5] 

It is possible to draw a conclusion, that the processes 
of ionization and Oi dissociation are separated in time 
and/or in space, and the atomic oxygen density can not 
be more then electron density in the current channel. 

So, the effective dissociative processes must be 
realized in two stages. In the fist one the required level 
of ionization in the streamer channel can be reached by 
reduced electric field 1000 Td and more. In the second 
one the reduced electric field must quickly decrease to 
the value -lOOTd where processes from the table 2 
effectively occur. The special shape of power pulse can 
optimize these conditions as against the DC power 
supply. 

The present concept has allowed us to elaborate the 
ozone generator on nonstationary streamer discharge 
with following parameters: O3 concentration - 2-^4 %, 
power consumption - 8*13 Wh/gOa, feeding gas - 20 % 
N2 + 80 % O2. 
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2D structure of nitrogen molecular bands radiation 
of microdischarges in DBD in N2-O2 mixtures: Experimental results 
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' University of Greifswald, Institute of Physics, Domstrasse 10 a, 17489 Greifswald, Germany 

^ Moscow State University, Department of Chemistry, 119899 Moscow, Russia 
^ General Physics Institute RAS, Moscow, Russia 

Results of spatio-temporally resolved optical emission spectroscopy of single filaments in a dielectric 
barrier discharge in nitrogen containing 3% of oxygen are presented. Results of numerical modelling 
are discussed, too. 

1. Introduction 
Dielectric barrier discharges (DBD) are known to consist 
of many filaments or microdischarges (MDs). Due to 
their small dimensions (typically mm) and short duration 
(in the nanosecond-range) there is a lack of experimental 
data seizing their two-dimensional propagation. This 
contribution reports about our first attempts of the 
investigation of MD development in axial and radial 
direction. 

2. Experimental technique 
The discharge cell consists of two semi-spherical 
electrodes, both covered by glass and mounted with a gap 
distance of 1.4 mm (see figure 1). 

Figure 1: Electrodes and schematic drawing 
of the spatial scanning 

The DBD was generated in a flowing gas-mixture of 
nitrogen with 3% admixture of oxygen. At these 
conditions the microdischarges have a good 
reproducibility in electrical characteristics and position 
[3]. Using a lens, the discharge area was imaged to an 
optical slit, adjustable and movable in vertical as well as 
in horizontal direction. For vertical motion of the slit a 
stepper motor, for horizontal movement a micro- 
controller was used. By changing the horizontal slit 
position the single filaments can be scanned along the 
discharge axis z (resolution Az = 0.1mm) for a chosen 
radial discharge area (resolution Ar = 0.2mm). The 
technique of Cross-correlation spectroscopy (CCS) 
allows a time resolution of about 0.1 ns. A detailed 
description of the experimental set-up and the CCS- 
method is given in [2]. 

3. Experimental results and discussion 
The emission spectrum of a filamentary BD in the 
mixture (N2 + 3% O2) mainly consists of the 2"'' positive 
system of nitrogen (SPS) and the P' negative system of 
N2. In figure 2 for the 0-0 transition of the SPS at 
X= 337. Inm spatio-temporally resolved intensity 
distributions are shown for two different radial 
positions. The intensity is coded in grey-scale in 
logarithmic steps. 

Relative Inlenslty (%) 

Figure 2: Spatio-temporally resolved intensity 
distributions for different radial positions - 

top: centre; bottom: outside 

In the picture for the centre (top) a cathode-directed 
ionising wave and an anode glow is seen. These 
phenomena have been discussed in detail elsewhere [2]. 
For the fastest outside position investigated in the 
experiments (r= 0.6mm, bottom) radiation is only see on 
the dielectric surfaces. From the comparison of the two 
pictures one can already suggest, that at the surfaces the 
discharge spreads radially. 
To resolve the radial structure of MD in the volume the 
radial resolution of Ar = 0.2mm is to low. It is known, 
that the radius of a MD does not exceed 0.4mm [4, 5]. 
The 2D structure of MD propagation is summarized in 
figure 3 at different times. The stage of the cathode 
directed ionizing wave is discussed in attention to 
numerical modelling presented in [6]. Short after its 
arrival at the cathode (approx. t = 24 ns in time-scale 
used here, but t = 32.0 ns in [6]) the radiation radius 
along the gap in direction from the anode to the cathode 
decreases. Numerical modelling in [7] has demonstrated 
that the decrease of the radiation radius is not 
characteristic for a streamer. One possible reason of this 
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difference given in [6] is the 
effect of a preliminary 
electron background to MD 
propagation. Another 
possible explanation is a 
small horizontal jitter of the 
MD position during the 
measurements. 

The discharge processes on 
the dielectric surfaces shows 
a        outward        directed 
propagation        at       both 
electrodes.    Due    to    an 
electron accumulation at the 
microdischarge  tip  on  the 
anodic   dielectric   a   radial 
component of the electric 
field E is formed. Therefore 
after the formation of the 
cathode-directed  luminosity 
wave and the anode glow the 
MD spreads at the dielectrics 
(see in fig. 3 for t > 28ns), 
forming    a    fiinnel-shaped 
MD-foot [2]. The electron 
accumulation   leads   to   a 
decrease of the local electric 
field in the discharge centre, 
but not yet in the surrounding area. So in the MD-centrc 
the signal decreases and the maximum of the signal 
propagates outwards (beginning fi-om t = 28ns). In the 
following the negative surface charge growths radially 
and the signal continues to move to the outside with 
decreasing intensity and a velocity of about 0.1 mm/ns. 
Similar, on the cathodic dielectric a positive surface 
charge -responsible for the observed Lichtenberg-figures 
[2]- is spreading with decreasing value and the discharge 
creeps over the dielectric surface. An influence of the 
semi-spherical electrode geometry can be seen by the 
slight move of the outside spreading maximum  in 
vertical direction (see fig 3). The surface discharge 
phenomena are not included in the numerical model 
presented in [6]. 

4. Conclusions 

The evolution of a microdischarge in nitrogen-oxygen 
mixture was measured by Cross-correlation spectroscopy 
in axial and radial direction. The results visualise the 
discharge propagation. In the volume even before the 
cathode directed ionising wave arrives the electrode a 
decreasing of the radiation channel towards the cathode 
is observed. The microdischarge dynamics on the 
dielectric surfaces is characterised by an outward 
creeping radiation maximum. These observation 
confirms with previous experimental and numerical 
modelling results [2] and can be explained by the 
dynamics of surface charging processes. 

time 
22.5 ns  23 ns  24 ns  25 ns  26 ns  28 ns  30 ns  32 ns  35 ns  40 ns 

Relative 
Intensity 

(%) 
0.1 0 

Figure 3: Spatial structure of the microdischarge evolution 
(radial co-ordinate r always at position 0; 0.2; 0.4 and 0.6mm for every time step /; 

at t = 22.5ns the cathode directed wave has nearly arrived at the cathode) 
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Two-dimensional structure of the microdischarge channel radiation in the second positive (0,0) 
molecular band of nitrogen in dielectric barrier discharge in nitrogen-oxygen mixtures between 
parallel plane electrodes is investigated by means of numerical modelling. The numerical results 
are applied for the explanation of experimental results. 

1. Introduction 
Recent years highly spatio-temporally resolved 
experimental investigations using cross-correlation 
spectroscopy technique [1] were performed for the 
spectroscopic diagnostics of microdischarge local 
parameters in dielectric barrier discharges (DBD) in air. 
Usually the radial structure of the discharge channel was 
not taken into account however simulations [2] showed 
non-uniform radial profiles of streamer channel 
radiation. In recent investigation [3] the two- 
dimensional (both radial and axial) structure of 
microdischarge charmel radiation was obtained 
experimentally. To explain the experimental results 
[1,3] numerical modelling of the single microdischarge 
evolution at the initial stage is made. 

2. Mathematical model of DBD dynamics 
and radiation 

Dielectric barrier discharge in a parallel-plane geometry 
with discharge gap d as shown in fig. 1 is considered. 
Atmospheric pressure gas in the gap consists of 
(100-p)% N2 and p% O2. The constant applied anode 
voltage t/fl and the cylindrical symmetry of the 
microdischarge channel are supposed. Dielectric 
permittivity of glass is e = 5. 

Metall Microdischarge ■ Glass 

(cm) 

d = 0.12 cm 

Figure 1: Geometry of DBD discharge. 

Microdischarge plasma dynamics is described by the set 
of continuity equations for charged and excited species 
densities and Poisson equation for electrical potential 
[4]. Sources of particles by plasma kinetics both 
photoionization are taken into account. All the reactions 

rates are supposed to be dependent on the local reduced 
electric field strength. 
The only two secondary processes: ion emission from 
the near-cathode dielectric surface (emission coefficient 
7,-=0.01) and photoionization of a gas are included. 
No charged or excited particles inside the gap at the 
initial state any are assumed. Single filament in DBD is 
initiated by single electron going directly fi-om the near- 
cathode dielectric surface. 
In the most previous simulations "single initial electron" 
was substituted by many (100-1000 and more) electrons 
and initial electric field was high enough following 
avalanche-to-streamer transition. This seems to be non- 
realistic for short gaps and can lead to incorrect 
conclusions as to DBD development stages. 
Spontaneous radiation intensity for the (0-0) transition 
of the second positive system (A = 337.1 nm) is 
calculated analogously to [5]. 
In the simulations of the experimentally measured 
quantities ideal spatial resolution is supposed. As the 
local radiation intensity the number of photons directed 
from the line crossing the point with coordinate (/■,z) per 
surface area unit per time (photons/cm^/s) is used. 

3. Results of the numerical simulation and 
discussion 

1);?=20 (artificial air), d = 0.12 cm (conditions [1]). 
For f/o = 9.18 kV the two-dimensional distribution for 
337.1 nm is presented for t =54.5 ns (filament arrival 
time at the cathode) in fig. 2, the axial dependence of 
discharge parameters is shown in fig. 3 and spatio- 
temporal radiation distribution is presented in fig. 4. 
By the modelling results (fig. 3) after avalanche stage 
the relatively long time Townsend phase (till t=50 ns) 
characterized by charged particles accumulation takes 
place. Then it transforms to cathode-directed ionizing 
wave usually observed as filament. 
As it is seen (fig. 2), initial decreasing of the radiation 
radius along the gap takes place, analogously to the 
corresponding experimental pictures in [3]. This is not 
characterisric for the streamer discharge radiation [5]. 
Under the term "streamer" let us denote a self-consistent 
ionization wave which: 1) has sufficiently high own 
electric field strength for propagation,  2) produces 
enough electrons before the tip (by photoionization) so 
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its movement is independent of possible electrons 
background. So we can distinguish between ionization 
waves controlled by preliminary background and "self- 
consistent" streamers. From the results [3] one can 
conclude that along almost all the gap the filament is not 
a real streamer and its dynamics is controlled by 
electrons background formed at the Townsend phase. 
It can be seen in fig. 3, the ionization wave (from 50 ns, 
radius is decreasing, fig. 2) is following by real streamer 
(fi-om 54 ns, radius is increasing), possessing almost 
constant concentration at the tip. 
The simulated relatively long time near-anode radiation 
at the initial stage (fig. 4) is in accordance to the 
experimental results [1]. 

2) Forp=3, d = 0.14 cm (conditions in [3]), and (Jo = 
10.4 kV the picture is presented in fig. 5 (for / = 32 ns). 
A decrease of the radiating channel along all the gap is 
seen. This confirms our conclusions because in this case 
the electrons attachment rate is lower and the effect of 
electrons background is expected to become more 
important than forp=20. 
Both the experimental and numerical results testify to 
principal role of 2D dynamics of microdischarges so 
any reliable modelling must be at least two-dimensional. 
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Figure 3: Axial distributions of electrons concentration 
at the axis for different times, time in ns. 

Figure 4: Spatio-temporal dependence for radiation 
before microdischarge bridging the gap 

at X = 337.1 nm, in photons / cm / s 
(decimal logarithms), low level 15, step 0.25 . 
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Figure 2: Radiation distribution at X = 337.1 nm 
for p= 20 and t=54.5 ns, in photons / cm^ / s (decimal 

logarithms), low level 16.5, step 1/2. 
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Figure 5: Radiation distribution at X = 337.1 nm 
for p= 3 and t= 32 ns, in photons / cm^ / s (decimal 

logarithms), low level 16.5, step 1/2. 
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Dielectric barrier discharges have been investigated in binary mixtures of nitrogen and oxygen by 
means of spatio-temporally resolved optical emission spectroscopy. The content of oxygen was varied 
within the range 0.5-97%. Qualitatively, no profound influence of the gas composition on the discharge 
behaviour has been found. Observed quantitative changes in the luminosity distributions depending on 
the oxygen content in a mixture, may be explained by the role of collisional quenching of nitrogen 
excited states by the O2 molecules. 

1. Introduction 
Barrier discharges (BDs) in oxygen-containing gas 
mixtures consist of many tiny filaments (microdischarges 
- MDs) of nanosecond duration. Due to their small 
dimensions (typically, a few mm) and short lifetimes, 
there is a lack of experimental data related to their spatial 
structure and evolution, that are needed to provide an 
adequate quantitative theoretical description for the MD 
development. To fill this lag in understanding the 
mechanism of BDs (MDs), systematic investigation for 
the case of binary gas mixtures (N2+O2) of variable 
composition have been undertaken. 

2. Experimental set-up 
The BD was generated in a flowing gas mixture of 
nitrogen and oxygen in a discharge cell consisting of two 
semi-spherical electrodes, both covered by glass (gap 
width d = 1.4 mm). The content of oxygen was varied in 
the range of 0.5-97 %. An applied sinusoidal voltage 
(fi-equency f = 6.5 kHz) with amplitudes 
U(peak-to-peak) = 16-19 kV was used to sustain the 
discharge with 1-3 MDs per half cycle. The BD was 
investigated by current oscillography, optical emission 
spectroscopy, and cross-correlation spectroscopy (CCS) 
for spatio-temporally resolved measurements of the MD 
evolution. A detailed description of the experimental set- 
up and the CCS method is given in [1]. Therefore the 
most important measurement characteristics are 
summarised: the spatial resolution along discharge axis 
is 0.1 mm, while 0.3 mm in radial direction, the 
wavelength accuracy is 0.3 imi, the resolution over the 
fine time scale is 0.1 ns, and additionally the 
measurements are resolved over the phase of driving 
sinusoidal voltage with T/16 (T = 1/6.5 kHz = 153 us). 

3. Results and discussion 
In pure nitrogen, a diffuse ("glow", Townsend-like) BD 
is generated [2]. But an admixture of even some hundred 
ppm of oxygen leads to the transition to the filamentary 
mode, characterised by the occurrence of MDs. In the 
case of more than 1% O2, a profound filamentary 
discharge is observed [3]. Furthermore, the filamentary 
mode itself is affected by the oxygen content. For low 
oxygen content, the MDs occur almost always at the 

same value of the phase of the applied voltage. The same 
effect of MD reproducibility dependence on the gas 
composition is clearly seen in the current oscillograms. 
Visually it is found out that for low oxygen content, the 
MDs appear to bum at a steady state position between 
the electrode tips, while for the higher oxygen 
concentration, more diffuse shining discharge is 
observed. 
An increase in oxygen content is found to result in 
characteristic changes in the emission spectrum. In all 
cases, the 2"'' positive system of N2 (SPS) dominates the 
spectrum. For low oxygen concentrations (0.5 and 1%), 
a weak signal of the NO-j^system is clearly seen, while 
for higher values (more than 10%), the 0-0 transition of 
the 1^' negative system of nitrogen (FNS) is observed. In 
fig. 1 only a part of the spectrum, presenting three 
different vibritional transitions (v'^v"= 0-^3, l->4, 
2^5) of the SPS is shown. The structure of the SPS 
depends on the oxygen content. In the vibrational 
distribution for pure nitrogen and 0.5 % O2 the 0-3 
transition is the most intensive band, which is in contrast 
to the corresponding Franck-Condon factors (FCF). 
These observed overpopulation of the v'=0-level suggest 
that indirect mechanisms (e.g. via Kfe-metastable states) 
are dominating the excitation process. The structure of 
the SPS-spectrum for higher oxygen admixture is in 
better agreement with the FCFs, thus referring to direct 
electronic excitation. 
The plots of spatio-temporally resolved intensity 
distributions of selected spectral bands (SPS and FNS) 
for several gas mixtures are presented in fig. 2. 
Qualitatively, no significant difference in the 
microdischarge behaviour can be found here. The 
discharge evolution is characterised by a cathode directed 
luminosity wave followed by a glow at the anode. The 
velocity of the cathode directed luminosity wave 
(ionisation wave) seems to be independent of the gas 
composition (see fig. 3). However the higher oxygen 
content, the faster the decay of the SPS-signal (figure 4). 
Assuming the relaxation of the N2(C) density to be 
caused by spontaneous radiation and collisional 
quenching, reasonable agreement between measured and 
calculated data can be obtained: 

1        1 
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Figure 2: Spatio-tcmporally resolved intensity distributions for SPS and FNS, 
0-0 transitions atX = 337 nm andX = 391 nm respectively (cathode at position 1.5 mm, anode at 0.1 mm) 

where to is the radiative lifetime, Kx are the rate 
coefficients for de-excitation of N2(C) by X= N2, O2 
taken from [4] and iix are the densities of the species in 
the ground state. At atmospheric pressure the collisional 
quenching dominates. The best agreement between 
measured and calculated effective lifetimes is obtained 
in the case of stable microdischarge behaviour (3 vol. % 
O2 admixture to N2). 

N, (diffuse eO) 

-I—H 

'vi.^ |- 

iwyy-VjVy 

-i--<^^o^ 

-   30 *  O, 

390   392   394   396   398   400   402   404   406 
wavelength (nm) 

Figure 1: Comparison of emission spectra fragments 
for different gas mixtures 
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Figure 3: Velocity of the cathode directed wave as a 
function of axial co-ordinate and gas composition 

I 1 IIII 

1   1   III! 

Mil III           1      1   1   1 1 1 III 

A measured 
calculaled (5 % accuracy) 

III! ,11 1      >   1   1 1 1 >| 

- t- :..ir: • 

i '■ 1 li! 

:     \   ! 1!!!!! 1        !     {    '   II '1 

-- 

1 1 liii 

i ! liii 

' ■t\i"!'      '   1 ' '!! l! 

i   !   i i ?K .        *   i  i   ; i i i i 
--- 

i i iiii 
1 1 1 |.i 

 Li.i-lLiJJ 
i     i   i   iiiil 
•     1   1   II"  1      !    i   i 1 1 1' 

— 

0,I%| 

Figure 4: Effective lifetimes Tcftfor the SPS-signal 

4. Summary 

Qualitatively, no profound influence of the gas 
composition on the discharge behaviour has been found. 
Observed quantitative changes in the luminosity 
distributions depending on the oxygen content may be 
explained by the role of collisional quenching of 
nitrogen excited states by the molecules O2. 
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Diffuse dielectric barrier discharges are investigated in mixtures of nitrogen with several noble gasses 
(He, Ne, Ar). The results show that the discharge remains in the diffuse mode at relatively high content 
of the noble gases, which is contrary to the admixture of oxygen to nitrogen. 

1. Introduction 
Under special conditions dielectric barrier discharges (or 
barrier discharges, BD) can be operated in a diffiase 
mode, often called homogeneous mode or atmospheric 
pressure glow discharge (APGD). The difflise BD in 
helium, nitrogen and neon has been intensively 
investigated by plasma diagnostics and numerical 
modelling [1 - 5]. The decisive criterion for the 
generation of a diffuse BD is the presence of charge 
carriers at a low electric field, i.e. a memory effect 
responsible for the production of primary electrons 
below breakdown voltage, otherwise microdischarges 
are formed. Several processes for this has been discussed 
as Penning ionisation due to metastable collisions [3] or 
electron desorption from the dielectric surface [4]. It was 
found out that the diffuse BD in nitrogen is a Townsend- 
like discharge, while the helium respectively neon 
diffuse BD is characterised by the formation of a cathode 
fall. For the case of diffuse BD in N2 systematic 
measurements have shown that already oxygen 
admixtures of some hundreds of ppm lead to the 
generation of the usual filamentary mode. On the other 
hand diffuse BD could be generated in mixtures of 
nitrogen and argon with up to 70 % of argon content [6]. 
In this contribution we report the experimental study of 
diffiise BD in mixtures of nitrogen with the noble gases 
argon, helium or neon. The discharge voltage and current 
are measured and spatio-temporally resolved optical 
emission spectroscopy is performed. The aim of this 
work is the investigation of the transition between the 
two different types of diffuse BD and the selection of the 
conditions leading to the generation of either the 
Townsend-like or the glow-like form. By understanding 
the transition it might be possible to learn more about 
the elementary processes leading to a diffiise BD instead 
of a filamentary one. 

2. Experimental technique 
The BD is generated in flowing gas-mixtures between 
two semi-spherical electrodes covered by glass (1.5 mm 
thick), mounted with a gap distance of 1.4 mm. These 
special electrodes are usually used for the investigation 
of single microdischarges in the filamentary form [7]. 
The applied sinusoidal voltage (frequency f = 6.5 kHz) 
and the total discharge current are recorded with an 
oscilloscope (Tektronix TDS 380), the optical emission 
spectrum is investigated with a monochromator (Jobin 
Yvon   Triax   320)   and   spatio-temporally   resolved 

emission spectroscopy can be performed with the 
modificated set-up for cross-correlation spectroscopy 
[7]. 

3. Experimental results and discussion 
The discharge behaviour representative for all gas 
mixtures under investigation is shown in fig. I for the 
helium-nitrogen mixtures. The burning voltage (i.e. the 
minimum voltage needed to sustain the diffuse discharge 
after first ignition) and the transition voltage (i.e. the 
voltage needed to cause the formation of 
microdischarges) are shown as a function of the gas 
composition. To distinguish between the discharge 
modes current oscillograms as shown in fig. 2 are used. 

0 10        20        30        40        50        60        70 

[He] (%) 

Figure 1: Burning and transition voltages in He-N2-BDs 
(applied sinusoidal voltage witli frequency f = 6.5 kHz) 

Remarkably high content of the noble gases (up to 80 %) 
can be admixed to nitrogen without changing the diffiase 
nature of the discharge (see fig. 2b), if the applied 
voltage is chosen properly. Both threshold voltages 
decrease with the noble gas content and the interval for 
diffuse BD formation narrows. For almost pure helium/ 
neon the "Glow-like" type of barrier discharge is 
generated like in [1], while in pure argon a filamentary 
discharge is observed (see fig. 2a). The transition to the 
filamentary mode begins with the occurrence of regular 
oscillations in the discharge current (fig. 2c). 
The luminosity distributions of diffuse BD in the 
mixtures of noble gas and nitrogen have their maximum 
nearby the anode (see fig. 3). This additionally proves 
that a Tovmsend-like discharge as in the case of pure 
nitrogen is formed. The oscillations described above are 
also present 
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(a) filamentary DBD (in argon with 14 % N2) 
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Figure 2: Voltage and current oscillograms 
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Figure 3: Results of spatio-temporally res. OES. T^ 
positive system of Nj (0-0 transition at 337 nm), 

conditions as in fig. 2c (Ar + 25 % N2) 

in the discharge luminosity of the second positive system 
of nitrogen (fig. 3) as well as of excited atomic argon. 
Both signals follows the discharge current in time. 
Furthermore the y-spectrum of NO is observed in the 

spectra. But this signal is delayed about 25 us against 
current and other intensities. The NO-signal is mainly 
caused by excitation via metastable N2(A) molecules. In 
contrast N2(C) and Ar excitation are initiated by 
electrons. One can conclude, that the oscillations 
describe an instability of the diffuse BD finally leading 
to the microdischarge formation. 
The physical behaviour of the presented results is rather 
complex and not understood in detail up until now in 
atmospheric pressure discharges. The interpretation 
includes a multitude of processes. Some important are 
summarized in the following: The values of the first 
Townsend ionisation coefficient a are greater for noble 
gases than for N2, resulting in the decrease of the 
threshold voltages in noble gas / nitrogen mixtures 
(comp. figure 1). Furthermore, in such discharges 
metastables of nitrogen and noble gases are formed. Via 
different Penning ionisation processes these metastables 
form effectively molecular nitrogen ions (N2^ N4'^), 
affecting to the diffuse discharge mode. 

4. Conclusion 

Electric and spectroscopic diagnostics confirms that the 
admixture of noble gases argon, neon and helium to a 
diffiise, Townsend-like BD in nitrogen does not change 
the nature of the discharge significantly. A detailed 
interpretation of the results remains to future 
investigations. 
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Spatio-temporal development of the diffuse barrier discharge in nitrogen 

R. Brandenburg', V. A. Maiorov^, Yu. B. Golubovskii^ H.-E. Wagner', 
K. V Kozlov^, J. F. Behnke', J. Behnke', P. Michel' 

' University of Greifswald, Institute of Physics, Domstrasse 10 a, 17489 Greifswald, Germany 
^ St. Petersburg State University, Physical Faculty, Ulianovskaja 1, Petrodvorets, 198904 St. Petersburg, Russia 

^ Moscow State University, Department of Chemistry, 119899 Moscow, Russia 

Results of spatio-temporally resolved optical emission spectroscopy of the diffuse dielectric barrier 
discharge in nitrogen are presented and compared with results of numerical modelling. The model is 
taking into account the surface processes and involves the special electrode geometry used in the 
experiment 

1. Introduction 

Within the last few years diffuse barrier discharges (BD) 
often referred to as homogeneous BD or as atmospheric 
pressure glow discharges (APGD) became an object of 
intensive experimental and theoretical investigations [1]. 
The diffuse BD in nitrogen has been investigated by 
means of voltage-current ocsillography, short exposure 
time photography, optical emission spectroscopy (OES) 
[2,6] as well as numerical modelling [3,4]. 
The criterion to generate a diffuse BD is the presence of 
carrier charges at a low electric field, i.e. a memory 
effect responsible for the production of primary 
electrons below a voltage leading to filament formation. 
Several processes has been discussed as Penning 
ionisation due to metastable collisions [3] or electron 
desorption from the dielectric surface [4]. In these 
contribution results of spatio-temporally resolved 
emission spectroscopy are presented and compared with 
results of numerical modelling including the surface 
processes. 

2. Experimental technique 

Diffuse BD generated in pure flowing nitrogen and a 
discharge gap of 1.0 mm was investigated with a 
modified experimental set-up already used for 
diagnostics of filamentary barrier discharges [5, 6]. 
Especially the same semi-spherical electrodes (thickness 
of the glass was 1.5 mm) were used (see figure la). Due 
to the combined action of a single photon counting 
device and an electrically triggered pattem generator time 
resolution of 2.3 ^s has been archived. The spatial 
resolution along the discharge axis was 0.2 mm by using 
stepper motor controlled imaging optics. 

3. Model 

The model of the diffuse BD was based on the system of 
fluid equations coupled with the Poisson equation. The 
details of the model and the solution method can be 
found in [4]. 
Special attention was paid to the influence of the 
electrode geometry. To simulate qualitatively small 
deviations from plane geometry, electrodes were divided 
into radial pieces (see figure lb), and the axial electric 
field was assumed to be dependent on the radius. 

The densities of excited states A^Su* and C^?u of 
nitrogen were calculated on the basis of the 
corresponding balance equations. Since the lifetime of 
the metastable state is determined by the fi-equency of 
quenching by impurity (NO) atoms, this lifetime was 
chosen arbitrarily (3-10'* s"') in order to fit the 
experimental results. 

d = 1.0mm 
R = 7.Smm 
d = 1.5mm 

Figure 1: Electrode arrangement used 
in the experiment (a) and in the model (b) 

4. Results and discussion 

The emission spectrum of the diffuse BD in nitrogen 
consists of the second positive system of nitrogen (SPS), 
NO^bands and band of ONa-excimer at 557 nm [2]. For 
0-0 transition of the SPS and 0-3 transition of NOy the 
spatio-temporally resolved intensity distributions are 
shown in figure 2. In the pictures the time scale slightly 
exceeds the period of the driving voltage (1/T = 
1/6.5 kHz = 153 us) and the upper electrode is the 
cathode within the first half period. The intensity is 
coded in grey-scale in logarithmic steps. The calculated 
density of the N2(C)-molecules is shown in figure 3a. 
Since the effective life times of the excited states are 
orders of magnitude smaller than the characteristic time 
scales for density evolution, the pictures 2a and 3a can 
be compared directly. Furthermore it is known that the 
excitation of the NO(A) state is dominated by N2- 
metastable collisions [2, 6]. Therefore the calculated 
densities of the N2(A)-densities is shown in figure 3b and 
can be directly compared with the NOy-signal. 
All intensity distributions as well as density profiles 
shows the maximum near the momentarily anode. The 
SPS respectively the N2(C)-density grovrths 
exponentially towards the anode and between the two 
half widths no signal is seen. Since the N2(C) excitation 
is initiated by electrons [2] this demonstrates that the 
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Figure 2: Results of spatio-temporally resolved OES 

diflfuse BD in nitrogen is a Townsend-like discharge, i.e. 
no large space charges distorting the electric field a-e 
produced and finally an exponential growth of the 
electron current towards the anode is observed. The NOy 
signal resp. NO(A)-density distribution is delayed against 
tlie SPS resp. N2(C) and both profiles shows a similar 
slower decay. A better correspondence of the measured 
SPS intensities with numerical modelling results of 
N2(C) density than in previous simulations is obtained 
[6]. There the surface processes and the special electrode 
contour had not been considered. This result points out 
the importance of the electron desorption process from 
the cathode (i.e. the previous anode). A similar good 
qualitative agreement was observed for measured and 
calculated discharge current. In planned experiments a 
plane parallel discharge cell will be used to investigate 
the influence of surface contour in more detail. 

5. Conclusion 

A general qualitative agreement between experiment and 
model is observed, referring to the importance of surface 
processes, in particular electron desorption from the 
cathode. Future experimental investigations will be 
dedicated to a planar electrode geometry in order to have 
a better comparability with the numerical modelling 
results. 
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Figure 3: Results of numerical modelling 

6. Acknowledgements 

The work was supported by the Deutsche 
Forschungsgemeinschaft, SFB 198: "Kinetics of 
partially ionised plasmas", the DAAD Trilateral project 
"Physics and Chemistry in non-equilibrium Plasmas", 
the Ministry of Education of the Russian Federation 
(Grant No. E02-3-294) as well as by the BMBF, 
Verbundprojekt "ATMOSPLASMA" (13N7350/0), 

7. References 

[1]   S.   Kanasawa,   M.   Kogoma,   T.   Moriwaki,   S. 
Okazaki, J. Phys. D: Appl. Phys., 21 (1988) 838 

[2]   N.   Gherardi,   G.   Gouda,   E.   Gat,   A.   Ricard, 
F.   Massincs, Plasma Sources Sci.   Teclmoi, 9 
(2000)340 

[3]   P. Segur, F. Massines, Proc. 13"' Int. Conf. on Gas 
Discharges and their Appl., 2000, Glasgow/UK, 
15 

[4]  Yu.B.  Golubovskii, V.A. Maiorov, J.F.  Behnke, 
J. Behnke, J. Phys: D: Appl. Phys., 35 (2002) 751 

[5]   K.V.   Kozlov,   H.-E.   Wagner,   R.   Brandenburg 
P. Michel, J. Phys. D: Appl. Phys., 34 (2001) 3164 

[6]   R.   Brandenburg,   K.V   Kozlov,   N.   Gherardi, 
P.   Michel,   C.   Khampan,   H.-E.   Wagner,   F. 
Massines, Proc. of S'' Int. Sym. on High Pres.itire 
Low Temperature Plasma Chemistiy (HAKONE 
VIII), 2002, Puhajarve/Estonia, vol. 1,28 

48 



am 16 

Widening of the electron avalanche in a barrier discharge due to the photoemission 

.::1 Yu. B. Golubovskii', V. A. Maiorov', J. Behnke% J. F. Behnke^ 
' St. Petersburg State University, Physical Faculty, Ulianovskaja 1, Petrodvorets, 198904 St. Petersburg, Russia 

^ University of Greifswald, Institute of Physics, Domstrasse 10 a, 17489 Greifswald, Germany 

The evolution of the narrow electron avalanche in a barrier discharge is studied via two-dimensional 
fluid model. If the photoemission is taken into account as a primary source of electrons at the cathode, 
the electron avalanche initiates a quasi-homogeneous glow discharge. This discharge is about 10 ns in 
duration; it covers all the electrode area. 

1. Introduction 

One of the methods to produce homogeneous glow 
plasma at atmospheric pressure is to use the barrier 
discharge. In most common gases, such as N2 or air, as 
the barriers are made of glass or AI2O3, only Townsend 
discharge is homogeneous [1]. The reason is that this 
discharge mode is stable relative to radial fluctuations 
in distinction with the glow mode [2]. 
However, there is a way to produce homogeneous glow 
discharge in N2 at low (50 Hz) frequency by using 
electret "Mylar" barriers [1]. A possible mechanism of 
its initiation is the subject of the present work. 

2. Source of initial electrons in a DBD 

The experimental profile of current in Townsend 
discharge [I] can be obtained in a model if desorption is 
assumed to be the primary source of electrons at the 

cathode [3]. At 50 Hz, low value ofAUIAt does not allow 
to obtain the glow mode in presence of the desorption. 
The charge transfer causes the screening of the slowly 
growing external voltage, and the overvoltage necessary 
for the development of a glow mode cannot be obtained. 
This overvoltage can occur if no electrons are emitted 
from the cathode. Absence of charge loss is the feature 
of electrets, so this mechanism is probable in the case of 
Mylar barriers. After the overvoltage is obtained, any 
incident electron may initiate the breakdown. The 
remarkable widening of a resulting avalanche can be 
caused only by the photoemission. 

3. Model 

The model is based on 2D fluid equations for electrons 
and ions as well as Poisson equation. Following [3], only 
direct ionization is taken into account. The photo- 
emission is introduced in accordance with [4]. 

0.2   0.0 

48.5 ns 50.0 ns >52ns 

0.2   0.0 0.2   0.0 

Fig. 1. Electron density distribution in different phases of the breakdown. 
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Fig. 2. Profile of emission current in different piiases. 

The system is solved numerically for the discharge 
geometry similar to [I], i.e., gap width 0.2 cm, barrier 
width 0.35 cm, £=3.3. The discharge radius is chosen to 
be 0.5 cm. The working gas is nitrogen. The external 
voltage is equal to 13 kV. 
The initial electron density is chosen to have Gaussian 
profile both in radial and axial directions (Ax=Ar=0.005 
cm). The maximum is at x=r=0; its value is 1 cm''. 

4. Results and discussion 

In figure 1 one can see different stages of breakdown. 
First stage is the drift of the initial avalanche towards 
the anode (t<10 ns) and its growth due to the ionization. 
Since the overvoltage is not very high, the charged 
particle density in the avalanche does not achieve the 
value necessary for the formation of a streamer (n~10'- 
cm'^). Therefore, after the initial avalanche reaches the 
anode (t=15 ns), it is adsorbed. 
The UV photons produced by fast electrons in the 
avalanche hit the cathode and cause the photoemission. 
The essential widening of the electron density due to 
this process can be seen in figure 1 for t = 8 ns. This 
widening is illustrated by figure 2, where the emission 
current is shown in different discharge phases. 
The external voltage is chosen so as 

exp(aZ,)> , (I) 
y eff 

where a is the Townsend ionization coefficient and y.^ 
is the effective secondary emission coefficient (in the 
case of photoemission y^^ = fp,, I 2). Therefore, the 
electron density grows in time due to this overvoltage 
even after the disappearance of the initial avalanche. 
The Townsend phase of the discharge can be observed 
in figure 1 at t=35 ns. 
After the electron density at the anode attains the critical 
value, a streamer fi-ont is formed. This fi-ont runs rapidly 
in the cathode direction (Figure 1, t=48.5 ns). 
Since the electron density was maximal at r=0, the 
streamer fi-ont near the axis of symmetry reaches the 
cathode earlier (cf the instability of the streamer fi-ont 
[2]). At t=50.0 ns the streamer front reaches the cathode 
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Fig. 3. External current pulse in 2D and ID models. 

for r < 0.1 cm and do not for larger radii. 
At t > 55  ns one can see the final stage of the 
breakdown. The electron density attains its maximal 
value in all radial points, and the current becomes to 
decrease (see also figure 3). 
The effect of delay of the streamer front for remote 
radial points causes the widening of the current peak in 
comparison with that without delay (ID model). The 
difference in current pulses is seen in figure 3. Larger 
electrode area may lead to even stronger widening of 
the current peak up to some tens of nanoseconds. 

5. Conclusion 

It is shown that, in presence of the photoemission and in 
absence of any other emission processes, even one 
incident electron may cause a quasi-homogeneous glow 
discharge covering all the electrode area. At low 
frequencies, this effect may be the origin of the 
homogeneous glow barrier discharge. 
The delay of the streamer front far from the position of 
the initial avalanche may cause the increase of the 
duration of the current pulse. 
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On the radial instability of a homogeneous barrier discharge in nitrogen 
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' St. Petersburg State University, Physical Faculty, Ulianovskaja 1, Petrodvorets, 198904 St. Petersburg, Russia 
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The temporal development of small radial disturbances of the cathode current in a barrier 
discharge in nitrogen is studied by means of a 2D fluid model. It was found that Townsend 
discharge mode is stable, whereas in glow mode disturbances of all radii grow with time. 
Therefore, the domain of discharge homogeneity coincides with that of existence of Townsend 
discharge. The homogeneity domains are obtained for both linearly increasing and sinusoidal 
voltages. The filamentation is induced by increase of the voltage growth rate as well as gap width. 

1. Introduction 

The barrier discharge is a widely used source of non- 
equilibrium plasma at high pressure. This discharge can 
be homogeneous even as the reduced gap width pd is high 
(hundreds of Torr cm). 
Up to now, different types of the homogeneous barrier 
discharge are studied experimentally [1-3]. In nitrogen, as 
the classic equipment (e.g. plane parallel electrodes with 
glass barriers) is used, only Townsend discharge can be 
obtained [2,3]. 
The one-dimensional (ID) simulation of this discharge 
[4] can succeed in the description of the experimental 
data, but it is not able to explain the nature of the 
homogeneity. The 2D modelling [5] reveals different 
behaviour of radial disturbances in Townsend and glow 
modes. The growth of fluctuations is a probable way to 
the filamentation. 
This work is devoted to the extensive analysis of the 
instability of a homogeneous barrier discharge in N2 
relative to radial fluctuations. The homogeneity domains 
are obtained on the basis of the notions developed. 

2. Model 

At high pressures and small currents, it is possible to 
reduce greatly the number of particles responsible for the 
discharge characteristics and simplify remarkably the 
kinetics of ionization in N2 [4]. The effective quenching 
of excited states, particularly of the metastable state a''Su' 
, makes the chemoionization and the stepwise ionization 
negligibly small. The vibrationa! temperature in nitrogen 
is close to room temperature because of the diffiision of 
vibrationally excited molecules to the barriers. The 
prevailing type of ions in a homogeneous barrier 
discharge in nitrogen is N/. This ion is produced in fast 
conversion processes. 
Thus, only the direct ionization is responsible for the 
discharge maintenance; to describe the discharge, one 
must calculate only the density of electrons and N/ ions. 
The calculation is based on the two-dimensional fluid 
equations coupled with the Poisson equation for the 
potential. At the barriers, the desorption of electrons 
(Vdes=10'' s"') is taken as a source of an initial cathode 
current. 

3. Stability of different discharge modes 

To analyse the barrier discharge for the stability, it is 
necessary to know which qualitatively different modes 
can exist in the framework of the one-dimensional model. 
The following discharge parameters are used: gap width 
Z,=0.1 cm, dielectric barrier width /=0.01cm (e=l), 
surface density of particles at the barriers <T=10"' cm'". 
The phase of active discharge is modelled via the 
assumption of the linearly increasing voltage. Different 
discharge modes are obtained by changing the voltage 
growth rate dU/dt. 
The electrical characteristics of the discharge in different 
modes are shown in Fig. 1. At small dU/dt, Townsend 
mode can be observed (Fig. la). The cathode current in 
this mode is amplified in a weakly disturbed electric field. 
As the voltage growth rate increases (Fig. lb), damping 
oscillations of the current occur due to the influence of 
spatial charge. However, the discharge is also Townsend. 
More rapid voltage growth (Fig. Ic) changes the 
discharge behaviour greatly. As Ugap attains a certain 
value, a strong current peak (units of AJcrc?) is observed. 
In this mode, the field is strongly disturbed by spatial 
charge. 
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Fig. 2. Evolution of the normalized electron density at 
the anode in (a) Townsend and (b) glow modes 

These modes are analysed for the stability using a small 
(5%) radial perturbation of the cathode current. The 
object of study is the electron density at the anode, 
normalized to that in a non-disturbed discharge. 
In both Townsend modes (e.g. Fig. 2a, oscillative mode), 
the disturbance of the cathode current is strongly damped. 
Stronger cathode current causes the earlier shielding of 
the field by surface charge and reduction of the 
Townsend coefficient in a disturbed domain, 
in glow mode, larger spatial charge in a disturbed domain 
causes earlier formation of an ionization wave (streamer). 
Therefore, one can see the growth of a disturbance. 
The fluctuations of all radii behave similarly. In 
Townsend discharge they are damped, which testifies its 
stability. On the contrary, the glow mode is unstable; 
therefore, in the real discharge it must turn into the 
filamentary mode immediately. 

4. Domains of homogeneity 

The immediate consequence from the results of the 
previous section is that the domain of discharge 
homogeneity coincides with the domain of existence of 
Townsend discharge and can be studied via ID model. 
For linearly increasing voltage, the diagram of discharge 
modes is shown in Fig. 3. It is seen that as the gap width 
L or the voltage growth rate dU/dt increases, the 
discharge tends to be filamentary. The decrease of the 
barrier width reduces the homogeneity domain. 
The study of the stability of a discharge at sinusoidal 
voltage (Fig. 4) allows to take into account the gas 
heating. This process decreases the domain of 
homogeneity (Fig. 4, curve B) and improves the 
agreement with the experiment [2]. At room temperature, 
the estimation of the boundary of homogeneity by the 
corresponding dU/dt (solid curve) is successful. 

Fig. 3. Diagram of the modes for a barrier discharge at 
linearly growing external voltage 

Eledrode areas 
in eitpenment 

•    85x40 cm' 

■    4Chc40Cfn' 

Frequency (kHz) 

Fig. 4. Diagram of the modes for a barrier discharge at 
sinusoidal voltage. Dots, experiment [2]; muitistroke 
curves, calculation; solid curve, estimation by dU/dt 

5. Conclusion 

The two-dimensional study shows that the space-charge 
dominated mode of a barrier discharge in NT is unstable 
and must be filamentary. Only Townsend mode is 
homogeneous. The calculations of the homogeneity 
domains are performed; the theory agree well with the 
experiment as the gas heating is taken into account. 
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Optical diagnostics of atmospheric pressure glow discharge 
in nitrogen with admixture of organosilicon 
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The atmospheric pressure glow discharge in nitrogen with small admixture of different organosili- 
cons compounds such as hexamethyldisilazane and hexamethyldisiloxane was studied by means of 
emission spectroscopy. The deposited films were studied by means of indentation techniques. 

1. Introduction 

In the industrial applications there is a great effort to de- 
velop techniques to control the surface properties of ma- 
terials. There is a wide range of plasma enhanced chemi- 
cal vapour deposition (PECVD) methods enabling to pre- 
pare coatings with well-defined wetting and sticking be- 
haviour and good mechnical properties. 
The disadvantage of the low pressure PECVD techniques 
is that they demand expensive vacuum pumping systems. 
Moreover, there are difficulties to arrange the deposition 
system for large area depositions. Recently plasma depo- 
sition at atmospheric pressure becomes a promising tech- 
nology due to its economical and ecological advantages. 
During last years there is a great interest in atmospheric 
pressure glow discharges (APGD) especially in the 
industrial applications. The glow discharge in different 
pure gases can be easily generated [1, 2, 3, 4], but in 
nitrogen which is from the technological point of view 
the most suitable gas the small admixture of oxygen 
to nitrogen can lead to the generation of filamentary 
dielectric barrier discharge instead of APGD [4]. The 
objective of the present work is to study the APGD in 
nitrogen with small admixture of different organosilicon 
compounds such as hexamethyldisilazane- C6Hi9Si2N 
and hexamethyldisiloxane- CeHisSiaO. These mixtures 
can be used for plasma deposition of thin films with 
desired surface and bulk properties. 

2. Experimental 

The deposition of thin films was carried out by atmo- 
spheric pressure glow discharges with the operation fre- 
quency of 5 kHz. The APGD was carried out between 
two electrodes covered with insulating glass plates. The 
type of discharge as concerns the filamentary or glow 
mode was determined from the current-voltage measure- 
ments. The films were deposited from different mix- 
tures of organosilicons (hexamethyldisilazane- HMDSZ, 
hexamethyldisiloxane - HMDSO) with nitrogen on glass 
substrate put on the bottom electrode. The nitrogen was 
bubbled through liquid HMDSZ or HMDSO monomers 
to evaporate the monomer from the liquid to gaseous sta- 
te. The nitrogen with organosilicon vapors was mixed 
with pure nitrogen. The flow rate of the pure nitrogen 
was 81/min, the electrode gap was 1 mm and the supplied 
power was 30 W in all ca.ses. 
The emission spectra from the discharges were recorded 
with TRIAX550 spectrometer and some parameters such 
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Figure 1: Emission spectra of APGD in nitrogen with 
admixture of HMDSO or HMDSZ. 

as vibration temperature of nitrogen were determined. 
The mechanical properties were studied by means of the 
depth sensing indentation technique using a Fischerscope 
HI 00 tester. 

3. Results and discussion 

Fig. 1 shows the typical emission spectra of the APG dis- 
charge in nitrogen with a small admixture of monomer 
(hexamethyldisiloxane or hexamethyldisilazane). The 
spectra were recordered in the range of 300-800 nm. 
However, above 430 nm only second spectral order of 
grid was observed. 
Spectra consist of the molecular bands of second posi- 
tive system of nitrogen (C^I1„ -^ B^Ug) and in case of 
the APGD in nitrogen with monomer two CN bands of 
CN violet system (^D -> ^S) were observed. The first 
one at 388 nm was more intensive than the second one at 
422 nm. Vibrational bands of nitrogen with a correspon- 
ding change of vibrational quantum number Av — -2, -3 
were used to calculate the vibrational temperature. De- 
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hexamethyldisiloxane hexamethyldisilazane  | 
flow rate 
(Imin-') 

T 
(K) 

flow rate 
(Imin-') 

T 
(K) 

0.0 
0.3 
0.6 
1.2 

1883 ±  67 
2011 ±100 
1967 ± 110 
1962 ±   85 

0.0 
0.2 
0.5 
1.2 

1769 ±95 
1802 ±68 
1940 ±69 
1887 ±65 

Table 1: Vibrational temperature of nitrogen determined 
for different flow rates of organosiiicones. 
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Figure 2: Structure of CN band with po.sition at 388.3 nm. 

termined values of vibrational temperature for different 
concentration.s of organosiiicones are li.sted in Table 1. 
The structure of the CN band with the position at 388 nm 
is plotted on the Fig. 2. This CN band was used for calcu- 
lation of the integral intensity of the band. Fig. 3 shows 
the integrated intensity of the CN band vs. flow rate of 
organosilicon mixed to the pure nitrogen. The exponen- 
tial increase of the integrated intensity was observed for 
both types of monomer, but in case of HMDSZ the inte- 
grated intensity was much higher. 
The measurement of the discharge voltage and current 
is presented in Fig.  4.  Whereas applied voltage is si- 
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Figure 3: Dependence of integrated intensity of CN band 
on flow rate of hexamethyldisiloxane (full circle) and 
hexamethyldisilazane (full square). 
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Figure 4: Time variation of current and applied voltage 
of APG discharge. 

nusoidal, the current consists of two parts. The sinu- 
soidal current course corresponds to capacitive current, 
the small peak represents the current of the APG dis- 
charge. 
Deposited films were homogeneous and microhardness 
was in the range from 0.2 to 0.3 GPa. The elastic 
modulus ranged from 10 to 25 GPa. The films showed 
high ductility and good adhesion to the substrate. 

4. Conclusion 

It was found that APGD can be generated not only in 
pure nitrogen but also in nitrogen with a small admixture 
of organosilicons. In case of higher concentration 
of HMDSO or HMDSZ the APG mode changes to 
filamentary mode. The APGD was studied by means of 
emission spectro.scopy and the vibrational temperature 
of nitrogen was determined. The vibrational temperature 
varied from 1800 to 2000 K and only lightly depended 
on concentration of monomer added to the nitrogen. The 
properties of thin films were .studied by means of the 
indentation technique, the hardness of films was about 
0.2-0.3 GPa. 
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Study of a helium atmospheric pressure dielectric barrier discharge at 100 kHz 
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A homogeneous atmospheric pressure glow discharge is obtained in helium at 100 kHz. The 
electrical characteristics of the discharge are measured and compared with the results of the 
model. The calculations agree well with the experiment when a small admixture of nitrogen is 
assumed and the destruction of the helium excimers is strong enough. A multi-peak structure of the 
current is observed at higher amplitudes of the external voltage. 

1. Introduction 

Non-thermal plasmas are widely used for plasma 
processing. Atmospheric pressure plasmas require 
practically no vacuum devices. The atmospheric 
pressure dielectric barrier discharge (DBD) has been 
used for a long time, starting with the ozone generation 
by Siemens 1857. The DBD is mostly a filamentary one, 
however, a homogeneous DBD was found in He and 
later in other gases too [1]. Studies of the homogeneous 
He discharge cover the frequency region of 50 Hz to 50 
kHz with two dielectric barriers in the gap. In our work 
we extend the frequency region to 100 kHz. Moreover, 
only one electrode is covered by a glass dielectric. The 
other electrode is plain aluminium. 

2. Experimental technique 

The experiments were carried out in a cylindrical glass 
vessel (d=200 mm, 1=400 mm, Fig. 1), which is, along 
with the measuring method of the electrical parameters, 
described elsewhere [2]. Residual gas pressures are 
about 20 Pa. The upper electrode (80x15mm, covered 
with glass) is powered with a sinusoidal voltage while 
the lower Al electrode is cormected to ground by R^ or 
C^resp. 

He- 

Fig. 1. Experimental set-up 

-O- to pump 

The electrode distance was kept at 1.5 mm for the 
experiments described here. 

3. Model 

The simulation of the homogeneous barrier discharge is 
based on the continuity equations for electrons, ions, 
and metastable atoms and molecules, and the Poisson 
equation. The mobility, diffusion, excitation and 
ionization coefficients are calculated on the basis of the 
Bohzmann equation. The interaction between plasma 
and electrodes is described by boundary conditions. We 
assume the emission coefficients y to be equal to 0.05 
for glass and 0.1 for metal. Electron desorption plays no 
role in the glow discharge. 
In helium, relatively large densities of metastable states 
can occur due to their ineffective destruction [3]. Hence, 
different ionization channels must be considered to 
describe the helium discharge properly (Fig. 2). 

L24.6eVJ)       t^2.7eV^     Cj?.8eV, 

+ e + Kinetic energy 

Fig. 2. Channels of ionization in helium 

Besides the direct ionization, there is the Hombeck- 
Molnar process, i.e., the ionization by collision of highly 
excited states with helium atoms, and the most effective 
Penning ionization. At high pressure, the conversion of 
ions causes the formation of impurity (N2) ions within 
the time of 0.1 |is. 

4. Results and discussion 

We applied amplitudes of the sustaining voltage 
between 0.66 and 1.63 kV and obtained the 
homogeneous glow discharge throughout the whole 
range. 
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The experimental and calculated electrical 
characteristics of the discharge at 1.2 kV are shown in 
Fig. 3. Theory and experiment are in good agreement. 

1000- 

(a) 

            Gap voHage 

V     -•— Applied voftago 

^ 

U„= 1200 V 1 

500. 

0- 

•500- 

1000- k7 
u 'j 

"'^, 

5- 

 ThcOfy 

0- ^^-^...-^ ̂  
'\r^ 

•5- f \ 
-10- 

(b) f 1 
M   time (MS)     « 

Fig. 3. Comparison of the experimental and theoretical 
curves of gap and applied voltages (a) and current (b) 

The breakdown occurs as the gap voltage attains the 
value of 0.6 kV. In this phase, the applied voltage is 
slightly disturbed due to the nonideality of the power 
supply (in the theory, we use the external resistance 
R=50 kQ). Positive and negative current peaks have 
different amplitudes; the larger peak occurs when the 
metal electrode serves as cathode. 
We should note the following aspect of the ionization 
kinetics. When the ionization scheme shown in Fig. 2 is 
used, the excitation of metastable helium is followed by 
ionization with almost 100% efficiency. The breakdown 
voltage in this case is about 0.3 kV. Therefore an 
effective destruction mechanism for metastable states 
has been assumed to achieve better agreement with the 
experiment. A possible mechanism is the transition of a 
vibrationally excited excimer molecule to the radiating 
state via collision with a helium atom. The destruction 
frequency in our model is taken to be lO' s''. 

"^       0.05 

Fig. 4. Distribution of electric field in space and time 

Besides the electrical characteristics, the model provides 
the     spatial     distributions     of    internal     plasma 

characteristics. In Fig 4 the distribution of the electric 
field is shown. 
During the breakdown, a cathode fall region with strong 
electric field is developed. After this phase, a positively 
charged cathode sheath and quasi neutral plasma region 
with zero field can be seen. The strong field in the 
cathode region can accelerate the ions efficiently, which 
can be useful for surface modification applications. 

Time (jis) 

Fig. 5. Current and gap voltage for two-peak mode 

At higher amplitudes, a second current peak is observed 
(Fig. 5). Such a multi-peak structure was observed by 
other authors too [4], where it was proven that the 
second peak corresponds to the breakdown at the 
periphery of the discharge gap. 

5. Conclusion 

We consider the study of the homogeneous DBD in He 
as a valuable contribution to the understanding of the 
discharge mechanism. The promising results of the 
simulation encourage us to study other gas mixtures too 
and to apply the model to gases with a technical 
relevance to surface treatment. 
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Determination of gas temperature in cathode fall of the self-sustained 
normal atmospheric pressure dc glow discharge 

V.I. Arkhipenko, A.A.Kirillov, L.V. Simonchik, S.M. Zgirouski 
Institute of Molecular and Atomic Physics NASB, F.Skaryna Ave. 70,220072 Minsk, Belaras 

The result of gas temperature measurements in cathode region of atmospheric pressure glow dis- 
charge in helium are presented. Temperature was determined using molecular bands of the first 
negative system of nitrogen (0,1) and OH (A^I^-X^IIi) (0,0) band. The obtained results are com- 
pared with calculated one using one-dimensional model of the cathode fall taking into account the 
volumetric heat generation. 

l.Introduction 

Gas temperature is one of main characteristic of a dis- 
charge gases, as it determines gas density and, as conse- 
quence, other discharge parameters. In [1] were deter- 
mined main parameters of cathode fall, namely, the 
electric field profile, cathode fall thickness, current den- 
sity, heat flux to the cathode. Gas temperature in men- 
tioned work was measured only in negative glow. The 
aim of present investigation is a reception of the tem- 
perature distribution in cathode fall of the self-sustained 
normal atmospheric pressure glow discharge in helium. 

2. Experimental 

The self-sustained normal atmospheric pressure dc glow 
discharge was created in the pressurized chamber be- 
tween two electrodes: the weakly rounded tungsten an- 
ode (diameter 6 mm), and flat circular steel cathode 
(diameter 30 mm) [1]. Interelectrode gap was about 4 
mm. Experiment was fiilfilled at discharge current of 1 

424      425      426      427 

Wavelength, nm 

Fig. 1. Spectrum of the N 2 (0,1) band 

Ampere. The impurities concentration in helium flow 
(H2, N2, O2, Ar, CO2, CO, Ne, H2O) wasn't exceeding 
0.02 %. The intensive water cooling of cathode was 
ensured due to its special design. 
The enhanced image of glow discharge using two ob- 
jectives was focused onto entrance slit of the scanning 

0.5-meter double diffraction monochromator of high 
resolution MDD500x2. At diffraction gratings with 
1800 line per millimeter the inverse linear dispersion is 
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0.52 nm/mm. Band spectra of the (0,1) Nj and (0,0) 
OH used for gas temperature determination are shown 
in fig. 1 and 2. At that the separate spectral lines have 
Gaussian profiles with halfwidth about 0.0065 nm. 

3. Evaluation of gas temperature 

The method of the relative rotational line intensity of 
molecular gases was used at determination of gas tem- 
perature [2]. Band of (0,1) of N^(B'Z; -X'Zp was 

chosen because it is free from superposition with other 
spectral lines. The rotational line of R-branch with 
N'>6 are used only. The necessary wavelengths for 
identification of rotational lines were calculated ac- 
cording [3]. 
Intensity of a doubling of rotational lines of R-branch 
at presence of boltzmann equilibrium is defined as 

kT r 
where VN-N" - frequency of optical transition; gN' - sta- 

:constv^5^.g^,(2N'-H)exp|- 

tistical weight caused by nuclear spin (gN' = 1 for even 
number N' and gN- = 2 for odd number N'); F(N) - 
magnitude of rotational term of the excited electron 
state; SN'=N7(2N'+1) - Honl-London factor of R- 
branch convolute on doubling line structure [4]. To 
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h convolute on doubling line structure [4]. To determine 
the temperature using experimental spectra a graph of 
dependence ^(IN/GN") against the rotational term ener- 
gies, where IN- - measured intensity of doubling, and 
GN' = v^N- SN' gN' (2 N'+l). The line doubling AN- is in- 
creased while number N' is increased and becomes 
equal 0.0053 nm at N'=21. Therefore, at determination 
of the experimental values IN. the profile change of dou- 
bling structure against the rotational line number was 
taken into account. In case of linear dependence of 
In(lN./GN) on F(N') it can talk about boltzmann distri- 
bution of population of molecule levels N'. At that the 
angle of regression slope will determine the rotational 
temperature. 
Intensities of rotational lines of hydroxyl molecule at 
presents of boltzmann equilibrium is as follow 

IBN- =constVBN.ABN.(2J' +l)expJ— ^ ^   M 

where B - branch number, VBN" 

-V kT 
. „,. - frequency of optical 

transition, ABN- - Einstein's coefficient of spontaneous 
emission, J - full angular moment, F(N) - magnitude of 
rotational term of excited electron state. Values of the 
level energies and Einstein coefficients was taken from 
[5, 6]. As consequence, gas temperature is determined 
on line slope pictured the dependence 
ln[lBN'/VBN'ABN'(2J+l)] on F(N'). 

4. Results and discussion 

The atmospheric pressure glow discharge is character- 
ized the small dimensions of cathode regions and high 
heat release. As it is shown in [1], the cathode fall 
thickness is about 70 jim and maximal electric field 
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Fig. 3. Axial distribution of the electric field 

strength 

strength ~45 kV/cm. Axial distribution of electric field 
in cathode fall is shown in fig. 3. Large quantity of heat 
generation in this narrow region takes place. Heat rejec- 

tion from cathode fall is carried through the water- 
cooled cathode. 
In fig. 4. the gas temperature determined in cathode fall 
using both the Nj* and OH bands is presented. As it 
seen, the values of temperatures in end of cathode fall 
(>70 nm) are in reasonable agreement. However these 
temperatures differ close cathode surface. Difference is 
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Fig. 4. Temperature distribution in cathode fall. 

about 100 K and is more then experimental error. High 
temperature value obtained using the N2* band, in our 
opinion, is explained by a acceleration of N2''-ions in 
strong electric field close cathode surface. 
Calculated temperature distribution obtained using the 
model of cathode fall developed by Baranov-Smimov 
[7] is pictured in fig. 4 (solid curve). Good correspon- 
dence of calculated temperature to measured one using 
the OH band is observed at distances more then 20 |im. 
Sharp decrease of gas temperature close cathode we 
can't resolve because the spatial resolution of our opti- 
cal system is about 25 |im. 
The work was supported by BRFBR (grant FO1-093) 
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Comparison of parallel and serial resonance circuits 
for generation of surface barrier discharges 
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Two different principles of power supplies for generation of planar dielectric barrier discharges at 
atmospheric pressure were investigated. The comparison of parallel and serial resonance circuits 
has been made and the power loss mechanism in both cases has been studied. A power supply 
based on serial resonant circuit of plasma source has been developed. 

1.  Introduction or less strongly (see figure 1). 

Atmospheric pressure planar dielectric barrier dis- 
charges (PDBD) are used on a large scale in industry for 
applications like ozone production for gas and water 
purification [1], film deposition and surface treatment of 
polymers or other materials [2]. With increasing effec- 
tive area of the discharge electrode grows the need for 
effective and low-loss power. 

DiflFerent discharge excitation principles are possi- 
ble. For laboratory applications high voltage amplifiers 
are often used, whose output stage is operated within the 
active range. The disadvantage of this approach is high 
electrical power loss. Therefore it is unsuitable for the 
industrial applications. Besides, appropriate amplifiers 
for high voltage (several kV) and high power are very 
expensive. For that reason resonant power supplies are 
frequently used, which utilize the strongly capacitive 
characteristics of the plasma sources. Nevertheless also 
in this case the electrical losses are not negligible and 
this is the subject discussed in the present work. 

2.   Electrical characteristics of PDBD 

The typical investigated system of the surface bar- 
rier discharge (SBD) [3] consists of two electrodes sepa- 
rated by 0.4 mm thick, high purity AI2O3 ceramic plate. 
The discharge electrode consist of 27 interconnected 1 
mm wide and 45 mm long strips. On the opposite side 
the induction electrode is formed as a 70 mm x 50 mm 
rectangle. A sinusoidal signal with a irequency in the 
range of 5-20 kHz and voltage amplitude 2-6 kV is ap- 
plied between the electrodes. 

Without plasma the electrical behavior of the source 
is almost purely capacitive. Only a small real component 
of the power, caused by the dielectric losses, is to be 
considered. During the discharge rises this real compo- 
nent considerably by the power consumption of the 
plasma. The energy from the power supply is transferred 
into the plasma during partial discharges (PD). The re- 
sulting current pulses are in the range of nano- to 
microseconds and are superposed on the capacitive 
current. The voltage breaks down during the pulse 
duration more or less strongly (see figure 1). 

0 100 200 300 400 500 

time [ps] 

Figure 1. Typical current-voltage characteristics 
(o = current, D = voltage) of a SBD-source in 80% N2 , 20% 
O2 operated with an parallel resonant power supply (Lifetech) 

3.   The resonant power supply 

In principle two types of resonant power supply are 
possible: parallel and serial [4]. 

a) b) 

Figure 2. a) Parallel and b) serial resonant circuit. 

A coil or a transformer with large main inductance 
or strain inductance is connected to the plasma source. 
The circuit formed by the inductance and the capacity of 
the plasma is connected to the power supply working at 
the resonant frequency. At higher power this excitation 
can be done with low electrical losses only with rectan- 
gular or pulse voltage signal. 

The common way to operate a plasma source is to 
apply a voltage from the transformer which is connected 
parallel to it. In this way the plasma source and the main 
coil of the transformer work as a parallel resonant cir- 
cuit. 
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When the rising time of the applied voltage is very 
short as in the case of rectangular or pulsed voltage the 
capacity of the plasma source behaves like a short cut. 
The strongly rising current produces high power losses 
in the wire resistances and in the output stage of the 
power supply. 

The advantage of a serial resonant circuit is that the 
coil limits the current rise in normal operation mode but 
also when an accidental short cut occurs in the plasma 
source. 

Power supply delivers energy in the resonant circuit 
in each half period. As long as plasma is still off, more 
and more energy is stored in the circuit. To ignite the 
plasma some energy has to be consumed, the voltage 
breaks down and the capacity of the plasma source 
changes very fast involving a change in the resonant 
frequency. This means that the resonant circuit is not 
any more stable. 

In order to overcome this disadvantage two methods 
are proposed: 

1. The energy in the circuit has to become much 
higher using for example capacities parallel to 
the plasma source. This makes the voltage drop 
weaker. 

2. The frequency of the power supply has to be 
adjusted permanently to the resonant frequency 
of the circuit. This has been realized by the use 
of "current zero point detection" method. 

The method 1 has the disadvantage that the parallel 
capacities stabilize the voltage too restrictive. More and 
more energy will be transferred in the plasma and this 
can cause the damage of the plasma source. To avoid 
this, a second coil L^pi has been introduced in the circuit 
in order to adjust the coupling between plasma source 
and power supply. This limits the current between the 
parallel capacity and the plasma source. 

IR Ir 
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Figure 3. The resonant circuit consists of LR„ and Cp„,. 
Coupling is realised by L^pi. 

4.  The current synchronizing method 

If an ideal serial resonant circuit is powered with a 
rectangular shaped voltage signal, the current reaches 
the zero point exactly at the moment of switching the 
voltage. This fact can be used to synchronize the fre- 
quency of power supply with the resonant frequency. 

A technical problem is the detection of the current 
zero point [5] from the noisy signals produced by the 
plasma. This problem was solved by use of the „dy- 
namic hysteresis". The sensitivity of detection varies in 

time. The sensitivity reaches a maximum just before the 
current crosses its zero level and gets the minimum 
immediately after this. 

5.   Results 

With this new power supply concept it is possible to 
operate the atmospheric pressure plasma sources in a 
low loss way and with the possibility to vary the power 
coupled into the plasma. 

Figure 4 shows the current and voltage characteris- 
tics of the plasma source with (figure 4b) and without 
(figure 4a) the coupling inductance Lcp|. 

The difference is obvious. The current peaks are 
limited strongly. If no coupling coil is used, the lifetime 
of the plasma source is reduced from hundreds of hours 
to maximal one hour In this last case the plasma source 
gets much hotter. 
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Figure 4. Current and voltage characteristics of a plasma 
source powered by the serial resonance voltage supply without 
(a) and with (b) L^pi = 1 mH (o = current, o = voltage). 
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The topology of surface barrier discharges (SBD) at atmospheric pressure in ambient air is 
investigated with an intensified CCD camera. The distributions of partial discharges (PD) over the 
alumina surface for different exposition times and different topological features of the electrode 
are presented and related to the temporal PD sequences. The excitation frequency is S. 7 kHz. The 
voltage amplitudes are in the range of 2-5 kV. 

1. Introduction 
The very promising type of dielectric barrier 

discharge (DBD) for plasma processing is surface 
barrier discharge (SBD) [1]. It is generated on the 
dielectric surfaces by alternating electrical voltage in 
arrangements with a structured discharge electrode on a 
dielectric surface and a plane induction electrode on the 
reverse side of the dielectric. The main applications of 
the SBD are ozone generation [1], exhaust gas 
decomposition [2] and more recently surface treatment 
and film deposition at atmospheric pressure [3]. 
Important information about the mechanism and 
structure of the surface discharge can be obtained from 
time resolved voltage and current of the discharge 
electrode [4] and form investigation of high speed and 
sensitive CCD photographs [5]. Strong influence on the 
PD development has the layout of the discharge 
electrode. It was shown by electrical measurement [4] 
and by electrical simulation [6]. In this work the 
influence of the electrode layout on the PD is 
investigated by use of ICCD. 

2. Experiment 
The discharge system described in detail in [4] 

consists of two electrodes separated by 0.4 mm thick, 
high purity AI2O3 ceramic plate. The discharge electrode 
comprises 447 holes with diameter of 1.45 mm, 
organized in 19 rows. Such hole is the dark circle in Fig. 
la. On the opposite side the induction electrode is 
formed as a 70 mm X 50 mm rectangle. A sinusoidal 
signal with a frequency of 3.7 kHz and voltage 
amplitude 2-5 kV is applied between the electrodes. 

The ICCD camera PRINCETON Instruments 576-G/l 
gated by pulse generator PRINCETON Instruments PG 
200 is used for taking short time, down to 10 ns duration, 
pictures of the SBD. The sufficient sensitivity is 
achieved by electro-thermal cooling of the ICCD chip 
down to -35 C°. The macro-objective allows the 
magnification sufficient for observation of single PDs. 

Fig. 1: Influence of the electrode edge shape on the 
sequence of PD ignitions, a) The electrode without 
discharge. The dark areas represent the AI2O3 surface, 
b), c) and d) are the inverted pictures (discharge is 
black) of PDs with voltage amplitudes of 3.5,4.0 and 
4.5 kV respectively. Exposition time is 10 ms. 
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3.   Results and discussion 
The shape of the electrode edge has strong influence 

on the ignition voltage and PD density. In Fig. la the 
fragment of the SBD electrode is shown, having three 
types of edge shape: convex (left top comer), linear (left 
low corner) and concave (hole in the electrode at the 
right side). With increasing voltage the PDs at the 
convex part of the electrode edge ignite first (Fig. lb), 
followed by the linear part (Fig. Ic) and finally by 
concave shaped holes (Fig. Id). It can be explained by 
increasing maximum electric field with increasing grade 
of electrode edge convexity and is in agreement with 
electrical measurements [4] and field simulations [7]. 

I'ig.2: The inverted pictures of the discharge in the hole 
in the electrode (as shown in Fig. la). The electrode 
edge is shown as a circle. The exposition time is 10 ms. 
The voltage amplitude for a), b), c) and d) is 3.9 kV, for 
e) is 4.4 kV and for 0 is 4.9 kV. 

The observation of the SBD in the hole of the 
discharge electrode confirms the predictions of electrical 
simulation of the PD development by use of PSPICE 
circuit simulator. For observation time much longer than 
the voltage excitation period of about 0.3 ms and low 
voltage, it can be seen that the PDs ignite preferentially 
at the same position in subsequent cycles, resulting in 
"discrete" discharge pattern (see Fig. 2a-d). The 
positions of frequent PD occurrence are geometrically as 
far as possible, because of the repelling forces of the 

charge stored at the ceramic surface. This effect is less 
pronounced at higher voltages (see Fig. 2e and 20 at 
which PDs are distributed more evenly around the 
electrode hole edge. 

For exposition times shorter than voltage excitation 
period but much longer than the typical PD duration, 
more than one PD within exposure time can be observed. 
The distance between these PDs is sufficient to avoid 

''■\WL       a) 

\   c) X^^ 

Fig.3 The inverted pictures of the discharge at the 
linear part of the electrode edge (as shown in Fig. la). 
The electrode edge is shown as a line. The exposition 
times are a) 10 ms, b) 10 us, c) 1 us and d) 0.1 us. The 
voltage amplitude is in all cases 4.9 kV. 

the suppression of the subsequent PD by the electrical 
charge stored during an earlier PD (see Fig. 3b and 3c). 

What is somewhat surprising is, that for exposure 
times as short as 100 ns, still more than one PD structure 
can be recognized (see Fig. 3d). It means, that PDs can 
ignite almost simultaneously at two positions. These 
positions can be apart from each other. For example 
concurrent existence of PD at the linear part of the 
electrode and in the hole is observed. It means that in the 
time scale of a single PD, the ignited PD is not disabling 
the ignition of subsequent PD. 
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The current signal measured at the grounded electrode of the surface barrier discharge (SBD) 
excited in the frequency range I-10 kHz is typically distorted by electric circuitry oscillations in 
MHz range. Numerical techniques for extraction of the partial discharge (PD) current signals with 
durations in ns range are proposed. 

1. Introduction 
The surface barrier discharge (SBD) [1] and 

insulated surface barrier discharge (ISD) [2] are very 
promising types of dielectric barrier discharges (DBD). 
Their main applications are ozone generation [1], 
exhaust gas decomposition [3] and more recently 
surface treatment and film deposition at atmospheric 
pressure [4]. The electrical measurements [5] show 
strong influence of excitation voltage and frequency, 
electrode layout and coating material on the PD 
development. The measured current represents the 
response of the electric circuitry connected to the 
electrode on the discharge current. In this work the 
method for determination of the discharge current from 
the measured current is proposed. It is based on the fast 
FOURIER transform (FFT). 

2. Experiment 
The discharge system described in detail in [5] 

consists of two electrodes separated by 0.4 mm thick, 
high purity AI2O3 ceramic plate. The surface of the 
discharge electrode is coated by diamond like carbon 
(DLC) or polymeric film. On the opposite side the 
induction electrode is formed as a 70 mm x 50 mm 
rectangle. A sinusoidal voltage with a frequency of 3.7 
kHz and amplitude in range 2-5 kV is applied between 
the electrodes. For current measurements the digital 
oscilloscope Tektronix TDS 7254 with a high frequency 
AC current probe CT6 is used. 

3. Results and discussion 
The typical current waveform for DLC coated ISD 

electrode is shown in Fig. la. The "spikes" easier 
recognizable in magnification shown in Fig. lb, are 
related to partial discharges (PD) but show the PD 
currents overlapped with oscillations in MHz range [5]. 
These oscillations are interpreted as response of the 
RLC circuitry connected to the discharge electrode on 

c 

3 o 

3 
o 

2164       2166       2.168        2-17        2.172      217*      2.176       2.178        2.18       2.162 
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Fig. 1: Typical current signal of ISD in 10% oxygen + 
90% nitrogen gas mixture at 700 mbar. a) Entire 
excitation cycle, b) signal segment and c) PD response 
of the circuitry. Sample = 0.1 ns. Coating: I nm DLC. 
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the PD current. Assuming a DiRAC pulse excitation put 
on the serially connected resistance R, capacitance C 
and inductance L, the response of the circuit is given as: 

g(i) = -j==cxp\ -—-I sin -jL= 

One of parameters having strong influence on the 
oscillation frequency is the length of wires connecting 
the electrode system to the coaxial cable. In Fig. 2 the 
examples of the PD signal for two different connection 

4 
3) 

time [s] 

13 }t 

time [s] 

Fig.2: The response of the circuitry for two oscillation 
frequency a) 16.8 MHz to b) 20 MHz, due to difTcrent 
lengths of wire connections to the electrode. 

wire lengths are shown. For technically useful electrode 
geometries it is not possible to eliminate the electric 
connections   inductance   completely.   The   measured 

time [s] 

Fig.3: Deconvoluted current signal for overlapping PDs. 

current of single PD can be considered as a convolution 
of the real PD current and the circuit response on DIRAC 

impuls. In such case the real PD current can be obtained 
following the algorithm presented graphically in Fig. 4. 

In first step the FFT of the measured signal x(t) and 
of the dumped RLC-oscillation g(t) are calculated. Than 
the signal transform X(0 is divided by the oscillation 
transform G(f). From the result the inversion FOURIER 
transform (IFFT) is determined, which gives the real PD 
current Y(t). Also overlapping signal of subsequent PDs 
can be de-convoluted by use of this scheme (see Fig. 3). 

Fig.4: Principle of numerical removal of the electric 
circuit oscillation from the measured current signal. 
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Abstract 

The latest extension of the FE-FCT algorithm used for the solution of gas discharge problems is presented in this paper. 
The solution ofNavier Stoke's equations is coupled to the continuity and Poisson 's equations to account for the heating 
effects of the neutral gas species in near atmospheric pressure gas discharges. Adaptive meshing techniques that adjust 
the mesh in time are also incorporated, so that the highly transient phenomena involved can be captured. Results are 
presented for the development of avalanches and streamers in a 1 mm uniform field gap in air at atmospheric pressure, 
in order to validate the new algorithm. The assumption adopted by many authors to date, namely, that there is no 
significant heating involved early in the development of such a discharge is investigated. 

1. Introduction 

The detailed analysis of the spark discharge is important 
in the design of lasers, exhaust filters and for the 
protection of microwave systems. Experiments have 
shown that the spark discharge development after the 
avalanche and the primary streamer is highly dictated by 
the heating effects of the neutral gas. 

2. Theory 

In order to incorporate heating effects in near 
atmospheric pressure gas discharges, as manifested by 
the heating of the neutral gas species, the Navier Stoke's 
equations (conservation of mass, momentum and energy 
for the neutral gas) need to be coupled to the continuity 
equations for charged particles (electrons, positive and 
negative ions) and Poisson's equation for the electric 
field. The equations are solved in two-dimensional 
cylindrical axisymmetric coordinates. A Finite Element 
Flux Corrected Transport method (FE-FCT) has been 
developed and used for the transport equations [1]. The 
primary purpose of this work is to validate the new part 
of the algorithm, i.e. that of the Navier Stoke's in the 
presence of the continuity equations and Poisson's 
equations, following the validation of the Navier 
Stoke's algorithm in [2]. Furthermore, this is the natural 
progression of previous work by the authors, as they 
have already simulated the same configuration assuming 
no heating effects. In this way, the assumption for no 
heating effects and the validation of the coupling of the 
Navier Stokes with the Poisson and the continuity 
equations is achieved. As expected, it has been proven 
that there is no considerable heating during the 
avalanche and primary streamer stage and that heating 
does not significantly affect their development. 

3. Adaptive Meshing 

The complexity of the new model (coupling of the 
above three sets of equations) and the computational 
demand makes the solution of such problems using 
conventional software very difficult, therefore the 
authors have developed their own algorithm in C++. An 
adaptive mesh generator has also been developed such 
that computational needs are considerably reduced, 
making it possible to analyse heating effects not only in 
short gaps, but also in long gaps. The error indicator 
used for the refinement of the adaptive meshing is the 
one used by Lohner [3]. The error estimator in 
muhidimensional form is as follows: 

Y^{\N[Nid^.U,f 
E' = k,i   n 

^^il\Ni\[\N/Uj\+si\N/ \\Uj\)]dQy- 
kj  n 

where E' is the error indicator value at node i, N'K is the 
shape function of node i in element k, N',. is the shape 
function of node j in element 1 and Uj is the value of the 
variable chosen to be used as error indicator at node j 
and E is a factor varying from 0 to 1. The value of s is 
chosen depending on the algorithm used to solve the 
partial differential equation, since the term following e 
is added as noise filter, so that any loss of monotonicity 
such as wiggles or ripples are not refined. The authors 
have used three different variables for error indication, 
which are the electron density, the positive ion density 
and the modulus of the electric field. 
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The advantages of the above error indicator are that it is 
fast to calculate, it is dimensionless, it varies from 0 to 1 
such that prefixed tolerances and many variables as 
error indicators can be used and that it is reliable for 
steady state and highly transient applications, as in the 
case of the development of the spark discharge. 

4. Results 

In the configuration used to test the heating effects, a 
voltage of 5600 V is applied between two parallel plates 
of distance 1 mm apart in ambient air. As an initial 
condition, a single electron is released at a distance of 
1X10"* m from the cathode. 

Figure 1 shows the electron density two-dimensional 
plot as the streamer propagates towards the cathode. 
Densities of the order of lO"" particles/m^ are in 
agreement with primary streamer propagation theory. 

5. Conclusions 

As expected, no significant heating arose during the 
avalanche and streamer propagation that could affect the 
discharge, and hence the long-held assumption of no 
heating is justified. 

It is now possible to analyse the heating effects of 
neutral gas species in atmospheric or near atmospheric 
pressure gas discharges. Heating effects can also be 
simulated in long gaps, due to the adaptive mesh 
generator developed. With the densities of the charged 
particles and the electric field increasing at later stages 
of the discharge, the heating effects will no longer be 
negligible, but will dictate the development and 
behaviour of the spark. 

,xio 

-0.5 0 0.5 
Radial Coordinates (m) xio 

-0,5 0 0.5 1 
Radial Coordinates (m) x 10^ 

Figure 2: Two-dimensional plot of the temperature 
during the propagation of the streamer at time 
t = 4.61 ns. 

Figure 1: Two-dimensional axisymmetric plot of 
the electron density of the primary streamer at time 
t = 4.61 ns. 

Figure 2 is a temperature distribution plot during the 
propagation of the primary streamer towards the 
cathode. It can be seen that a temperature rise of a few 
degrees occurs. To test the ability of the heating effects 
in changing the propagation of the avalanche and the 
primary streamer, early in its development, it was 
assumed that all the energy from the electrons, positive 
and negative ions is transferred to the neutral particles 
as Joule heating, when charged particles collide with the 
neutral particles. Taking this into consideration, it is 
evident that heating does not affect the propagation of 
the avalanche and primary streamer. 
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DC Diaphragm Discharge in Water Solutions 

Zdenka Stara, Frantisek Krcma 

This contribution is focused on the investigation of the non-pulsed DC diaphragm discharge in water 
solutions. The optical emission spectroscopy was used for investigating the light spectrum of the 
diaphragm discharge in the solution. The light intensity was dependent on the initial discharge 
conditions. 

1. Introduction 
The electrical discharges in liquids have been a subject 

of research during a few last years [1, 2]. Especially 

point to plane and coaxial geometry were used. The 

high voltage used for creating the discharge was usually 

pulsed. Therefore, this work is focused on the 

diaphragm discharge with an applied non-pulsed DC 

high voltage which combination is not so common. The 

diaphragm discharge is also called „electrodeless" 

discharge because the electrodes does not disturb the 

discharge process. 

2. Experimental setup 
A batch discharge reactor was used in our experiments 

(Fig. 1) [3]. It consists of two parts with one stainless 

steel electrode in each part (negative, positive). The 

dielectric diaphragm with a small pinhole (PTFE, 

0.25 mm) separated the both parts. The electrodes were 

installed in the distance of 2 cm from the diaphragm. 

1 
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Fig. 1: The scheme of the batch reactor; 1 - negative 

part, 2 - positive part, 3 - diaphragm with pin hole, 4 - 

cooling boxes with ice-pack, 5 - optical fibre. 

A non-pulsed DC high voltage from 1.4 to 2.8 kV was 

applied on the electrodes. To protect liquid before 

heating by the discharge, two cooling boxes with icy 

water were placed in the both parts of our reactor. NaCl 

and Na2HP04 salts were used to obtain the defined 

conductivity of initial demineralized water. 

The optical emission spectroscopy was used for 

investigating the light spectrum of the diaphragm 

discharge in the solution. Especially hydroxyl radicals 

and some elements contained in salt (Na) were 

determined by this method. 

3.   Results and discussion 
During the experiments the emission spectra of the 

discharge were observed. The investigation was focused 

on the emission intensity of the hydroxyl radicals 

generated by the diaphragm discharge. The observations 

were done in both salts (NaCl and Na2HP04) and the 

discharge conditions were varied; the applied high 

voltage was used in the range 1.4 - 2.8 kV, the initial 

conductivity was 400 or 550 ^iS-cm'' (the maximum 

hydrogen peroxide generation is reached at these two 

conductivities [3]). It was found that the light intensity 

of hydroxyl radicals decreases in both salts during the 

discharge. In Fig. 2 is shown an example of the OH 

integral intensity (306.5 - 318 nm) as a funcfion of time. 
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Fig. 2: The OH integral intensity as a fimction of time. 

67 



The evolution of this dependence might be caused by 

the decrease of OH radicals in the synthetic reaction 

which leads to the production of the hydrogen peroxide. 

This phenomenon was a subject of previous studies [3]. 

The influence of the applied high voltage on the 

emission intensity is demonstrated in Fig. 3. The 

increasing OH integral intensity with increasing voltage 

is evident from this picture and it corresponds with the 

increase of the hydrogen peroxide production as it was 

observed recently [3] and it is demonstrated in Fig. 4. 

U[kV] 

Fig. 3: The OH integral intensity as a function of the 

applied voltage. 
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Fig. 4: Hydrogen peroxide generation as 

a function of applied voltage (3mM NaCl, initial 

conductivity 300 nS/cm) 

The OH emission intensity also depends on the initial 

conductivity of the solution and used salt. The 

production of the hydroxyl radicals is higher in case of 

Na2HP04 salt (see Fig. 3) and increases with the 

increase of the initial solution conductivity. 

An interesting phenomenon was observed - the initial 

conductivity increased in time. The magnitude of the 

conductivity change was higher in the positive part of 

the reactor, in both parts the final conductivity had 

stabilized on the constant value after 60 minutes of the 

experiment. The increase was caused by metallic traces 

involved from electrodes by the electrolysis. 
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Fig. 5: Conductivity changes (5 mM NaCI, 2.8 kV) 

4. Conclusion 
The results of the optical emission spcctroscopy applied 

on the non-pulsed DC diaphragm discharge are 

presented in this contribution. The OH integral intensity 

was counted and shown as a function of time and 

applied voltage. The light intensity decreases during the 

discharge and increases with increasing high voltage. 

The initial conductivity of the liquid also affects the 

light spectrum. The dependence of the emission 

intensity of hydroxyl radicals on the applied salt was 

studied. 
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In general corona discharge is used in ESP (Electrostatic Precipitator). The corona discharge type 
ESP can remove DEP (Diesel Exhaust particles) at high collection efficiency but at low removal 
efficiency for NOx and re-entrainment phenomena due to low resistivity and particle 
agglomeration on the electrode. Barrier discharge is effective for removal NOx. Therefore, we are 
used Barrier discharge in ESP. In this paper, we investigated the plate type, punched hole type, and 
grid type electrode. As results, energy efficiency of particle collection becomes high with punched 
hole and grid type electrode than with plate type electrode. And then, punched hole type achieved 
high collection efficiency as comparison with plane type electrode at the same power consumption. 

1. Introduction 

The electrostatic precipitator (ESP) has been used 
extensively to decontaminate polluted gases and to 
clean air because of high collection efficiency. One of 
the major tasks of ESP applications is to increase 
visibility and to clean the air in the highway tunnels. 
The conventional ESP eliminates suspended particles 
traceable to diesel exhausted particle. ESP with DC 
corona discharge precharger little removes NOx[l]. 
Therefore, we propose barrier discharge type ESP to 
remove particles and NOx simultaneously. Barrier 
discharge is effective for removal NOx. Barrier 
discharge type ESP has been investigated to remove 
suspended particles [2]. The aim of this study is to 
improve energy efficiency for particle collection and 
NOx removal with several electrode shapes. This 
present version electrode shapes are changed from plane 
to punched hole, to grid pattern type. Several electrode 
shapes become the change of barrier discharge 
condition. 

2. Experimental Methods 

The schematic experimental system is shown in 
Fig.l. Particle generated by the diesel engine. The diesel 
exhaust gases is diluted with air in the mixing chamber, 
and then boosted through the duct and enter to ESP. The 
gases cleaned by ESP pass through the induced fan and 
then exhausted. The mean gas velocity in the duct is 

DiduxdHn 

1.5m/s constant in all test condition. The number 
density of suspended particle is measured by the particle 
counter (PC, RION KC-OIC, measured particle size d > 
0.3nm). The sampling locations are upstream and 
downstream of the ESP. This present version ESP is 
barrier discharge type. The barrier discharge type ESP 
electrode configuration is shown in Fig.2. These barrier 
discharge electrodes are the aluminum plate (0.5mm 
thick) sandwiched by two glass plates (0.5mm thick), 
electrode length is 45nim(aluminum), and 65mm(glass 
plate). In here, 3 varieties of aluminum plate electrode 
shapes are used as illustrated in Fig.3. The punched hole 
type electrode has many holes, The diameter of a hole is 

5.5mra 

Glass Plate 62mm 

Gas flow Aluminum 

Fig.2 Electrode configuration of barrier discharge 
tj^pe electrostatic precipitator. 

ItAGtter 

Fig.l Schematic diagram of experimental system 

ajPlane b)Punched hole   c)Grid Pattem 
(4>3.1mm) 

Fig.3 Test shapes of aluminum plate electrode 
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3.1mm. The grid pattern type electrode consists of 
tungsten wire with 0.26nim diameter, these wires are 
laid out such as grid pattern. These aluminum plate 
electrodes are applied high voltage (ACSOHz). The 
discharge power is measured by the Lissajous figure (V- 
Q plots) on oscilloscope. 

3. Results and Discussion 

Discharge current for several electrode shapes as a 
function of applied voltage is shown in Fig.4. At the 
same applied voltage, discharge current at punched hole 
type becomes high, discharge current at grid pattern 
type becomes low as compared with plane type 
electrode. As for gird pattern type electrode, discharge 
current becomes low due to decrement of the electrode 
area. Electric field intensity distribution as the punched 
hole type electrode is shown in Fig.5. This figure is 
analyzed with ANSYS 6.0 (Ansys Inc. Electric field 
analysis with a finite-element methods). The electric 
field intensity at edge of punched holes type electrode is 
1.2 times stronger than at plane type electrode. 
Especially, electric field intensity around the punched 

11.5 12 12.S 13 13.5 14 

Applied Voltage V [kV] 
Fig.4 Discharge current as a function of applied 
voltage. Plots indicate electrode shapes ; 
■ :Plane type , A:Punched hole type, 
#:Grid pattern type electrode. 

hole becomes high. Hence, because of this field 
intensity increment, discharge current at punched hole 
type electrode becomes high as shown in Fig.4. 

Discharge power as a function of collection 
efficiency is shown in Fig.6. Collection efficiencies at 
punched hole type and grid pattern type electrodes 
become high in comparison with plane electrode. 
Additionally, collection efficiency increases up to 95 
percent with increasing discharge power at punched 
hole type. It has been shown that energy efficiency for 
particle collection is improved when deference in 
electric field intensity exists in barrier discharge. 

4. Concluding Remarks 

Energy efficiency for particle collection is tested by 
changing barrier discharge electrode shape. 
Consequently, it has been shown that energy efficiency 
for particle collection is improved when the difference 
in electric field intensity exists in barrier discharge area. 
Additionally, using punched hole type electrode 
achieved high collection efficiency as comparison with 
plane type electrode at the same power consumption. 
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Fig.5 Electric field intensity distribution as the 
punched hole type electrode 
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Fig.6 Collection efficiency for several electrode 
types as a function of discharge power. 
■ :Plane type , A:Punched hole type, 
•:Grid pattern type electrode. 
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THE ION FUNCTIONS OF ONE-DIMENSIONAL ACTIVE PLASMA LAYER 
OF HIGH-CURRENT GAS DISCHARGES 

Vladimir P. Shumilin 
All-Russian Electrotechnical Institute. Krasnokazarmennaya, 12, Moscow, 111250, Russia. 

Active plasma layer (APL) is a quasineutral plasma area bordering with cathode space charge 
layer. All generated in APL ions get to cathode. In [1] it has been shown, that in intensive 
discharges there is a multiple gas compression in APL. In the present work the important 
characteristic of discharges, PQ, equal to number of ions coming on cathode in recalculation on 

one neutral flying from cathode is considered. The dependence of this value on parameters of 
discharge is named an ion function. The low-voltage case, when energy of cathode electrons does 
not exceed several neutral ionization energies, and the high-voltage case, when density of primary 
electrons current in APL is supposed to be a constant, but their average energy changes only, are 
discussed. 

1. One-dimensional APL 

Let there be emitted an electron current with density 
Jed = Je^) ^d 3 neutral flow with density q^ =g'(o) 

and average directional velocity VQ = 0.5.JSTQ I nM , 

along an axis x, which is normal to a flat homogeneous 
surface of cathode, where TQ - temperature of cathode 

in energy unities, M - neutral mass. Ions with current 
density y,(jr)>0 and neutral flow with density 

^hacki^)-^ move to cathode. Neutral backflow is 
caused partly by resonant charge exchanged ions 
(qci,{x)), partly by presence of gas on anode boundary 

ofAPL(9,,(x)). 
Obviously, in stationary APL the conservation of heavy 
particles flow takes place 

Q{x)-Ql,ack{^)-Pi^)=D = const, (1) 

Where neutral flows are normalized to quantity q^; 

p(x)= jj{x)/eqQ; e - the elementary charge. IfD = 0, 

we deal with an non-consumed operating mode of 
cathode. When Z) < 0 cathode immerses gas, if Z) > 0 
material of cathode is constantly spent. 
Let's write down a simplified system of the continuity 
equations for neutrals and ions, and the equation for 
energy flow of primary electrons in APL 

dN/ds = -a{v)KN - fiPN, (2) 

(ii-^dN^^ I ds = -a{v)KN^^ - ^PN^^, (3) 

dPlds = -a{v)K{N + Nhacki (4) 
d(KV)/ds = W{v)dP/ds, (5) 

where  (i>=vo/vg =^To/Tg ;   Vg=0.5.^STg/KM   - 

average velocity of directed to the cathode neutral flow 
in the region of anode boundary of APL; neutral 
densities are normalized to quantity /JQ (^O="0^O)! 

s = «oO„,Jc; o,„ - the peak value of electron-neutral 

ionization cross-section; /t=V^/45^' ^(•^) " average 
primary, accelerated in cathode space charge layer, 

electron energy; (p,- - neutral ionization potential; 

a(F)=o,(K)/a„,; p = o„/o„,; ai{v) and o„ - 
ionization and resonant charge exchange cross-sections, 
respectively; K=Jg{s)/eqQ; W{v)=w{v)/e(pj; w{v) 
- average energy a primary electron spends for one act 
of ionization. Thus we consider, that all ion current 
acting on cathode is generated due to ionization by 
primary electrons in APL, and neutral "burning" occurs 
due to ionization by primary electrons and resonant 
charge exchange processes. Slow electrons ionization 
and recombination processes in APL are neglected. 
From      (2)      and       (3)      we       shall       receive 

N^^.=a^n-DXn/Nf, where n = Q(s„) - normal 

transparency of APL (n>0; n>D); s^ - APL 
thickness, so taking (1) into account we shall have 

N + Nhack =kN + {(i)+\-kXn-DXu/N)"'- 

-{k-\lP+D) 

where k = l + V(j /u; u - average velocity of charge 

exchanged neutrals ( M > VQ > v^). 

In the ionization mode (when JQ «'0/n ' where 

'0 = JiO I JeO' ^'^^ 'Om " t^^ P^ak value of j'o, achievable 
at the complete cathode electrons relaxation in APL) the 
flow of charge exchanged neutrals in APL is small, 
therefore,   by   setting   in   (1)    (3^.^=0,   we   find 

P{N)=N-(n-Z)XnINf-O, and since P(l)= PQ, 

then 

■,(6) 

:i-n to+1 -4-n"). (7) 

2. Low-voltage APL 

In this case, when FQ < 3 -^4, it is possible to account, 

that V{s) = Vo= const and W(V) = W(Vo) = Wo = 

= const, so using (5) we find 

K=iol,[P + Po{io„,/io-l)l (8) 
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n = 0.9, n=0.99 and 

'o™=^'o/Wo- (9) 
It is known, that at the large energies of electrons 
(f'»1) W(K) = 2 for every gas. At the small energies 

we shall account, that W -> oo at F -> 1. Therefore the 
dependence W{V) can be approximated by the 

expression fV(V) = 2V/(V-I). For dependence a(F) 

we put a(F) = {V-\)/V . Then using (9) we find 

'■o,„ = (f'o-l)/2. (10) 
From (2) and (4) taking (8) into account we receive 
N[{\+io„,x)P+A}iP/dN = (P+AXN + Ni„,^),   (11) 

where x = P/a(f^o). and (N + Nhack) 's defined by 

(6); /o,„X = P^'o/2»l, A = Po{io,„/io-\). 

3. High-voltage APL 

Let's consider, that in this case initial energy of 
electrons is much greater than the energy loss for one 
act of ionization VQ »W(KO), that is approximately 

Kg > 10. We shall restrict voltages from above to the 
requirement of applicability of approximation 
a(K) = (K-l)/K to within the coefficient =2. Then 

fo<50. 

Obviously, in the high-voltage case it is practically 
always possible to account, that primary electrons do 
not transfer in slow group, and spend on ionization only 
the energy, that is K{S)B KQ = const. In this case from 

(5) we shall receive io=iVo-Va)/2-\n{VQ/y„)/2, 

where F^ =eisg)/e(pj; e{Sg) - average energy of an 

electron beam leaving APL. Setting F„ = 1, we shall 
have 
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i-ig.2. ihe ion functions of high- voltage AfL, received 
by the numerical solution (13) at Kg =30, P = 50, 

A-= 3/2 and (0=2. Solid lines are plotted at 
Z) = 0, dotted - at D = -0.5, and dash-dotted - at 
D = 0.5 . Groups of curves 1, 2, 3 and 4 correspond 

to transparences FI = 10" 
FI = 0.999, respectively. 

n = 0.9, n=0.99 and 

W=(''o-l)/2-in(Ko)/2 = Ko/2. (12) 

The basic equation determining the high-voltage APL 
ion function, we shall receive from (2), (4), (5) and (12) 
N[a{V)P^J+iomy)}^i'/dN = 2io(N + Nh^,,^) ,   (13) 

where 
P(K) = /'o[K-F„-ln(F/K„)]/2,o, (14) 

and (N + /V/„,^^.) is defined by (6). 

4. Conclusion 

In high-current discharges there is strong "burning" of 
gas in APL (FI«1). Thus in ionization mode 
(;'o « /'om) gas is kept near to cathode due to ionization 

(PQ = ]). In charge exchange mode (/Q = IQ,,,) gas is 

kept due to resonant charge exchange processes 
( /o « 1), and in the high-voltage case charge exchange 
efficiency grows due to increase in APL thickness. 
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Thermo field emission in high current arc discharge 

V.V.Choulkov 
All-Russian Electrical Engineering Institute 

111250, Krasnokazarmennaya 12, Moscow, Russia 

The effect of ion electrical current on the electron thermo field emission from metal surface of 
cathode in high current arc has been investigated. An electron emission process are considered as 
follow. One electron emitted due to field of ions in cathode layer is captured by ion to form an 
exited neutral atom which is then ionized by the electrical field. It is shown that in high current 
arc random fluctuation of electrical field induced by ions contributes significantly to this kind of 
emission. The electron emission coefficient is calculated for a variety of arc parameters and 
surface conditions. The mechanism of electron emission in arc discharge are discussed. 

1.Introduction 

One of a basic problem high current arc discharge 
is a problem of electron emission from metal cathode 
surface. Extremely high density of current at cathode 
surface, which exceed lO' A/cm' and more at rather 
low voltage of discharge burning, testifies that a 
mechanism of generation of electrons at the cathode of 
high current arcs differs from known mechanisms such 
as field emission or electron-ion emission [1] and is 
more effective, than in glow discharges. Estimations 
show, that a current of thermo emission with Schottky 
correction, arising due to a field of spatial charge of the 
cathode layer, is not enough for achievement of that 
current density. The electric field that is necessary for 
effective emission should be at least on the order more. 
In [2] a current of electron emission in view of random 
fluctuation of electric field has been calculated. In [3-7] 
influence of a field of ions was considered in more 
detail within the framework of mechanism emission 
which results from tunnel transition electron from a 
surface of the cathode in field of the ion falling on the 
cathode, with the subsequent ionization the formed 
exited atom by an electric field. However in the 
calculations of ionization of exited atoms average value 
of electric field has been used. It does not allow to take 
into account influence of parameters of a layer of 
spatial charge and underestimates the calculated 
emission coefficient. A task of the given work is 
research of influence of parameters a cathode layer of 
an electric arc on mechanism electron emission and 
fluctuations of electric field induced by ions. 

2. The simulation model 

Let's consider the cathode layer of an electrical arc 
with density of ions «,. The electric field E near surface 
equals to the sum of a fields of ions £, 

where r- distance from a point under observation to an 
ion, Ze is an ion charge. As the position of ions are 

random values the field of spatial charge also will have 
an accidental value. The electric field is characterized 
by function of distribution of field which is density of 
probability W (E) presence of field £ in a point r and 
which is determined by the following 
expression 

W{E)= [..\s\E-±E,Y'-^d'r,..^'''„ 
(1) 

Integration in (I) has been carried out on all volume of 

cathode  layer V, and   n = Vrij   ,     r^   is a random 

variables with homogeneous density of distribution on 
volume of spatial charge. 

Boundary conditions to (1) were set by 
introduction of mirror charges relative to surface of the 
cathode. 

The rate of electron emission was determined by 
emission coefficient y which was amount of electrons, 
formed as a result of falling one ion on a surface of the 
cathode. 

CO rf OD 

y = \W{E)\\N^V, {E, s)dsdxdE      (2) 

where A^^ is exited atoms density with exited energy s, 
Vi is Irequency of ionization of exited atom, d \s a 
distance on which the atom deexitation occurs on the 
cathode surface. 

Nex was determined using continuous equation 

di^^Nj    J,j 

dx 
■u-v.N^ (3) 

where u is an exited atom velocity which has been 
chosen to be equal ion velocity because ion-atom 
exchange process, Jif is a electron thermo field emission 
current which determined from Richardson-Dushman 
formula (where electric field strength is equal to the 
sum of  a field of a spatial charge and a field of the 
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falling ion); o is a Coulomb electron-ion collisions cross 
section. Frequency of ionization of exited atoms was 
determined from [8]. 

3. Computational results and discussion 

The integral (1) was computed by Monte-Carlo 
method. The computed probability distribution of 
amplitude of electric field near cathode surface is 
presented on fig. 1 in dimensionless value for five 

values of layer thickness l^.   Field is presented in unit 

EQ = 2.603e/jr   ,   layer   length   is   presented    in 

CJQ = [4mi- /3)      . All distribution are computed for 

point located at distance d^ /2 from cathode surface. 

Fig.l The electric field distribution near cathode surface 
1 - /,/= 5,2 -/,,= 4, 3 - /,/= 3,4 - /,,= 2, 5 - /,/= 1 

One can see that for layer length about {3-5) d^ and 

more the probability distribution can be presented as 
Holtsmark distribution displaced an amount 
macroscopic field of charge. For small layer the shape 
of probability distribution changes. The amplitude of 
probability distribution extend up to value 0.45 and 
high      field     part     of     the     distribution rises. 
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Fig. 2 The emission coefficient dependence on 

electric field Ij = 5; curve 1-T=3000°K, 
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Fig. 3 The emission coefficient dependence on 
surface temperature E=5I0'' v/cm with (curve 1) 

and without(2) field fluctuation; /^ = 2. 

Fig. 2 and 3 present emission coefficient y 
computed from (2) as a function surface temperature 
and macroscopic electrical field . On figure 3 curve 1 
presents calculation y with field fluctuation, cur\'e 2 
presents data computed without considering field 
fluctuation. One can sec the significant difference 
between both curves. 

From Mackeown theory of cathode layer at constant 
layer voltage drop we see that the thickness of the layer 

l^f depends on ion current density J.^,^ how J^~',"'. So 

for big J.„„ one faces condition where /,/ ^ 1 . 

(/,/ = 1 at J,.„„ R; W A I cm'). It means that random 

fluctuation of electrical field plays most important role 
in electron emission at cathode of such electrical arcs. 
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EXPERIMENTAL STUDY OF SOLAR ARRAY-PLASMA 
INTERACTION 

B.V. Vayner*, D.C. Ferguson, and J.T. Galofaro. 

NASA/Glenn Research Center, Cleveland, Ohio 44135 

The results are presented of an experimental study of arc phenomena and snapover for five types of 
solar array samples immersed in xenon plasma. I-V curves are measured, and arc and snapover 
inception voltages, essential parameters, and arc rates are determined.   It is shown that the array with 
wrapthrough interconnects has the highest arc threshold and the lowest current  collection. Coverglass 
design with overhang results in decrease of current collection and increase of arc threshold.   Doubling 
coverglass thickness does not improve measured array parameters. Both arc inception voltage and 
current  collection increase significantly with increasing a sample   temperature to 80 C.   Arc sites have 
been determine by employing a video-camera. The results obtained seem to he important for the 
progress toward employment of high- voltage solar array in Low Earth Orbit. 

1. Introduction. 
The main obstacle to the implementation of a high- 

voltage solar array in space is arcing on the conductor- 
dielectric junctions exposed to the surrounding plasma. One 
obvious solution to this problem would be the installation 
of fully encapsulated solar arrays which were not having 
exposed conductors at all. However, there are many 
technological difficulties that must be overcome before the 
employment of fully encapsulated arrays will turn into 
reality. An alternative solution to raise arc threshold by 
modifications of conventionally designed solar array looks 
more appealing, at least in the nearest future. A 
comprehensive study of arc inception mechanisni[l] 
suggests that such modifications can be done in the 
following directions: i) to insulate conductor-dielectric 
junction from a plasma environment (wrapthrough 
interconnects); ii) to change a coverglass geometry 
(overhang); iii) to increase a coverglass thickness; iiii) to 
outgas areas of conductor-dielectric junctions. The 
operation of high-voltage array in LEO produces also the 
parasitic current power drain on the electrical system. 
Moreover, the current collected from space plasma by solar 
arrays detennines the spacecraft floating potential that is 
very important for the design of spacecraft and its scientific 
apparatus. In order to verily the validity of suggested 
modifications and to measure current collection five 
different solar array samples have been tested in large 
vacuum chamber. Each sample (36 silicon based cells) 
consists of three strings containing 12 cells connected in 
series. Thus, arc rate and current collection can be 
measured on every string independently, or on a whole 
sample when strings are connected in parallel. The heater 

''Ohio Aerospace Institute, Cleveland, USA 

installed in the chamber provides the possibility to test 
samples under temperature as high as 80 C that simulates 
the LEO operational temperature. The experimental setup is 
described below. 

2.Experiniental setup 

Low Earth Orbit (LEO) plasma environment was 
simulated in two different vacuum vessels: 1) small bell jar 
(45 cm diameter and 75 cm height); 2) large vacuum tank 
(1.8 m diameter and 3 m height). The vacuum equipment 
provided pressure as low as 0.5 (xTorr. One Penning source 
was installed in a small tank to generate argon (or xenon) 
plasma with electron density Wc=(0.1-10)T0^ cm'^ , 
temperature 7',,=1-1.2 eV, and neutral gas pressure/7=(0.7- 
7)10"' Torr which could be kept steady during the 
experiment. To supply large tank with plasma the hollow 
cathode was installed, and it provided plasma with lower 
electron temperature 7'f=0.5-0.8 eV and the same density. 
Later this hollow cathode was exchanged on Kaufinan 
source that generated plasma with close parameters. To 
measure plasma parameters, Langmuir probes with 
diameter 2 cm were employed (one in bell jar and two in 
large tank). To detemiine an ion distribution function and to 
improve measurements of electron temperature one 
retarding potential analyzer (RPA) was mounted on the 
bottom of large tank. It was found that the ion (xenon) 
thermal flux in the experiment is about three times lower 
than ram ion flux in LEO, and the electron temperature is 5- 
10 times higher than in ionosphere. However, the number 
densities are simulated with a quite high accuracy, and one 
can believe that the results of high-voltage experiments in 
vacuum chambers are fairly adequate to the outcomes of 
processes in LEO plasma. To control plasma chemical 
composition (particularly, water vapor and oil partial 
pressures) a quadruple mass spectrometer was installed in 
large vacuum tank. 
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The sample (or set of samples) is vertically mounted in 
the middle of the chamber, and it is biased to a voltage 
power supply through a capacitor and a 10 kQ resistor 
neUvork back to ground. An additional power supply (Solar 
Array Simulator-SAS) is used to generate electrical field 
perpendicular to the dielectric side surface for investigating 
arc inception on semiconductor-dielectric junction and 
inception of sustained discharges between adjacent strings. 
Diagnostic equipment includes two current probes to 
measure discharge current and SAS current, and one 
voltage probe that allows us to register voltage pulse on the 
sample during the discharge. To measure optical spectra of 
arc plasma an intensified CCD camera with optical 
spectrometer is installed. The most probable arcing sites are 
determined by employing a video camera and VCR. Most 
experiments were performed at room temperature (15C), 
but some tests had been done at the temperature +80 C 
simulating the exposure of solar array to full sun in LEO. 

3. Experimental results. 

Each string (12 cells in series) of five types of solar 
arrays was tested separately, and measurements revealed 
significant differences in arc rates even for strings 
belonging to one sample. There are two reasons explaining 
such observations: manufacturing process peculiarities and 
geometrical design of a sample. Manufacturing peculiarities 
demonstrate themselves when one compares arc parameters 
for two outer strings and finds considerable differences. 
And arc sites are located mostly on interconnects for middle 
string while great part of arcs on outer strings has been 
observed on cell edges. To preserve the homogeneity of 
collected data one common experimental procedure is used 
for all measurements of arc inception voltages and arc rates: 
I) string is initially biased to voltage well below an 
expected arcing threshold; 2) 15-30 minute time interval is 
allowed to register (or to not register) an arc; 3) voltage is 
increased on 10-20 V; 4) arc rate is defined as an average 
over a respective time span. Some results of measurements 
are shown in Fig. 1. 

Short electrostatic discharges studied above are certainly 
undesirable events that must be prevented for reliable 
operation of the spacecraft. However, this kind of transients 
are not damaging solar array irreversibly. Sustained 
discharges initiated between adjacent cells with a few tens 
volt potential difference are much more dangerous because 
they can destroy cells and underlying substrate that results 
in considerable loss of power. Three samples have been 
tested against an inception of sustained arc between two 
strings. Test starts with lower limits on SAS voltage and 
current. After the registration of 5-10 arcs these parameters 
are gradually changed and more arcs are generated until 
initial sign of sustained discharge is seen on the 
oscilloscope. This sign represents the SAS current pulse that 
continues much longer than original arc. The corresponding 
SAS current and voltage are considered as threshold 
parameters because even a small increase of them (10 V and 
0.25 A) results in spectacular event shown in Fig. 2. In this 
case the sustained discharge has been quenched after 20 s by 

turning SAS off Significant area of the sample around arc 
site was damaged. Threshold parameters depend on solar 
array design. (For details see Ref [2]). 
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1            1            1            1 - 
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0                    o 

o 
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O 3rdrun,15C «, = 4• 10^cm"' , 
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Bi«s ToIlJge (V) 

Fig.l. Arc rates arc shown under different conditions for the 
middle string with covcrglass thickness 150 nm. 

REi 
O: 11: II 

Bias -450 \f; SAS mV, 2 A 
Fig.2. One frame of a 20 s long video record of a sustained arc. 

Comprehensive tests of five different types of solar array 
samples in simulated LEO plasma environment have 
demonstrated that the highest arc threshold (440 V) can be 
achieved for an array with wrapthrough interconnects if edges 
of strings are not exposed to the plasma. This design is also 
effective in decreasing of an array current collection. The 
design with exposed interconnects but with coverglass 
overhang also provides significant improvement comparatively 
to the conventional design. Particularly, arcing on the sample 
cannot be initiated at potentials below 300 V even under room 
temperature, and arc threshold increases to 420 V under 
temperature 72 C. The increase of coverglass thickness itself 
appears to be useless in this respect. 
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1. Introduction 

Generally, the topics of functioning model of high 
intensity discharge (HID) lamp electrode presents a big 
scientific interest. A lot of lamp properties and lamp 
efficient functioning are in strong relationship with the 
cathode operation. The non-linear equation of heat 
transfer influence the electronic emission mechanism 
(Schottky amplified thermionic emission, thermofield 
emission or field emission). 

Many authors developed theoretical model in 
order to calculate the electrode temperature distribution 
[1, 2], the arc attachment modes or the transition 
between different mode [3]. 

In this paper we analyse, in the case of diffuse 
cathode mode fiinctioning, the influence of some 
external parameters on the cathode active surface 
temperature. 

2. Theoretical model 

In the HID lamp the high value of discharge current is 
given by the high electron emission. This is possible by 
a low work emission function and by high emissive 
surface temperature. The second condition request a 
refractory material (generally tungsten), and the first 
condition request the material like barium or thorium 
deposed as a thin film on the active surface of the 
electrode. But, during the functioning lamp, this film is 
very sensitive at the sputtering and vaporisation 
processes trough the temperature distribution. The 
temperature distribution in the bulk electrode can be 
obtained by solving the heat transfer equation with 
mixed boundary conditions. These conditions modell 
the plasma-electrode interaction (Neuman conditions - 
using the heat flux continuity equation) or are imposed 
like Dirichlet condition (the temperature at the 
electrode end, or at the active emissive zone). Due to 
the vessel envelope blackening in the electrode 
vicinity, the measurement by pyrometric technique is 
very difficult to be carried out. For this reason we 
consider that any method to calculate the active surface 
temperature is very helpful. 

In this paper we propose a method to estimate 
the active surface temperature and the behaviour at 
various external parameters changing. 

The model is based on the following assumptions: 
- The lamp electric discharge is considered to 

be in the steady-state regime; 
- we suppose a lower cathode electric  field 

(£< lO^K/m), a low pressure, a high current intensity 

and a weak cooling of the electrode; in this situation a 
lower current density is obtained and the diffuse mode is 
favoured [3,4]; the attachement of the arc is very stable; 

- for the electrode functioning in diffuse mode, 
the emissive surface cover all the front electrode surface; 
sometimes, a lateral part of tungsten electrode rod 
participate at the electric discharge (especially in the case 
of high pressure sodium lamps), but this case is included 
in our model by the increasement of active surface 
radius; 

- all plasma - electrode interactions are in 
stationary regime,so, the change of surface temperature 
due to these interaction are unexistent; 

- we suppose also that the stationary 
temperature distribution assure a stationary discharge 
current; 

- we suppose that the electron current density is 
due to the field-enhanced thermionic emission caused by 
lowering of the potential barrier in the presence of an 

electric field (Schottky effect) (J^') and by secondary 

emission by y -Townsed process ( J^^'^). 
The electron current density components are 

given by the relations: 

jf=AT'cKp 
e(p(£j 

k,,T 

<?iEk) = 9o - ^^(^A-); AcpC^A-)= 
eE,, 

U/2 

47te„ 

7r=v/ 
Here, 2       3 A = 4nem^kg Ih represents 

(1) 

(2) 

(3) 

the 

Richardson-Duschmann constant, (pg is the electrode 

material work fiinction, A(p is the Schottky correction of 

work function, e and m^ represent the electron charge 
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respectively mass, kg is the Boitzmann constant, /; is 

the Planck constant, ZQ is the free space permitivity 

and Ej. is the electric field intensity in the cathode fall. 

The relation of ion current density returning to 

the electrode (y,- ), to the electron current density 

leaving   the   electrode   (y^),   was   determined   by 
Waymouth [5]: 

y/=py.=pU"+yr) (4) 
The cathode field is related to the ion current 

density, y,- and potential drop, Vj. , by the equation: 

£/ = 47/ "'/^* 
0/2 

2e 
(5) 

with nij  the ion mass. 

The magnitude of the cathode fall is somewhat 
larger than the mercury ionisation potential, being 
usually 12-16 V. 

At the discharge current density j, we find the 
following equation: 

y = i±|^r^exp 
I-TP 

e(p{Et) 

kgT 
(6) 

which give the electrode active surface temperature. 

3. Results of the model 

The model is used to calculate the active surface 
temperature of a d.c lamp cathode. We fix the 
discharge current and the value of p-Waymouth 

coefficient. The active surface temperature is 
calculated via electric field strenght. The electric field 
at the cathode surface is calculated from ion current 
density and cathode fall using Mackeon equation. The 
algoritm steps are as follows: 

- the start with the value of total current 
density j, impozed by the external current discharge 
and electrode geometric; 

- the calcul of the ion density current 
y,=Py/(l + P) for a fixed P-Waymouth coefficient; 

- afther that, the electric fiel intensity in the 
cathode vicinity £/. is calculate from equation (5); 

- with E/;, the electrode material work 
function correction A(p is calculated; 

- the active temperature surface is obtained 
with equation (6) by iterative mechanisme in order to 
have the total calculated current equal with imposed 
discharge current; the active surface temperature is 
ajusted until convergence. 

An analysis of active temperature dependence 
on the front electrod radii, curent intensity discharge 
and   P-Waymouth  coefficient   is   caried   out.   The 

influence of y-Townsend coeficient on the active 

surface temperature is shown to be weak. Also, the active 
surface temperature dependence on the electrode 
material work ftinction is analysed. 

As   exemple,   the   active   surface   temperature 
dependeces on the discharge current and on the  P - 

Waymouth coefficient are presented in Fig. 1, 
respectively. Fig. 2. 
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This type of analysis can be extended in the case 
of more realistic cathode emmision. In this case, as it 
was shown by Coulombe and Meunier [6], is more 
efficient to use a tratement of Murphy and Good for 
electron emission instead of Richardson-Duschmann 
emission mechanisme corrected by Schottky effect. 

But, the simplified model presented in this work, 
is easy to be used to give the Dirichlet condition on the 
top of cathode for the heat transfer equation in the 
cathode. 
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The head-on collision of two supersonic jets in the arc was tested to intensify the arc brightness. 
Consequently, the temperature in the stagnation region of the arc and the arc brightness increased. 

1. Introduction 

Powerful arc lamps have the potential for surface 
treatments such as remelting, alloying, vitrification, 
etc. The purpose of this study is to produce higher 
temperature flows in the arc column. In this 
experiment, the head-on collision of two supersonic 
jets is utilized to elevate the temperature in the 
stagnation region of the arc column. This method may 
be expected to produce the following phenomena: 
first, when shock waves generate in the arc column 
and the gas develops irreversible adiabatic 
compression, temperature and pressure of the gas rise, 
and second, when the jets blow and constrict the arc, 
temperature and potential gradient of the arc column 
rise. 

2. Experimental Conditions 

Fig. I shows the experimental apparatus. The 
combination of plasma torch and flat electrode was 
defined as "single torch" and the combination of 
plasma torch and plasma torch was defined as "twin 
torch". Either single torch or twin torch was placed 
vertically facing each other in the test chamber. Argon 
test gas of around 1.0 MPa was supplied to the nozzle 
in order to produce a supersonic flow. In order to 
study the behavior of the gas, ultra high speed camera 
whose minimum exposure time is 10 ns was used. The 
radiation was observed using a power meter and a 
spectrometer with ICCD. 
Fig.2 shows shape of nozzles and visualization of gas 
by shadowgraph technique.Two kinds of micronozzles 
with 1.7 mm throat diameter, a normal and a Laval 
nozzle, were designed. The nozzles were tested to find 
the optimal conditions for the flow system. Mach 
number of the Laval nozzle was about 1.7, which was 
estimated by the ratio of total pressure to static 
pressure and Mach angle. The pressure in the 
stagnation region was estimated indirectly by means 
of stagnation pressure without electric discharge. 
The temperature in the stagnation region was 
estimated  by  comparing  the   intensities  of argon 

continuum.    When   the   radiance   was   estimated 
measuring arc radiation intensity, the arc was regarded 
as perfect difflising radiator of column or sphere. 
The D.C. arc current was adjusted to around 60 A. 

3. Results 

Fig.3 shows the supply pressure dependence of 
temperature in the stagnation in case of twin torch. As 
the supply pressure increased from 0.4 MPa to 0.9 
MPa, the temperature did not change greatly. The 
temperature in case of the Laval nozzle was about 
15,000 K and around 3,000 K higher than that in case 
of the normal nozzle. The difference was caused by 
the conversion of the kinetic energy of the flow into 
the thermal energy. According to the compressible 
fluid theory, the gas temperature through the shock 
wave might rise to 20,000 K when Mach number of 
the supersonic flow was 1.7. The difference between 
the theoretical value and the data shown in Fig.3 was 
considered that the specific heat ratio became small 
because of argon ionization. 
Fig.4 shows the radiance of the arc. The radiance in 
case of twin torch exceeded that in case of single torch. 
This was caused by the pressure rise in the stagnation 
region formed by opposed jets. In addition, the 
radiance in case of the Laval nozzle exceeded that in 
case of the normal nozzle. That was caused by 
irreversible adiabatic compression. It was effective to 
intensify the arc brightness in case of the Laval 
nozzles mounted on twin torch. The maximal radiance 
existed at the supply pressure when the gas through 
the Laval nozzle might expand correctly. 

4. Conclusion 

This paper deals with a new proposal to brighten arc. 
It is expected that the pressure and temperature in the 
stagnation region of the plasma torch were elevated by 
means of the head-on collision of two supersonic jets. 
The experiments to verify the validity of the principle 
were performed using plasma torches on which 
micronozzles were mounted. When the Laval nozzle 
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was used to create supersonic flow instead of the 
normal nozzle, the temperature in the stagnation 
region was around 3,000 K higher and the radiance 
could be doubled. Maxima! radiance was obtained for 
the optimally expanded supersonic flow. Therefore, it 
is considered that our proposal was effective for the 
intensification of arc brightness. 
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Modelling of axial magnetic field effect on electric arc in ablation capillaries 

A. Wolny, J. Piotrowski 
Gdansk University of Technology 

Modelling of the axial magnetic field effect on the arc voltage of an arc burning in a gas- 
evolving chamber using Niemeyer's model of ablation arcs is discussed. The results support 
the assumption that the arc voltage rise is due to the increasing gas generation. 
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1. Introduction 
In previous publications [1,2] the authors showed a 
significant effect of the axial magnetic field on the arc 
voltage of an arc burning in gas-evolving capillary 
chambers. Under similar conditions the magnetic field 
perpendicular to the arc column caused no voltage 
changes. It was noticed that the axial field influenced 
the arc voltage almost proportionally. The highest 
voltage increase was recorded for organic materials. 
At the field density reaching several tesla, the arc 
voltage rise by 300%, and more was observed, Fig. 1. 

1200 

800 

400 

2 4 6 8 10 
time, ms 

Fig. 1. Effect of high frequency axial magnetic field 
on ablation arc voltage: PE capillary, 1-mm 0 [2] 

When the arc was stabilised by a ceramic capillary or 
quartz-sand the magnetic field effect was negligible. 

2. Discussed phenomenon 

The arcing voltage is proportional to the arc deposited 
power. Hence, followed the above-given observations 
the presence of magnetic field influences the energy 
balance of an arc burning in a gas-evolving capillary, 
or in other words - arc cooling conditions. Moreover, 
it was noticed that such influence can only be exerted 
by the axial magnetic field component contracting the 
arc column. Thus, it can be assumed that the observed 
process consists of the following steps: 
reduction of the arc column diameter -^ increase of 
the arc resistance —> increase of power deposition —> 
the arc temperature rise -^ intensification of radiation 
-^ abundant evaporation of walls -> improvement of 
the convection cooling effect -> fiirther reduction of 

the arc column diameter leading to the adjustment of 
energy balance. 
The assumption of such procedure permits to rely on 
ablation arc models in the modelling of the magnetic 
field effect on the arcing voltage. To practical models 
belongs that one developed by Niemeyer [3], and 
improved later by Ruchti Niemeyer [4]. These authors 
provided in addition practical examples of calculations 
complemented with experiments. 

3. Application of Niemeyer's model 

Niemeyer's model is cylindrical, one-dimensional and 
isothermal. It consists of two-layer cylindrical arc 
column, with current conducting central core and the 
outer layer filled with hot wall vapours. In this model 
the only flowing mass source is the vaporising chamber 
wall. The boundary temperatures can be defined easily. 
The outer temperature is dependent on the pyrolysis of 
wall material and the inner one, defined for the surface 
separating the layers, is connected with the assumed 
plasma conductivity. For approximate calculations both 
of them can be considered neariy constant. 
The deposited energy in the current conducting core is 
inversely proportional to the plasma conductivity and 
cross-sectional area of the core. It is partly transferred 
to the chamber wall causing its vaporisarion, and partly 
taken off by the cool stream of vapours generated by 
the wall streaming axially. 
The axial magnetic field contracts the arc column core 
and reduces its cross section raising this way the energy 
deposited, and consequently, the arc plasma enthalpy, 
temperature, radiation, and vapour flow streaming from 
the walls increasing the pressure. 
The hydromagnetodynamic equations describe above- 
discussed processes, if plasma parameters and radiation 
conditions are known. Niemeyer applied black-body 
model. 
Since the magnetic field does not increase the energy of 
charged particles, its only effect is the arc core diameter 
reduction. Hence, the analysis of the magnetic field 
influence can be roughly performed based on the latter 
process. 

4. Simulation of magnetic field effect 

In the simulation material parameters were calculated 
based on the Kovitya's model [5], and functions of 
temperature and pressure were designed. Although a lot 
of materials were tested, PTFE was selected as the wall 

83 



material  to facilitate comparison of the obtained 
results with those of Niemeyer [3]. 
In the first step the simulation was performed under 
Niemeyer's conditions, next arbitrary reduction of the 
arc core diameter was applied, and finally the needed 
magnetic field density was found. 
The stagnation point temperature, pressure, electric 
field were calculated. 
The results of simulation for 3-mm 0, and    no 
magnetic field conditions are provided in Fig. 2. 
Experimental check point has been marked. 
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Fig. 2. Electric field along the arc column under no 
magnetic field conditions: 1 - Niemeyer's calculation, 
2 -j for fiill arc cross section, 3 -j for actual arc core, 
fe - the ratio of the measured current to the full arc 
cross section 

5. Experimental 

In experiments PTFE capillary were used with the 
length of 20 mm and diameters taken from the range 
of 1-^3 mm. Currents were supplied from capacitors. 
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Fig. 3 Effect of arc core contraction on the arc electric 
field in a PTFE capillary of 1-mm 0. 

In Fig. 3 and Fig. 4 the simulation curves are marked 
with the percentage of arc core contraction. Next to the 
points of experimental measurements rounded applied 
magnetic field density is shown. 
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Fig. 4. Effect of arc core contraction on the arc electric 
field in a PTFE capillaiy of 2-mm 0. 

6. Discussion 

Calculations were performed at the stagnation point, 
while measurements average values varing along the 
enclosure. Thus, making comparisions that fact should 
be taken under consideration.Quite maderate reduction 
in the arc diameter raises significantly the arc voltage, 
but the magnetic field rather needs radical changes. 

7. Conclusions 

Simplified simulation of the effect of axial magnetic 
field on the arc burning in gas-evolving capillary by 
exclusive consideration of reduction of the arc core 
diameter provides results convincing that this is the 
basic phenomenon responsible for the significant rise of 
arcing voltage. 
A strong impulse of axial magnetic field can be used 
for the enforcement of current transfer from the arc to a 
parallel device. 
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Time resolved recording of arc spot formation on cold cathodes 

S. Frohnert, J. Mentel 
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An experimental set-up is presented, which allows to investigate the interaction of a dense 
plasma with, a eold cathode. The ignition of arc attach.m,ents is recorded by electrical m,eas^Lre- 
rnents, high-speed photography and time resolved spectroscopy. The electrodes are prepared 
in different ways for reproducing fine micro,icopi.c surface structures. Pictures and measure- 
ments are shown for a polished Al-electrode. 

1. Introduction 

The electrodes of cold HID-lamps are heavily 
stressed during lamp ignition by a high voltage 
pulse. For a reduction of this load by an improved 
electrode design, a better understanding of the 
ignition is desired. The ignition may be decomposed 
into two different processes. One process is the 
formation of charge carriers and of a bulk plasma iu 
the lamp volume. A broad knowledge is available 
concerning these processes. The other process is the 
establishment of an electron emission at the cathode, 
which is sufficiently high to transfer an arc current. 
The understanding of this process resulting in the 
formation of an arc spot is rather incomplete. If the 
arc is extinguished immediately after ignition the 
electrode surface shows the formation of craters by 
melting and vaporization of the electrode material 
[1]. One explanation for the emission of electrons is 
that microscopic structures on the electrode surface 
are heated by the high energy of the incoming ions. 
To investigate the influence of the sm'face structure 
on the ignition of arc spots independently of the 
processes in the discharge volume, a special exper- 
imental set-up was developed [1]. An arc ignited 
between two electrodes in a pure argon atmosphere 
(O.IOG MPa) is blown magnetically against a third 
so-called connnutation electrode CE. The ignition 
is recorded by electrical measurements, high-speed 
photography and time resolved spectroscopy. The 
electrodes are prepared in different ways for repro- 
ducing fine microscopic surface structures. First 
measurements are made with polished electrodes 
of copper, aluminium, graphite, palladium and 
tungsten. After that, electrodes of tungsten and 
palladium were prepared with pulverized tungsten/ 
palladium. For comparison electrodes of palladium 
were annealed at temperatures of 1273K after 
polishing to produce a cleaner surface. 

2. Experimental set-up 

The experimental set-uj) shown in Fig.l consists of a 
pair of horn electrodes, an anode (A) and a cathode 
(C) between which an arc is ignited by a high voltage 
breakdown. After the ignition the arc is blown mag- 
netically against a diaphragm (D) which is positioned 
horizontally above the horn electrodes.   The third 

electrode CE (0 = 2nmi) is arranged perpendicu- 
larly to the arc axis in the center of the diaphragm 
aperture. The whole discharge arrangement is en- 
closed in a vacuum tight chamber eciuipped with win- 
dows for optical observation. The electrical set-up 
can be divided into four circuits, the ignition cir- 
cuit (SI, Rs, Ri and Ci, charged onto the voltage 
U\ = 1.8kV), the arc circuit (current source /o, R\, 
Di and R4), the circuit of commutation (CE, D3) 
and a circuit for acceleration of commutation (S2, C2 
and R.2). By closing the switch SI, the arc between 
the horn electrodes is brought into operation with a 
constant current of JQ = 25A. By the resistance Ri 
the cathode potential is raised up to 250V, so that 
CE is negatively biased against the arc plasma. By 
applying a magnetic field (B) in addition to the ther- 
mal lift., the plasma is blown against the diaphragm 
and the CE. After a time of a few hundred //s the 
current of the arc is taken over by the new cathode. 
This is marked by a steep current increase through 
the CE. The experiment is stopped by triggering the 
thyristor Ti. To record the initiation and the devel- 
opment of arc spots by high-speed photography, it 
is necessary to produce a trigger signal before a cur- 
rent through the CE can be measured. As shown in 
Fig.l an optical trigger signal is generated by using a 
laser diode (LD), whose wavelength is adjusted to a 
strong atomic line of the filling gas (in case of argon 
a line at 811.531 nm). If the arc plasma passes the 
diaphragm the radiation of the laser diode is partly 
absorbed. This is detected by a sensitive photodiode 
PD. The signal of the PD is used to generate time 
delayed trigger signals for all cameras and to trigger 
the switch S2 which connects the negative pin of C2 
(charged onto a voltage U2 ) with CE. By applying 
the voltage U2 the connnutation process is more ac- 
celerated and timed. 

3. Measurements 

The arc current {IB) and the current through the CE 
(7c) are recorded by current probes Cpl and Cp2 
(shown in Fig.l). Pictures are taken with a high- 
speed CCD-camera (PROXITRONIC) which allows 
exposme times down to 5 ns and also with a streak 
camera (Hamamatsu) which makes it possible to 
record the development of arc spots on the CE. Gen- 
erally the Proxitronic is triggered by the current in- 
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Figure 1: Exi)oriiiioiital sot.-)ip 

Figure 2: Proxitrouic iuiagc: iguitiou ou polished Al; 
U2 = GOOV, plasma chauuol Ix^tvvoou t.hn bulk i)lasuia 
and a hnninous lay<n- in front of the; CE: T,/,,/„y = 
300ns. 

crease of /^ and the streak cain(>ra by the signal of 
the laserdiode. In some cases (for Cu, AL Pd and 
C) the trigger time for the Proxitronic is delayed 
in a(]dition by a digital delay gen(;rator to (!xamine 
the arc attachment at different times during the in- 
crease; of 7c. These seri(;K of ])ietin-es can only give a 
overview about the develo])ment of arc attachment, 
becan.se only one pictun; can he taken pen- ignition. 
Si)ectroscopic measurements are taken with different 
spectral resolutions with a intensified CCD-camera 
(Dicam Pro, PCO), operated in double shutter mode. 
This mode allows to get two separate i)ictures with a 
niiuinnnu of time delay of 1 //,s between them showing 
as in Fig.3 changes of the spectrum with time. Mea- 
surements are made at different voltages U2 from OV 
up to 950V. Fiu-thermore SEM images are taken of 
the electrodes before and after a number of ignitions. 
In some cases (for Al and Pd) only one ignition is ex- 
ecuted, where the current through the CE is switched 
off after 700ns. The given examples in Fig.2 and 3 are 
characteristic for the two different operating modes: 
U2 = OV and U2 > 300V. 

T„„= 300 ns 

T^= 6.3 MS 

Spectra (DICAM) 

2 mm i 

filling-gos Afgon 5 6 
pfossure   0.1060 MPa 

U   = 1 BkV 
U. = OV 

Pioxi U= 10 ns 
0= 7.0 

Stioal; U = 5ys 
g = 2.5 

DCAM 

g = 99% 

Figure 3: Ignition on polished Al; U2 = OV. 
n^corded with high-speed cameras DICAM and 
PROXITRONIC, streak camera and current ])robe. 
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Ag-DLC tribological film deposition by double thermionic vacuum arc 
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A new type of plasma discharge, thermionic vacuum arc (TVA) was used to prepare Ag-DLC composite films to 
be used as anti-friction layer in automotive applications. The deposition method and film properties are presented. 

1. Introduction 

A new class of advanced materials with controlled 
tribological properties and environmental friendliness is 
currently developed in order to be applied in the 
automotive industry as anti-friction layer for plain 
bearing by using electron cyclotron resonance - direct 
current (ECR-DC) sputtering [1-2]. Thin film 
deposition process by thermionic vacuum arc (TVA), a 
new discharge type in pure metal vapor plasma, might 
become one of the most suitable technologies to 
improve significantly the tribological properties of the 
surfaces covered with different materials. TVA can be 
ignited only in high vacuum (HV) or ultra high vacuum 
(UHV) conditions between a heated cathode surrounded 
by an electron focussing Whenelt cylinder and an anode 
(crucible) containing the material to be deposited [3-4]. 
Due to the continuous electron bombardment of the 
anode (positively charged with controllable high 
voltage supply) by the accelerated thermo-electrons 
coming from the grounded cathode the anode material 
first melts and afterwards starts to evaporate ensuring a 
steady state concentration of the evaporated atoms in 
the cathode-anode space. At further increase in the 
applied high voltage, a bright discharge is established 
inside the vacuum vessel in the vapors of the pure 
anode material. The energy of ions of the TVA plasma 
can be directly controlled and established at needed 
value even during arc running by changing the cathode 
heating current and anode potential. As mentioned in a 
recently published paper, ion bombardment ensures 
better quality of the deposited thin film [5]. 

2. Experimental setup and metliod 

The experimental set-up is shown in Fig. 1. The cathode 
of each of two guns consisted of heated tungsten 
filament surrounded by molybdenum Whenelt cylinder, 
which had an aperture of 10 mm in diameter. The 
filament for the silver discharge was made of a tungsten 
wire of 0.6 mm in diameter while the filament for the 
carbon discharge was made of thoriated tungsten wire 
of 3 mm in diameter. The filaments were arranged in the 
apertures of the Whenelt cylinders in the plane of their 
front surface. A hydrogen free graphite rod 20 mm in 
length and 10 mm in diameter was used as the carbon 
anode in the carbon discharge case and silver grains of 
5 mm in diameter filed the anode crucible in the silver 
discharge case. The inter-electrode gap was adjusted in 

the range of 4-8 mm. The ion energy was evaluated by 
using a retarding field analyzer of multiple mesh type. 
The film composition was measured by using an X-ray 
fluorescence (XRF) analyzer in the quantitative mode 
and the crystallographic state of carbon included in the 
prepared films by a Laser-Raman spectrometer by using 
514.4 nm wavelength radiation of an Ar ion laser, 5 
mW power and 1 nm spot diameter. 

Sample (a) Sample (b) 

"X 
0-20 V 0-20 V 

Power Supply 1 Power Supply 2 

Fig. 1 Experimental set-up. 

The film morphology was analyzed by using an atomic 
force microscope (AFM) in contact mode. The 
coefficient of friction of the deposited film was 
measured by using a ball-on-disk tribometer at room 
temperature and 50% relative humidity of air. A 
bearing steel ball of 6 mm in diameter was used as a 
counter material. Load of 5 N and sliding radius of 4 
mm were chosen. The sliding speed was kept at 0.1 m/s 
in all the measurements. 

3. Results and discussion 

Following parameters were fund to control the TVA: 
Arc current; larc. Cathode thermoelectronic current, 
(controlled by the heated cathode temperature); Tc, 
Inter-electrode distance; d. The angle between an 
imaginary perpendicular line on the anode and the axis 
of the heated cathode. Because both the cathode of 
TVA and the vacuum vessel are at earth potential the 
plasma has a positive potential against the vacuum 
vessel wall, that is roughly equal to the cathode 
potential fall. In these circumstances, the sample (and 
the growing layer too)  is subjected to an intense 
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bombardment by both evaporated atoms and energetic 
ions during the film deposition. 
The ionic energies in the vicinity of the substrate holder 
were found to be in the range of 50-300 eV. The high 
ionic energies led to the formation of composite films 
with a smooth morphology as was shown by the AFM 
analysis. The surfaces of the deposited films reproduced 
properly the initial roughness of the bronze used as 
substrates, and the "planarization" of the coated surface 
was not observed, allowing the coating to keep the 
embeddability of foreign particles in the running-in 
process of the engine bearings. 
X-ray fluorescence of the prepared films showed a 
concentration of 44.82mass%C in the sample (a) fixed 
close to the C anode and 19.27mass%C in the (b) 
sample fixed close to the Ag containing crucible. 
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Fig. 2 Typical Raman spectrum and Gaussian fir of the 2 
peaks assigned asD-band and G-band. 

Carbon was incorporated into the composite films as 
DLC phase, as defined recently by Ferrari and 
Robertson [6] with a large ratio of characteristic D- 
band/G-band. Figure 2 shows a typical spectrum of the 
prepared film and a Gaussian fit made in order to 
separate the D and G peaks. The D and G peaks are 
characteristic of the sp^ sites of all disordered carbons at 
1350 and 1570 cm-1, respectively. Development of the 
D band indicates disordering of graphite but ordering of 
an amorphous carbon structure; its intensity is 
proportional to the number and size of sp^ clusters, 
while its width is more related to a narrower distribution 
of clusters with different order and dimensions. The G- 
band of graphite involves the in-plane bond-stretching 
motion of pairs of carbon sp^ atom; this mode does not 
require the presence of sixfold rings and so it occurs at 
ail sp sites. [6] The influence of carbon incorporation 
into the film as DLC led to a drastic decrease in the 
coefficient of friction tested in dry condition. Figure 3 
shows the frictional behavior of the Ag-DLC films 
compared to that of the bronze substrate. 
The reduction of the coefficient of friction can be 
observed for both the coatings compared to that of 
bronze substrate. A drastically decreases in the 
coefficient of friction of the Ag-DLC coating with 

increasing carbon content was obser\'ed during the ball- 
on-disk test in dry conditions. This suggests the 
predominant influence of the DLC acting as a solid 
lubricant inclusion in the silver matrix. 

Bronze substrate 
/ \ 

50 100 150 

Sliding distance, m 
200 

Fig. 3 Coefficient of friction versus sliding di.stance. 

Due to the ion bombardment the thin films are compact 
and very smooth with no columnar structure. Due to the 
incident energetic ions, the adherence of the thin film to 
the substrate increases remarkably. In this case the 
adherence was directly related to the value of the energy 
of ions, increasing with the energy of ions. Taking into 
consideration the peculiarities of the carbon film 
deposition, TVA is considered to be one of the most 
adequate technologies for this field of applications. 
Indeed, due to the ensured high purity of the deposition 
process (in vacuum vessel only carbon and silver being 
introduced besides refractory metals used as electrodes) 
completely hydrogen free carbon film can be obtained. 
At the same time, TVA technology ensure high 
efficiency in producing high energy ions spent to heat 
carbon which needs temperatures higher than 4000K. 
Because of vacuum conditions and high sublimation 
temperature of the carbon, and relative low melting 
temperature of the silver the main energy losses are 
practically only by radiation. Taking these advantages 
into account TVA is expected to be very promising for 
preparation of Ag-DLC tribological coatings. 
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This paper deals with spectroscopy investigations of plasma of free burning electric arcs in air 
between electrodes from composition materials on the base of cooper (Cu, Cu-W, Cu-Mo, Cu-Mo- 
LaB^ and silver (Ag, Ag - CdO, Ag - Ni). 

1. Introduction 

A problem of developing of reliable interrupting 
devices, where ignition of electric arc often is realised, 
can not be resolved without careful analysis of 
processes which take place in the arc and its electrodes. 
Furthermore, an electric arc, being generated at contact 
disconnection, results in considerable material erosion 
of contacts. This causes the decrease of device 
efficiency and limits reliability of its activity. 

In this paper the processes occurred in a free buming 
electric arc in air between electrodes from composite 
materials on the base of cooper (Cu, Cu-W, Cu-Mo, Cu- 
Mo-LaBa) and silver (Ag, Ag - CdO, Ag - Ni) were 
studied. Such arc is model of arcs arising between 
contacts of current disconnectors of electric circuits. 

2. Experimental Set-up 
The arc was ignited between the end surfaces of the 
non-cooled electrodes. The discharge gap \,^ was of 2, 4, 
6 or 8 mm. The diameter of the rod electrodes was of 6 
mm. To avoid the metal droplets appearing a pulsing 
mode was used: the current pulse up to 30 A was put on 
the "duty" weak-current (3.5 A) discharge. The pulse 
duration ranged up to 30 ms. The quasi-steady mode 
was investigated. 

Because of the discharge spatial and temporal instability 
the method of the single tomographic recording of the 
spectral line emission was used. A 3000-pixel CCD 
linear image sensor (BAV) Sony ILX526A 
accomplished fast scanning of spatial distributions of 
radiation intensity. It allows the recording of the radial 
distributions of nonstationary arc radiation intensity in 
arbitrary spatial sections simultaneously. 

Just as previously spectrometer [1-2], the using of the 
moriochromator with the significant astigmatism 
allowed excluding additional focusing optics from the 
optical path of given spectrometer. The CCD linear 
image sensor is directly aligned with sagittal focal plane 
of monochromator behind its exit slit. This slit is located 
in the meridional focal plane. Such technical decision 
enables to increase aperture ratio of the device and to 
register spatial distribution of radiation intensities along 
an entrance spectral slit of monochromator in a given 
spectral range. The observed spatial distributions of 

spectral line intensities can be approximated by 
Gaussian function and transformed into local 
distribution by Abel inversion. Our developed software 
provides such procedure on the base of Bockasten 
technique [3]. 

The synchronisation of operation of the CCD linear 
image sensor with the external electrical circuit is 
stipulated. The ISA interface slot of IBM PC in a 
control and data exchange is used. 

In a combination with a Fabry-Perot interferometer 
(FPI) the spectrometer provides simultaneous 
registration of spatial and spectral distribution of 
radiation intensities. Thus, the spectrometer allows 
measuring contours of spectral lines in different spatial 
points of plasma volume. 

3. Results and Discussions 
3.1 Electric arc between electrodes from composition 
materials on the base of cooper (Cu, Cu-W, Cu-Mo, 
Cu-Mo-LaBi) 

The radial profiles of temperature are determined in the 
average cross section of the discharge gap lak = 2, 4, 6 
and 8 mm in air at arc currents 3.5 and 30 A. The 
temperature profiles are obtained from relative 
intensities of copper spectral lines 510.5 and 521.8 nm. 
Because of the discharge spatial and temporal instability 
the statistical treatment of obtained data was carried out. 
The spectral sensitivity of the experimental set-up was 
taken into account. 

As recently was found the some secondary structure on 
a surface of electrodes can be realised during the 
discharge operation [4]. Therefore we studied our 
plasma in a two different modes. In the first mode the 
measurements of radial distributions of spectral line 
intensities were carried out as a statistical average value 
during the series of current pulses (30A) putted on the 
"duty" weak-current discharge (3.5 A). In this case the 
secondary structure on a surface of electrodes was 
realised. To avoid the influence of such secondary 
structure during the discharge operation in an another 
mode we measured the radial distribution of spectral 
line intensities as a statistical average value of single 
current pulses of an electric arc between smoothed 
surface of electrodes. 
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The radial temperature profiles of the arc between Cu- 
Mo-LaB(, electrodes in two different modes are 
measured. In the first mode of the arc operation we 
investigated plasma of the discharge between smoothed 
surface of electrodes. The next mode corresponds to the 
case of electrode surfaces covered by a secondary 
structure, which is realised under the arc activity. 

From the comparison of obtained results the key role of 
the condition of the surface electrode follows. Really 
the presence of the secondary structure must decrease 
the erosion of the electrode material. As a result the 
amount of lightly ionised metal vapours in a discharge 
gap must be decreased. Therefore at the same arc 
currents the temperature in plasma column must be 
higher in case of secondary structure on a surface of 
electrodes. 

It was interesting to compare the influence of 
composition of the electrodes on the plasma parameters. 
Additionally investigations of radial profiles of 
temperature in the arc discharge between pure copper 
electrodes were carried out. We carried out the similar 
investigations of plasma of electric arc between Cu-Mo 
and Cu-W electrodes in the first mode of the arc 
operation as well. 

We can compare obtained radial temperature profiles of 
the arcs between Cu-Mo-LaB^ electrode surfaces with a 
secondary structure and between copper electrodes. 
From these results follows that in arcs with discharge 
gaps 4, 6 and 8 mm at the arc current 30 A the axial 
temperatures are higher in case of Cu-Mo-LaB,, 
electrodes. This phenomenon can be cased by both the 
additions of the Mo-LaB^ to copper in such composition 
and a secondary structure of electrode surfaces. In case 
of discharge gap 2 mm such behaviour of axial 
temperatures are not observed. It is natural because the 
plasma of such arc probably is not in a local 
thermodynamic equilibrium. Such effect was observed 
in plasma of a short free-burning electric arc between 
copper electrodes [5]. 

The increasing of both the temperature and the 
efficiency of the plasma torch as a tool in the electrical 
erosion cutting is probably one of the factors, which 
determine the productivity of the dimensional treatment 
in the presence of the boron-containing compounds. 

We compared radial temperature profiles of the arc 
between Cu, Cu-Mo, Cu-Mo-LaBf, and Cu-W electrodes 
also. The arcs between composition electrode surfaces 
with a secondary structure were investigated in this 
case. The essential influence of the additions to the 
electrode materials on the arc plasma temperature is 
found [6]. 

3.2 Electric arc between electrodes from composition 
materials on the base of silver (Ag, Ag-CdO, Ag-Ni) 

As the width of the spectral line Agl 466,8 nm is 
determined by the quadratic Stark effect, i.e. the width 
of the spectral line is proportional to the electron density 

Nc in the discharge, the variation of its value means the 
variation of this plasma parameters. 

It was found that the width of the spectral line in a case 
of the pure silver electrodes is comparable with the FPI 
instrumental contour (free spectral range of the FPI AA. 
= 0.36 nm). The width of this line increases in an arc 
between Ag-Ni electrodes. It caused by increasing of the 
electron density in the discharge plasma. 

The obtained results are in a good agreement with 
earlier published [7]. The matter is that in a spark 
plasma the electron density increases at the using of the 
composition electrodes made from the pure metals. This 
effect is especially visible with increasing of their 
particles dispersity. For instance, in a case of pure 
copper N^(10"'cm ~^) =1.48. In a case of pure tungsten 
this parameter equals 0.57 and in a case of a 
composition Cu-W\\. equals 1.92 with an average size of 
particles rav= 0.3 )jm. 

We also measured the radial profiles of temperature in 
plasma of the arc between Ag-CdO. These profiles are 
obtained from relative intensities of spectral lines Cdl 
479.9, 508.5 and 643.8 nm. It is necessary to pay 
attention to unusual low temperature value (about 4000 
K) in such discharge plasma. It can be caused by the 
significant amount of cadmium vapours in a gap. The 
matter is that the melting temperature of Cd is lowest 
among metals (~300°C), which are usually used in the 
production of the composition materials. 

4. Conclusions 

Based of spatial profiles of the temperature and electron 
density the model of the investigated plasma can be 
developed. It is visible from the analysis of the obtained 
results that the processes occurred in the discharge gap 
are determined by erosion of the electrode material and 
condition of its surface. 
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In a plasmatron, when the cathode is placed centrally, the 
channel wall serves as an anode, and length of an arc is 
self-established, voltage fluctuations have a specific ramp- 
like shape. This shape of the voltage fluctuation has the 
regular component generated by downstream elongation 
of the electric arc and its consequent rerouting and a noise 
generated by different processes going on inside the 
plasmatron [1-5]. The downstream elongation of the 
electric arc explains the first slow stage of the voltage 
fluctuation. The second stage - a steep fall of the voltage 
- is explained by the electric breakdown between the hot 
arc core within the axis and the anode spot on the 
plasmatron channel. The "breakdown" observed during 
the self-establishment of the arc length in the flow occurs 
mainly under the influence of dynamic interaction of 
electric currents of the different parts of the arc. 
The displacement of the anode end of the arc when the 
cathode end is fixed to its central place at the conical 
cathode must generate without fall fluctuations of the 
current path near the position of the unstable equilibrium 
under the influence of the Ampere force. The velocity of 
the plasma flow is maximal at the axis, so the part of the 
current channel is entrained downstream while the 
"fastening" point at the anode, where the arc ends, lags 
behind because the plasma has zero velocity at the wall. 
The entertainment and the elongation of the arc in the 
downstream direction raise the length of the current path 
by 81(t) and the arc voltage by 5U(t) = E|51(t) = E, V(r = 
0) t, E|= Const. The displacement of the far end of the 
current path fi-om the axis wakes up an interaction of 
different parts of the current channel - the radial Ampere 
force appears that was absent before. The interaction of 
anti-parallel currents from different parts of the current 
path leads to the rerouting of the anode end of the arc. 
This shunting process makes the arc voltage lower. It is 
very fast compared with the stage of linear increase of the 
voltage. 
The dependency of the main fluctuation frequency on 
external parameters assuming that the electric arc shunting 
process in a plasmatron with gas flow and self-established 
arc length is determined by electrodynamic interaction of 
the currents fi'om different parts of the current path may 
be found. We define the characteristic fluctuation 
fi-equency as: 

f= 
d{kG) 

/G, (1) 
dt 

where k(t) = 2jtJ|pVrdr/G. 
The characteristic fluctuation frequency could be found 
from the dynamic equation of an arc and for arbitrary 
values of the magneto hydrodynamic interaction 
parameter (MHDIP) N = jBd/P may br represented in the 
next form: 

f=^,lVGd    +^2G/pod^ = 

= lVGd(^, +^2/N). (2) 
Here ^,, ^2 are a non-dimensional coefficients. The 
coefficients ^1 and I2 depending on the geometric factors 
differ irom 1. They can be calculated using the numerical 
solution of the non-stationary 3D magnetogasdynamic 
problem for the arc shunting or determined fi-om the 
experiment. Numerical solution of this non-stationary 3D 
problem is also a hard problem so we have obtained ^1, ^2 
from our experiments. 
Experimental dependencies of the fluctuation frequency 
on the flow rate for different currents and on the current 
for different flow rates were experimentally investigated 
in argon and nitrogen [4]. The investigation of the 
mechanism governing the rerouting (shunting) of the 
current path in a plasmatron channel with self-established 
electric arc length is performed for the axisymmetric 
configuration where the cathode is placed centrally and 
the channel wall serves as an anode. The formula was 
found fi'om the analysis of the dynamics of the current 
channel determining the dependency of the characteristic 
frequency of the voltage oscillations on the external 
parameters of the problem: the electric arc current, the 
flow rate of the working gas and the characteristic 
diameter of the duct. This formula generalizes the results 
of the investigations of the voltage oscillations in the 
plasmatron channel with self-established electric arc 
length performed by different authors in a wide range of 
external parameters [1-4]. 
It follows from (2) that, according to the MHDIP, the 
different kinds of the dependency of voltage oscillation 
frequency on the flow rate may be observed. Under the 
greater values of the MHDIP (N = jBd/P »1) the 
characteristic frequency of voltage oscillation falls with 
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the increase of the flow rate. If the MHDIP is much less 
than 1 the characteristic frequency of vohage oscillation 
grows with the increase of the flow rate and practically 
doesn't depend on the current. 

Fig. 1 Non-dimensional frequency ( on the current for 
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The dependency of the non-dimensional frequency f* = 
f(l'Mo/Gd)"' = (^, + ^ / N ) on the current for different 
flow rates of a plasma-forming nitrogen is presented in the 
fig. 1. For analyzing the fluctuations in plasmatron, one 
should take into account that for high currents the 
influence of the current-convection instability [6,7] might 
be more significant making the arc-conducting channel 
pulsate. 
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Abstract: This paper deals with the experimental characterization of an oxygen plasma 
cutting torch. Optical spectroscopic methods were performed to determine temperature, 
electronic density and nitrogen rate values. This study concerned the region situated under 
the shock wave located in the immediate vicinity of the nozzle exit. 

1. Introduction 

Several investigations about oxygen plasma cutting 
torch were realized previously in our laboratory [1-2]. 
They deal with an arc model, but few experiments 
were made to validate this numerical treatment. The jet 
is supersonic and turbulent, with the presence of a 
shock wave in the immediate vicinity of the nozzle 
exit. Pressure relaxes to the atmospheric pressure on a 
short distance, in the order of few millimeters. The 
study presented in this paper concerns the region under 
this shock wave, where the LTE assumption is valid. 
Results about temperature, electronic density, and air 
pumping in the plasma jet will be reported. 

2. Device presentation 

2.1. Torch configuration 

The plasma cutting torch is an OCP 150 system 
marketed by "Air-Liquide" company. The simplified 
torch design is shown in figure 1. The injected gas is 
first argon for arc striking, then oxygen when the arc is 
transferred to the metal workpiece. In our 
configuration, the plate to be cut is a rotating disk (the 
anode) situated further down at 15 mm, allowing 
spectroscopic measurements. In the real cutting 
configuration, this distance would be 3 mm from the 
nozzle exit. 

Figure I : Torch Configuration 

2.2. Experimental setup 

In the acquisition device, an optical system, which 
magnification equals 2.0, allows horizontal (x) and 
vertical (z) scans. The lines are selected by a Jobin- 
Yvon monochromator. A Hamamatsu CCD camera 
transforms the integrated intensities in electric signals 
received by a computer. 

2.3. Experimental conditions 

Spectroscopic measurements were performed under the 
shock wave, for different axial positions z= 3, 6, 9, 10 
and 12 mm along the jet. The arc current is fixed at 60 
A and the voltage is 200 V, for an oxygen flow rate of 
6.5 l.min''. 

3. Diagnostic methods 

3.2. Electronic density 

The electronic density was deduced from the Stark 
broadening of the OI oxygen line at 645,6 nm and the 
H Balmer aline at 656,3 nm, according to Griem 
theory [3-4]. Apparatus ftinction is neglected (~0.04 
nm). It is noteworthy that the pumping of nitrogen 
doesn't change significantly the electronic density, 
since the nitrogen ionization energy value is very near 
the oxygen one. 
Method related to the continuum emission was 
performed to determinate the electronic density. The 
contributions of the radiative recombination and 
Bremsstrahlung (e-ions and e-atoms) were calculated 
[5]. 

3.1. Temperature determination 

The Folwer-Milne method [6] was applied for the 
temperature determination. This technique requires an 
axial temperature of the plasma greater than the 
temperature corresponding to the maximum emission 
(for the 01 777.3 nm and the 01 884.6 nm, the 
maximum emission temperature is 15500 K at 
atmospheric pressure). Nevertheless, this method 
depends strongly both on the pressure and the plasma 
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composition. Temperature profiles can also be 
obtained by combining the plasma composition, under 
LTE assumption, with the electronic density values 
deduced from Stark Broadening measurements. 

3.3. Nitrogen pumping in the plasma jet 

In our experimental conditions, the molecular species 
N2 and N2* are negligible in comparison to NI atoms. 
Moreover, Nil ions must be taken into account. The 
atomic NI nitrogen density is calculated from the 
Boltzmann's law and the emissivity of the NI 744,3 nm 
line. Since the air proportion entering the plasma 
doesn't influence the ratio NI/NII [5], the atomic ion 
Nil density can be easily deduced. The nitrogen rate is 
finally obtained from the Dalton's law [5]. 
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radial position(mm) 

Figure 3 : electronic density profiles 

4. Results 

4.1. Temperature proflles 

Two points can be mentioned from the figure 2. The 
first concerns the temperature decrease as long one go 
far from the nozzle exit. The second is about the 
crossing point of the curves due to the plasma 
expanding for high z values. 
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Figure 2 : Temperature profiles 

4.2. Electronic density 

The continuum method gives electronic density values 
higher than the values for an oxygen plasma at 
atmospheric pressure (figure 3). This discrepancy may 
be explained by the too low continuum intensity. 
On the other hand, one can note a good agreement 
between the electronic density given by Stark 
Broadening of Ha and 01 645.5 nm lines and the LTE 
values. This result indicates the LTE assumption is 
valid for z=IO mm, excepted on the plasma edges. 

4.3 Nitrogen rate in the plasma 

Whatever the considered axial z position, the nitrogen 
rate on the axis stays lower than 10% (figure 4) in spite 
of turbulence. The nitrogen rate grows approximately 
to the air values for external part of the plasma. 

Radial posilion r (mm) 

Figure 4 : Nitrogen rate 

5. Conclusion and perspective 

Other spectroscopic measurements have been done in 
the shock wave and at the nozzle exit. These results 
will be presented soon. Furthermore, in real cutting 
configuration, we intend to study the energy transfer 
from the arc to the plate, and the influence of different 
parameters such as speed on the shape of the cut kerf 
Measurements based on the use of thermocouples, a 
CCD camera and a pyrometer are planned. 
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In order to investigate the electrical arc in low voltage circuit breakers, metallic atoms concentrations measurements 
were performed using broad band absorption spectroscopy. From absorption spectrum in 510-523 nm range, copper atom 
concentration, electron temperature and silver atom concentrations were determined with LTE assumption. Absorption 
spectrum in spectral range around 430 nm enables to determine the iron atom density. 

1. Introduction 
In low voltage circuit breaker (LVCB) for high 

current, the arc established at contacts opening is 
usually moved by self-generated force towards the 
quenching area. For the development of such devices, 
it is necessary to have detailed knowledge about the 
behaviour of the moving arc. Because of the very 
complex processes involved, many experimental 
investigations and computer simulations of the arc in 
LVCB have been done by several teams [1]. In a 
previous paper [2], we have reported time resolved 
optical emission spectroscopy and imaging 
measurements in a LVCB adapted from an industrial 
device. These measurements revealed that metallic 
atoms (Copper, Silver and Iron) were presents in the air 
plasma arc. In order to determine the concentrations of 
these atoms, we have performed broad band absorption 
spectroscopy measurement using a bright radiation 
source developed in this purpose [3]. This investigation 
is useful for the modelling and the design of the LVCB. 
In this paper, we present some of measurement results. 
More results and information will be given during the 
conference. 

2. Experimental set-up 
The LVCB is shown in figure 1. An electrical arc is 

created during the discharge of a capacitor bank, when 
the separation of two contacts mounted on fixed and 
movable copper electrodes occurs. Then the arc 
expands and reaches the quenching area consisting of 
two symmetrical chambers. Materials of the contacts 
on copper fixed and movable electrodes are 
respectively silver-carbon and silver-carbon-tungsten. 
The quenching chambers consist of parallel arc splitter 
plates of different lengths. These steel plates are 
disposed on plastic holders. More details are given in 
reference [2]. 

The optical set-up is illustrated in figure 2. The 
radiation source light, driven by an optical fibre called 
Fz, is polarised before going through the absorption 
medium (arc). The optical fibre Fi,(,s collects polarised 
transmission light and one half of light emitted by the 
arc, while the fibre Femi collects the other half of light. 
A spectrometer coupled with an intensified 2D CCD 

camera is used to convert simultaneously these two 
optical signals into two spectra. The subtraction of 
these two spectra gives the transmission spectrum of 
the absorption medium. More details concerning 
acquisition system are given in references [2,3]. 

insulator 

arc horn 

quenching 
chambers 

insulator 

Fig. 1. Industrial low voltage circuit breaker. 
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Femi       Vi Ijmi (poIarizatioH s) 
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-■        t 
*abs + /2 Ignii 

(polarization p) 

Fig. 2. Optical absorption measurement set-up. 

3. Results and discussions 
In figure 3, the spectrum (a) is the spectrum in 

range of 510-523 nm from the radiation source which 
emits as a black body of about 80 000 K during more 
than 1 ^is [3]. This spectrum is required without arc in 
LVCB. The optical opening time of ICCD camera is 
set to 1 ps during this experiment. The spectra (b) and 
(c) corresponding to light collected respectively by Fabs 
and Femi, are required simultaneously when an arc is 
present in the LVCB. Measurement was done at 3 ms 
after the beginning of the current (i.e. 2 ms after the 
opening of the contacts) whose peak value was about 5 
kA. 
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From these three spectra, the transmission spectrum 
is derived with calculating of (.h-kVh and is given in 
the figure 4. The five main absorption lines are 
respectively Cul 510.55, 515.32, 521.82, 522.01 nm 
and Agl 520.91 nm. 

- ^pW^ Mk^i^!¥!^!lihji ih 

-experiment 
-simulation 

at line centre and w is the HWHM of the true line 
profile. So, the be.st fit of line transmission spectrum 
enables to determine the population of atoms in the 
lower energy level of the corresponding transition. 

The best fit shown in figure 4 yields copper atom 
density in the four lower levels listed in the table 1. In 
this experiment, the uncertainty is estimated to be 30%. 

Table 1 Spcctroscopy data and population in lower level 

Cul line (nm) E|(eV) 8i Aui(s-') N,(m-') 
510.55 1.39 6 1.949x10" 3.9x10-" 
515.32 3.79 2 1.034x10" 5.4x10'" 
521.82 3.82 4 1.221x10" 1.1x10'^ 
522.01 3.82 4 2.180x10' 1.2x10'" 

With LTE assumption, the population of an excited 
level is linked to the one of fundamental level by the 
Boltzmann law. In this case, if one plots In(N|/g|) as a 
function of E|, the slop should be -l/Te with T,. in eV 
when E| is in eV. The Boltzmann's diagram yields an 
electron temperature of 0.77 eV. Since the energy gap 
between the two lower levels of the two Cul lines 
(510.55 and 515.32 nm) is as large as 2.4 eV, the 
uncertainty is quite good, and is estimated to be 20%. 
The total concentration of copper atom is 1.4x10"' m"'. 

46 

45 

■= 44 

43 

42 

y = -1.30x +47.42 

Fig. 4. Transmission spectrum and its best fit. eV 

This    transmission    spectrum    is    fitted 
synthesised spectrum given by the relation : 

by 

t = e -OjiDL :(: 

where L is the length of the ab.sorbing medium which is 
supposed homogeneous, F„ is the apparatus function of 
detection .system and * is convolution operator. The 
theoretical value of the absorption coefficient ay is 
given by the following relation : 

r(A) 
AM.. S„ N,S{1) 

Here A. is the wavelength, A„, is the transition 
probability between the upper level u and the lower 
level /, g, and g„are respectively the statistical weights 
of these two levels, c is the speed of light in vacuum 
and finally, N, is the population of the atom in lower 
level. (Here the stimulated emission term is neglected). 
S(X) represents the normalised true line profile which 
has   a   nearly   Lorentzian    shape    in    our   case. 

Sv-) = ——.—7—1 r where Xo is the wavelength 

Fig.5 Bolztmann diagram from four Cul lines 

The  best  fit 
concentration of 2.0 xlO'" m""' 

of transmission spectrum yields a 
for the lower level of 

Agl 520.91 nm. A total silver atoms concentration can 
be yielded with LTE assumption, it is 2.5x 10"" m'. 

Measurements were also performed for the iron 
lines in spectral range around 430 nm. Results will be 
presented during the conference. 
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In order to investigate the post-arc period and the hot gas regions surrounding the electrical arc in circuit 
breakers, a broad band radiation source has been developed to perform absorption spectroscopy measurements. The 
radiation spectrum has been characterised both temporally and spectrally in order to determine the best operating 
conditions to produce an intense and continuous radiation spectrum. Absorption tests have been performed on the hot 
gas region of a low voltage rail gap circuit breaker. 

determine the composition and temperature of this gas 
and the concentration of each species, can provide 
valuable information for understanding of the arc re- 
strike phenomena. Tests of absorption measurements 
have been performed on a similar circuit breaker. 

1.Introduction 

Optical absorption spectroscopy (OAS) is a 
technique commonly used to diagnose media where 
light emission is either missing or very weak. The use of 
this technique for rapidly transient media produced on a 
single shot basis or at very low and irregular repetitive 
rate, needs high spectral intensity sources presenting a 
very broad band spectral emission at the same time. 

In order to perform such absorption measurements, a 
high intensity and very broad band transient source was 
developed. It consisted in an electrical discharge using 
the well-known Z-Pinch effect. At plasma ignition, fast 
discharge current flows in a very thin layer, called 
current sheet, at the surface of the inner wall of a 
cylindrical tube. This current sheet is driven by a self- 
generated Lorentz force towards the tube axis. When the 
current sheet collapses on the axis, the plasma becomes 
very dense due to a snowplow effect during 
compression, which drives all the particles towards the 
axis. In addition the plasma temperature strongly 
increases as a result of the conversion of the current 
sheet kinetic energy into thermal energy at the moment 
of collapse. This moment is referred to as the pinch 
time. With appropriate initial conditions, the continuous 
plasma radiation becomes extremely intense at the pinch 
time while the spectral lines are totally smeared out in 
the continuum background. Under our specific 
conditions, an electron density N,, above l(f" cm is 
obtained. Consequently, on the one hand the 
bremsstrahlung and the radiative recombination, both 
depending on TV/, produce a very intense continuous 
emission and, on the other hand the spectral lines are 
strongly broadened by the Stark effect. In addition light 
observation along the tube axis allows to obtain a large 
optical thickness for both the continuous radiation and 
the spectral lines so that the global emitted spectrum is 
very close to the black body radiation at a temperature 
ofabout SO 000/(Til]. 

Investigations of arc re-strike phenomena were 
performed on a low voltage rail-gap circuit breaker by 
C. Fievet et al [2]. It appears that the hot gas left behind 
the moving arc plays a major part in the re-strike 
process.   The   OAS   measurement   that   enable   to 

2. Z-pinch investigation 

The experimental set-up of the Z-pinch is given in 
[1]. A streak camera is used to observe the plasma self- 
compression dynamic in Quartz tube. Optical fibre is 
used to collect plasma light through hole drilled in the 
centre of electrode. Both photo-diode signal and Streak 
camera photo show a giant light peak at the pinch time. 

wavelength (nm) 

Fig. 1. Spectrum in the 350-750 nm range at pinch time. 

Time resolved end-on spectral measurements in a 
spectral range from 328 to 340 nm were performed at 
different instants during the discharge [1]. The spectra 
are recorded by a spectrometer ACTON 750 coupled 
with an intensified 2D CCD. Between 2 and 4 fis, the 
spectral intensity is very weak and negligible. At 6//5, 
the plasma arrives on the axis and the emission in this 
wavelength range is dominated by Ar III lines {328.61, 
331.16, 333.61, 334.47, 335.84 mn, etc.). At pinch time 
included in the observation period from 8 to 10 ^ls, the 
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continuum emission becomes very intense wiiiie the 
spectral lines totally disappear due to the high electron 
density of the plasma. The plasma radiation is very 
close to a black body emission at this moment. At times 
between 14 and I6jjs, Ar II lines (335.09, 337.7. 
338.85 nni, etc.) appear but Ar III lines are still present. 

At the pinch time, the whole spectrum in the range 
350 to 750nm is shown in Fig. I. The emission is flat, 
so it is very suitable for atomic or molecular absorption 
measurements. 

3 Absorption measurement 

Absorption measurement was performed with the 
experimental set-up designed for investigation of the 
breaking operation in low voltage circuit breakers [1-2]. 
One ms after the beginning of the current, a mobile 
contact is opened, and an arc is created in circuit 
breaker. Due to the Lorentz force, the arc moves away 
between the two rails towards the quenching area. As 
there is a strong erosion of the copper electrodes and, 
possibly, of the limiting walls, the hot gas behind the arc 
is composed of air, copper, and other species usually 
carbon and hydrogen since the walls are generally made 
of plastic material. Becau.se this hot gas plays an 
important role in the arc-re-strike phenomenon, its 
investigation is u.seful for the modelling and the design 
of the circuit breaker. 
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Fig. 2. a) Absorption spectrum of copper atom 
resonance Cu I lines 324.75 and 327.40 nm; 
b) transmission spectra and its be.st fit. 

In Fig. 2-a), an absorption spectrum of the two 
copper resonance Cu I lines Cu I 324.75 and 327.40 nm 
is given. /„/ is the non-absorbed incident intensity and 
l,ram 's the transmitted intensity. This measurement was 
performed at a position of 6 cm from the arc ignition 
area and about / ms after the arc has passed through. 
The relative intensity Rsi=l,rmJhe! is plotted in Fig. 2-b). 
The theoretical value of the absorption coefficient ttj is 
given by the following relation, where S(X) represents 
the normalised true line profile : 

aAx)J'^"' ^" 

Where the physical quantities are represented by the 
symbol commonly used and the stimulated emission 
term is neglected. 

The best fit shown in Fig. 2-b) yields copper atom 
density of about 1.4x10''* cm'^ and a half width of 
0.016 nm (the same width was attributed to these two 
lines because they belong to the same multiplet). In our 
case the uncertainty can be estimated to be 30%. 

A Swan bands (0,0) and (1,1) absorption spectrum 
of the C, obtained in this experiment is shown in Fig. 3. 
Theoretical simulation of the rotational and vibrational 
structure of the.se molecular bands yields a Ci 
concentration of about 1.3xl0'^ cm'^ and a rotation 
temperature of about 3 000 K. The uncertainties are 
estimated to be also about 30%. 
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Fig. 3. CT absorption spectrum of Swan bands (0,0) and 
(1,1) (experiment and simulation). 

4. Conclusion 

A Z-pinch light source has been developed to 
perform optical absorption spectroscopy. Optimal 
working conditions have been set to obtain an intense 
and continuous radiation spectrum at the pinch time. 
Feasibility tests of optical absorption spectroscopy using 
this source have been performed on the hot gas and 
vapour produced in a low voltage rail gap circuit 
breaker. These rather simple measurements already 
provide quite interesting information about the hot gas 
left behind the arc. 

The authors would like to thank Schneider Electric 
for making available a low voltage circuit breaker and 
Dr Hermann for helpful discu.ssion about molecular 
band simulation. This work has been partially supported 
by the NATO Science For Peace LOVARC project 
974083. 
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The vacuum arc plasma produced during the electrode separation in the low voltage circuit breaker has 
been investigated by time resolved emission spectroscopy. The paper presents preliminary results 
concerning the influence of an axial magnetic field on the diffuse arc plasma. Some results of 
investigations on arc interruption failures in the constricted mode are also presented. 

1. INTRODUCTION 

The information concerning arc plasma parameters that 
lead to the successful or unsuccessful current 
interruption process is important for the technical 
improvement of the vacuum circuit breakers. Relating to 
the electrode activity and optical shape of the arc 
column, three main modes in the vacuum electric arc are 
developing: diffuse, columnar and constricted. In the 
case of nominal regime of the electrical network for the 
currents up to 4 kA (diffuse mode of the arc), the 
interruption is always successful after the first half- 
period current arcing time. For the overload and short 
■circuit regimes (columnar and constricted modes of the 
arc) and currents higher than 10 kA, the current 
interruption could be successful, partially unsuccessful 
(the interruption occurs only after the second half period 
arching time) or totally unsuccessful (the interruption is 
not possible). 
In this paper we present the results of the diagnostic by 
time-resolved emission spectroscopy of the vacuum arc 
plasma generated during electrode separation of a real 
vacuum circuit breaker. The investigations were focused 
on the diffuse and constricted modes, in the cases of 
nominal and short circuit regimes. 

2. EXPERIMENTAL SET UP 

The experimental set-up, reproducing exactly the 
conditions in a low voltage electrical network, was 
presented in a previous paper [1]. A stainless steel 
vacuum chamber with classical Cu-Cr50 electrodes 
(30 mm diameter, 3.5 mm gap) was used. In this 
structure, a variable axial magnetic field (AMF) up to 
100 mT/kA was produced using Helmholtz type coils. 
The test current simulates the rating current (1-^4 kA) 
and the short circuit current (10*50 kA). Also, an 
imposed asymmetrical degree and adjustable half-period 
of the testing current can be provided by the electrical 
supply unit. The arcing moment can be set within ~500 
us error using an ultra fast electro-mechanical device, 
based on Thompson electrodynamic effect. The half- 
period of the current was set at 16 ms. The vacuum 
chamber pressure was always 10"'4-10"^ mbar. 

Time-resolved emission spectroscopy was performed 
using an Acton SP750 spectrograph coupled to a gated 
micro-channel plate (MCP) intensified CCD detector 
(512x512 pixels). A bundle of 19 optical fibers, placed 
in a single column, matched the spectrograph entrance. 
The opposite end of the bundle with circularly disposed 
fibers collected the arc light, for different positions of 
the arc column sampled using a multiple slit collimator 
(parallel splitter plates of 680 mm length, 2 mm apart). 
A number of 16 MCP gates per single shot were 
recorded, with the gate width of 500 |xs. 
The measurements were performed in a wide spectral 
range (350-750 nm), and finally were focused on two 
spectral ranges, centered on 385 and 515 nm, where 
experimental lines were observed and also atomic data 
for Cr and Cu lines could be found. 

3. RESULTS AND DISSCUSION 

The influence of the AMF of about 820mT on the arc 
emission was analyzed. The typical time-resolved 
spectra for 3.4 kA arc current, with and without AMF, 
are presented in Fig. 1. The spectra are showing a 
change in plasma chemical composition during the arc 
evolution, less prominent in the presence of the axial 
magnetic field. 

Fig. 1 Time-resolved spectra - time as the third 
dimensions (AMF in the lower pictures) 
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This behavior is the result of the multiple particle jets 
production at the cathode, combined with the fast 
movement and short lifetime of the cathode spots during 
the arc. The jets dispersion is lower when an AMF is 
applied, which collimates the jets of charged particles 
around the electrode axis. Application of the magnetic 
field causes an enhanced excitation and ionization of the 
Cu and Cr atoms, by the trapped electrons, compared 
with the absence of the magnetic field. The presence of 
the AMF leads to a lower resistivity in the arc column, 
meaning lower energy dissipation in the plasma and 
lower contacts erosion. 
Spectroscopic diagnosis was used to determine the 
excitation temperature of the atomic and ionic species 
using Boltzman graph method. Preliminary results on 
the diffuse mode regime showed a lower temperature 
than expected, of about 7000 K [2]. Data processing for 
different moments of the arc evolution revealed that 
Boltzman plot of the line intensities was not always a 
straight line. This led to the conclusion that the plasma 
in the diffusion mode is not in local thermodynamic 
equilibrium (LTE) [3],[4] and another method to 
characterize the diffuse mode plasma is necessary. 
The experimental device has the ability to reproduce the 
behavior of a vacuum circuit breaker in real operation 
condition. This peculiarity allows to generate successful 
interruption, as well as partially unsuccessful 
interruptions as it is illustrated in Fig 2 in the case of 
constricted mode. 

Chl 
Ch2 

Ch3 

.:2-i >•<■:■■: 

 :•■•-■: ■:•••• ▼▼▼;  
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Fig. 2 Partially unsuccessful interruption 19.8 kA 
(Chl: 20V/div; Ch2: 5 kA/div: Ch3: 10 V/div; 2ms/div) 

Using single shot time resolved spectroscopy on 
partially unsuccessful interruption, in the case of 19 kA 
peak current, the evolution of the arc emission during 
the arcing was analyzed. The spectroscopic successive 
measurement shots around current zero (CZ) can be 
observed in Fig. 3 at different moments of the arc 
evolution, indicated by arrows on the CCD gate 
oscillogram (Fig. 2). As shown in Fig.3, Cu II ions 
(508.83, 509.38, 512.77 nm) are present in larger 
amounts af^er the arc reignition than Cr II, though the 
50%Cu - 50%Cr electrodes composition. The observed 
higher Cull, in comparison with Crll, may be 
determined by their different ionisation threshold. With 
the assumption of LTE in the constricted mode, from 
spectroscopic data (neutral Cu lines 510.55, 515.32, 
520.08, 521.28, 521.82 nm), plasma temperatures of 
5800 - 7000" K were estimated around CZ. These 
temperatures are not far from the plasma temperature in 
the high current arcing period. On this basis, it is 

possible to conclude that the plasma, in a similar state as 
in the arcing time, was present between the electrodes in 
the moment of the CZ, providing the appropriate media 
for reignition. Near CZ the presence of a minimum 
charge density leading to the arc reignition is expected. 
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Fig. 3 Emi.ssion spectra around CZ 

The measurements will be continued with absorption 
spectroscopy of the arc plasma in order to determine the 
plasma concentration around CZ and to establish the 
maximal value of the ion concentration for successful 
interruption. 

4.CONCLUSIONS 

Single shot time resolved emission spectroscopy of 
plasma in the low voltage vacuum circuit breaker for 
different working regimes revealed: 
• Since the presence of the AMF stabilizes the arc 

plasma in the diffuse mode, a stronger effect is to be 
expected due to the higher values of the magnetic field 
(created by the current itself) in the constricted mode. 

• Plasma temperature around CZ in partially 
unsuccessful interruption, approximately the same as 
in the arcing time, shows that the plasma is not 
sufficiently recombined, providing the appropriate 
media for reignition. 
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The plasma air arc used for cutting metals must ensure an 
important heat transfer efficiency to metal during the cutting. More 
important parameter  that ensure a great efficiency of cutting metals 
is the integral pressure of the outgoing plasma arc. In this paper are 
given the results of the experimental study of the influence of 
parameters of plasma torch with the antivortex generator on the 
integral pressure. 

1. Introduction 
In the plasma arc torch with the copper electrode 

with the cavity for cutting metals the vortex transport of 
the gas is used to ensure the decreasing of the electric 
erosion of the copper electrode and the space 
stabilisation of the electric arc, particularly in the nozzle 
channel [1]. This is necessary to prevent the appearance 
of a double arc that is very dangerous for the nozzle. 

But the integral pressure of the plasma flux, in 
which the tangential component of the velocity 
predominates over the axial velocity, quickly decreases 
from the exit of the nozzle [1]. At the same time the 
diameter of this flux significantly increases. As a result 
the velocity and the deep of cutting diminish but the 
width of cut increases. 

To increase the integral pressure of the outgoing 
plasma flux, to decrease his diameter, as well as to 
increase a capacity of cut it is necessary to increase the 
axial component of the velocity. 

To eliminate these disadvantages a new plasma arc 
torch with the antivortex generator was elaborated, the 
principle of the work and its application for cutting 
metals is given below. 

2. Experimental set-up and metliod of study 
of tiie gas dynamic cliaracteristics 

The principle scheme of the plasma arc torch is 
shown in the figure 1. The particularity of this torch in 
comparison with the other torch [1] is the utilization of a 
metallic antivortex generator (4) installed between the 
vortex generator (3) and the nozzle (2). On the both 
sides of the antivortex generator the chambers (5) and 
(6) are created in which the gas arrives via the tangential 
channels (7). The channels on the both sides are in 
opposite directions. This is necessary to create two 
opposite vortices. 

The vortex created in the chamber (6), having the 
opposite direction, will compensate partially or totally 
the gas vortex issues from the chamber (5) to the nozzle. 

Consequently the tangential component of the 
velocity of the plasma flux decreases but the axial 

component increases on the issue of the nozzle. The 
vortex generator ensures the insulation between the 
cooper electrode with the cavity (1) and the nozzle (2). 

The diagnostic includes the capacitor transducer (8) 
with a Pitot tube for measurement of the integral 
pressure, the camera with filters (9) to take pictures and 
the microphotometer (10) to study the radiation capacity 
and the radial distribution of the temperature of the 
outgoing plasma arc (11). 

Figure 1. Experimental set-up. 

3. Experimental results 
The integral pressure of the outgoing plasma arc 

was measured at 3 to 35 mm from the outside of the 
nozzle for the values of the arcing current between 200 
and 300 A and the values of the flow rate from 0.75 to 
1.5 gs"'. The diameters of the nozzle channel and the 
cavity of copper electrode were respectively 4 and 12 
mm. The length of the nozzle channel and the cavity of 
the electrode were respectively 6 and 30 mm. 

The distribution of integral pressure of the outgoing 
plasma arc for different values of the arcing current is 
shown in fig.2. 

The integral pressure increases when increasing the 
arcing current. At the distance 3 mm from the nozzle the 
integral pressure increases from 310'' to 610" N-m'^ 
when increasing the arcing current from 200 to 300 A 
(fig.3, curves 1 and 3). 
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Fig.2. Distribution of integral pressure of the plasma 
arc torch with the antivortex generator for arcing 
current, A: 1 -200; 2 -250; 3 -300; 4 -250 (without 
antivortex generator). 

For the same parameters the integral pressure, for 
the arcing current 250 A, is approximately 40% greater 
than for the plasma arc torch without antivortex 
generator (curves 2 and 4 respectively). 

The integral pressure increases about 1.4 ...1.6 
times when increasing the flow rate G of the air from 
0.75 to 1.5 gs''(fig.3, curves 1,2). 

4. Conclusions 
The utilisation of the antivortex generator 

ensures the increasing of the integral pressure of the 
outgoing plasma arc approximately from 1.4 to 1.6 
times. The diameter of the plasma flux at the distance 3 
mm from the nozzle, for the same values of the current 
and the flow rate, is 1.15 time less than without 
antivortex generator. As a result a deep of cutting 
increases up to about 40% but a width of cut decreases 
to 15%. 

Fig.3. Correlation between the integral pressure and 
the flow rate for the plasma arc torch with the antivortex 
generator for arcing current. A: 1-200; 2-300; 3 -300 
(without antivortex generator). 
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M. Sieg, B. Nehmzow, M. Kettlitz, H. Schneidenbach, and H. Hess 

Institute for Low-Temperature Plasma Physics 
Friedrich-Ludwig-Jahn-Strasse 19, D-17489 Greifswald, Germany 

The influence of a laser exposure of an arc electrode working alternatively as anode or as cathode 
on the discharge voltage and on the electrode temperatures is studied. 

1. Introduction 

Over the next years, electrodes will be the essential 
means for feeding electrical energy into an arc discharge 
lamp. The voltages which arise in the immediate neigh- 
borhood of the electrodes (electrode sheath voltage - 
ESV) represent a non-negligible part of the total arc 
voltage. They will, however, not contribute to the light 
output but are rather necessary to maintain the unhin- 
dered flow of charge carriers from the electrodes into 
the plasma column and vice versa. 
A quantitative understanding of the corresponding elec- 
trode processes should lead to minimizing the ESV in 
order to improve the luminous efficacy of the discharge 
lamp. Although there are many attempts to model the 
cathode processes until recently [1-4], a final decision 
for a certain model for a given parameter range could 
not be made up to now [5]. Looking for effects which 
could be used to discriminate different cathode theories, 
we chose laser exposure of the electrodes. This addi- 
tional heating impressively influences the arc voltage 
and the electrode temperatures, and the effects depend 
on the exposed electrode (cathode or anode). The results 
should be used for comparison with different electrode 
(cathode) models and may contribute to the develop- 
ment of an appropriate anode model. 

2. Experiment 

2.1. Experimental set-up 

A vertically operated high-pressure discharge was stud- 
ied the electrodes of which were exposed by a diode 
laser {1 = 808 nm; P^^^ = 37.3 W). The laser was side- 
on directed on the upper part of the electrode just below 
the tip. its beam diameter at the electrode surface was 
0.5 mm. The discharge was driven by a current source. 
The temperatures along the electrodes were determined 
by a pyrometer IS 10 (IMPAC; 0.7-1.1 nm) the obser- 
vation direction of which was at an angle of 90° com- 
pared with the laser beam. To diminish the influence of 
the laser radiation, a notch filter (10"^ at the laser wave- 
length) was used for the pyrometer. 

2.2. Discharge configuration and operation mode 

The experiments were done in conventional 150-W 
silica-lamp vessels which are modified by using longer 
electrodes. Thanks to this measure, the electrode tips are 
situated in the cylindrical part of the vessel making 

them accessible for undisturbed optical observations. 
The electrodes consist of pure tungsten and have a di- 
ameter of 0.5 mm. The lamps were filled with 22 mg 
mercury operating in the unsaturated mode which leads 
to a working pressure of about 6 bar. This pressure was 
determined by comparison with similar mercury dis- 
charges [6] which were thoroughly investigated earlier. 
The lamp was vertically operated and driven by a rec- 
tangular-wave current (1.9 A, 0.05 Hz). The lower elec- 
trode was exposed in a pulsed mode. 

2.3. Determination of the absorbed laser power 

The percentage x\ of the laser output power PL, which is 
absorbed by the electrode surface, is an essential input 
for later discussions. In the case of laser heating only 
(no discharge!), this quantity can be determined by 
measuring the temperature distribution T(z) along the 
electrode axis from top (axial coordinate z = zO to an 
axial position Zo (< Zj) well apart from the laser-heating 
region. The absorbed laser power follows immediately 
from the simplified global energy balance: 

4a 
d 

^nP. = fx^^ 
nd' 

where a is the Stefan-Boltzmann constant. The thermal 
conductivity coefficient "k and the total emissivity of the 
electrode surface E, were taken from [7]. It results a laser 
power input efficiency r\ = 0.12. This value has been 
verified by solving the one-dimensional heat conduction 
equation with constant power input in the electrode tip 
region. The measured and computed axial temperature 
distributions agree very well. 

3. Results 

3.1. Change of arc voltage under exposure 

The low frequency of 0.05 Hz corresponds to a quasi- 
stationary discharge operation. In this operation mode, 
the laser was always directed at the same electrode (the 
lower one) which alternatively serves as cathode and 
anode. The laser power was switched on only for three 
seconds during each half-cycle starting three seconds 
after the phase change (see Fig. 1). This operation mode 
ensures that stationary conditions were reached in the 
discharge after the change of polarity and further that 
the temperature increase due to the laser exposure can 
reach its maximum value. 
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Fig. 1: Arc voltage with laser exposure of tiie lower 
electrode during the anode and the cathode phase 

At first glance, only during the cathode phase there is a 
noticeable influence of the laser radiation. The arc volt- 
age is decreased - the maximum laser power of 37.3 W 
gives rise to a voltage decrease of 4.4 V (Fig. 2). At a 
higher resolution of the arc voltage in the anode phase, 
however, there can also be seen a weak influence of the 
laser (arc voltage changes of about 0.1 V). 
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Fig. 2: Arc voltage during pulsed exposure of the cath- 
ode 

3.2. Change of temperature under exposure 

In Fig. 3, the pyrometrically measured temperature of 
the electrode tip can be seen as a function of time during 
the operation mode shown in Fig. 1 (rectangular-wave 
current, laser pulse during the anode and the cathode 
phase). The most striking feature is the enormous heat- 
ing of the anode compared with the cathode. Because of 
the limited calibrated measuring range we can only 
compare the heating up to a laser power of 18.3 W. In 
this case, the anode temperature without laser is about 
40 K lower than the cathode temperature (2955 K com- 
pared with 2995 K). During the laser pulse the anode 
temperature becomes higher by about 300 K (3255 K) 
and the cathode temperature only by about 50 K 
(3045 K); that means a difference in the influence of 
laser heating of 250 K. 
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3200 

3150 

3100 

3050 - - 

3000 - - 

2950 

18.3 W 

10.5 W 

L_> 
20 

Fig. 3: Temperature at the electrode tip in the anode and 
cathode phase with laser exposure (cf Fig. 1) 

4. Discussion 

The laser radiation hits a target (the tungsten electrode) 
which is in the cathode phase 40 K hotter than in the 
anode phase (laser power 18.3 W). This should not 
make a difference in the percentage of the absorbed 
laser power, therefore we will assume that in both 
phases the same amount of laser power is available for 
the heating of the corresponding electrode. The expo- 
sure of the anode causes a temperature increase of the 
electrode tip of about 300 K, and the change of the arc 
voltage is negligible. The exposure of the cathode, how- 
ever, causes a temperature increase of only 50 K, and 
the arc voltage is simultaneously reduced by about 
2.4 V. 
This difference leads to the conclusion that in the cath- 
ode phase the absorbed laser power is mainly used not 
for an additional heating of the electrode but for substi- 
tuting a part of the power which is usually delivered by 
the cathode fall. 
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The electrode sheath vohage and the electrical field strength are measured in high-pressure 
argon, xenon and mercury discharges. There are significant differences in the shape of the ESVof 
mercury discharges compared with the rare gases. 

1. Motivation 

High-pressure discharge (HID) lamps have a widespread 
application in lighting because of their high luminous 
efficacy. A main problem in the operation of such lamps 
is a shortening of the lamp life due to a blackening of 
the lamp wall. The deposited material comes from the 
erosion of the electrodes and can also lead to the 
destruction of the electrode. The processes in the plasma 
sheaths near the electrodes are responsible for heating 
and the undesirable erosion of the electrodes. 
The electrode design and the operating conditions are 
decisive for the properties of HID lamps. For instance, 
the power loss in the sheath near the electrodes is not 
negligible. This is true especially for low-power lamps. 
The corresponding electrode sheath voltage (ESV) is 
strongly influenced by the electrode material, the elec- 
trode design and the plasma composition. To reveal this 
influence partially, the ESV is measured in high-pres- 
sure argon, xenon and mercury discharges. 

extrapolation to zero for the electrode gap. The 
underlying assumption is that the arc voltage M^^ is 
composed of the column voltage (field strength E times 
gap length /) and the ESV (UA+C): 

^arc 

-discharge tube 

7 electrodes 

E X / + UA+C. (1) 

-moved by 
stepping motors 

2. Experiment 

The experiments in Ar and Xe are performed in the 
model lamp developed in Bochum [1]. Fig. 1 shows the 
schematic view of the experimental set-up. The dis- 
charge tube is made of fused silica (0; = 9 mm). Elec- 
trode holders are inserted into the ends of the discharge 
tube and contain the tungsten electrodes (0 = 0.5 - 
1 mm, 1= 13 mm). 
The electrode holders can be moved in the tube by step- 
ping motors and therefore the electrode distance can be 
varied during operation. The arc length was varied 
between 1 and 30 mm. The tube was carefully evacuated 
before the measurements and then filled with argon or 
xenon at pressures between 1 and 3 bar. 
For determining the electric field strength and the ESV 
in discharges, the used method consists of a voltage 
measurement at discharges with different lengths but 
with otherwise identical properties of the plasma 
column. The electric field strength was then derived 
from the slope in a plot showing voltage versus gap 
length. From the same graph, the ESV was obtained by 

Fig. 1: Schematic view of the experimental set-up for the 
determination of the electrical field strength and ESV. 

For the experiments in Hg we used lamps with different 
electrode-gap lengths but with otherwise identical geo- 
metric and filling conditions for obtaining a very similar 
arc plasma [2, 3]. The lamps are operated vertically, 
have an inner diameter of 16 mm and electrode gaps 
between 28 and 60 mm. The thoriated tungsten elec- 
trodes have a diameter of 0.7 mm and are surrounded by 
a tungsten coil. 
The similarity was checked by determining plasma tem- 
perature and pressure from spectroscopic measurements 
of the Hg lines 546 nm and 577/579 nm and the wall 
temperature with a pyrometer (Varioscan, Jenoptik). 
All discharges were operated with a 50 Hz sinusoidal 
current delivered by a current amplifier (FM1295, 
Feucht). 
Simultaneously to the spectroscopic measurements pic- 
tures of the electrode region are taken with a camera 
(Flashcam, PCO) to control the position of the arc spot 
at the electrode surface. 
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The temperatures along the electrodes were determined 
by a pyrometer (IS 10, impac) in the spectral range from 
0.7 to 1.1 urn. The input power from the plasma to the 
electrodes can be determined from the recorded T-slope. 

3. Results 

The measured electrode sheath voltage and the electrical 
field strength for a Xe discharge are shown in figure 2. 
For a better illustration the sinusoidal current is plotted 
too. ESV and field strength are time-dependent. After 
current zero a jump of ESV and field strength is 
followed by an increase of the values leading to a 
maximum of the field strength of about 8 V/cm at 1.5 ms 
followed by a slight decrease until the change of 
polarity. The ESV has its maximum of 16 V at 2 ms and 
the following decrease is similar to that of the electric 
field strength. 

Fig. 2: Current, ESV and field strength of a Xe dis- 
charge (2 bar, tungsten electrode diameter 0.5 mm). 

Although the operating conditions are only similar but 
not identical for all discharges, a typical behaviour for 
each element can be deduced. In figure 3 the ESV is 
compared for a discharge in Hg (Icrr = 3 A, p = 6 bar, 
0,:, = 0.7 mm), Ar (I^n- = 3 A, p = 3 bar, 0,;, = 0.7 mm) 
and Xe (I,n-= 2.4 A, p = 2 bar, 0,:, = 0.5 mm). The time 
dependence of the ESV in mercury is strongly pro- 
nounced. After a voltage maximum of 55 V during the 
rising current which corresponds to re-ignition, the cur- 
rent attains its maximum at a medium voltage and 
decreases then with initially slightly rising voltage which 
finally goes to zero. There are, however, two significant 
differences in the ESV compared with the rare gases: 
1. a very pronounced "ignition" peak earlier and much 
higher than in the rare gases and 
2. a remarkable voltage minimum near zero in the first 
quarter of a half cycle. 
This voltage minimum does not appear in a calculated 
cathode fall for Hg [4]. If we attribute this difference to 
the anode, it would correspond to a negative anode fall 

of more than 10 V which occurs around 2 ms after cur- 
rent zero [5]. 
Neither Xe nor Ar show such a strong time dependence. 
The ESV curves of the rare gases are more flat and only 
Ar shows a small dip in the ESV in the beginning of 
current flow. A similar behaviour can be seen for Hg 
discharges at 5 kHz [3]. 
The pronounced "ignition" peak is due to the fact that in 
the Hg discharge a spot mode occurs at the electrode 
whereas the rare gases show a diffuse mode in this pa- 
rameter range. For lower discharge currents in rare gases 
also a spot mode occurs and the ESV has in that case 
also a higher ignition peak as in the Hg discharge but no 
minimum. 

Fig. 3: Comparison of the ESV for a Hg, Xe and Ar 
discharge. 
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The electric arc is one of the basic switching elements in power engineering and the study of its behavior will help to a 
better understanding of related phenomena. In this paper we discuss one of this special behavior, its reason and 
necessary models to describe this variation that have been observed occasionally in our measurements. 

1. Introduction 

Current interruption requires that the interelectrode gap 
of a breaker changes from a conductive plasma into an 
insulating gas. This transition, which occurs around 
current zero, is governed by the dynamic behavior of 
the electric arc interacting with the network and the 
quenching gas (mixture of sulfiirhexafluoride and 
nitrogen 75%/25%). 
If we limit ourselves to thermal processes, the dynamic 
behavior of the plasma column can be taken into 
account by writing an energy balance equation such as 
below [1]: 

dQ/dt = P,„-P„,, 
Where Q is the accumulated energy, P,„ is the electrical 
input power (joule losses), and P„,„ is the removed 
power (by conduction, convection, radiation,...)- 

2.Test conditions: 

The post arc current is recorded in our experiment with 
a particular device, the principle of which has been 
reported before [2], in a circuit of 4kV/l IkA and a gas 
mixture of sulfiirhexafluoride and nitrogen (75%/25%) 
as interrupting gas with p=2 bar N2 and p=l bar SFg. 

3. Recorded results: 

10       IS       20       23       30       33      40 

Measurements of arc current and voltage are shown in 
(Fig.l). As we mentioned above the arc behavior is the 
result of the balance between cooling and heating 
effects and the study of the arc plasma will helps us in 
understanding the main parameters which successfiil 
breaking depends on. In the case of sufficient cooling, 
the electrical conductivity in the interelectrode gap will 
tend towards reduction and the arc current will have a 
tendency towards zero. However, after the current 
becomes zero, the transient recovery voltage drives a 
post arc current through the quenching arc plasma 
resulting in a heating effect. The balance between these 
effects may cause a decay of the plasma and current 
interruption such as shown in Fig.l.a or reheating of 
the gas to a well-conductive arc column which is 
termed "thermal re-ignition" as in Fig.2.b [3]. 

Figure 1: Interruption in the gas mixture [4]. 
a-With post arc current and plateau variation. 
b-Re-ignition. 

Thermal re-ignition occurs when there is an energetic 
surplus, that is when the power brought to the arc is 
greater than that removed. This idea, suggested by 
A.M. Cassie, shows that the interruption phenomenon 
is not an instantaneous process and that interaction 
with the network significantly influences the switching 
process. This paper concentrates on an arc interruption 
process that deals with thermal arc-circuit interaction 
as found in other gas puffer circuit-breakers and a brief 
discussion on a necessary model to recognize such a 
variation of the plasma arc current. 
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4.Electrical arc modelling: 

There are two most commonly used types of models 
from simple to very complicated: black box and 
physical models. The first ones describe the interaction 
of a switching arc and the related electrical circuit 
during an interrupting process via a mathematical form 
(differential equation), and the electrical behavior is 
more important rather than the internal physical 
processes. However, the second ones include the 
physical processes in detail. It has to be noted that each 
of these models must be used in its correct range, and 
outside this range unacceptable errors will appear. Also 
it should be noted that in order to predict the plateau 
variation in the post-arc current we must use physical 
models taking into account physical processes such as 
conduction, convection, radiation, and so on [5]. Black 
box models can be applied only in cases where the 
switching process is governed by the arc conductance 
and can not be used in other cases such as for the 
dielectric region of the interruption process [6]. 

S.Conclusion: 

In this paper our first aim was to recall phenomena on 
which successful breaking depends, and second to 
study the interruption in a typical gas puffer circuit- 
breaker. In our measurements plateau variation of post 
arc current was observed: this behavior is not predicted 
by black box models and we had to use physical 
models instead. Less plateau duration is equal to less 
probability of re-ignition and more probability of 
successful interruption. 
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The interaction of liquid-metal droplets with plasma jets in the cathode region of a 
vacuum arc is considered based on the ecton model of a cathode spot. It is shown that the heating 
of a droplet which is in the zone of operation of a cathode spot can result in the transition of the 
droplet into the plasma state. 

1.  Introduction 

When investigating the parameters of the 
cathode plasma with the use of fast laser diagnostics, 
Batrakov and co-wOrkers [1] detected dense plasma 
blobs at distances of several micrometers from the 
cathode surface. The plasma density in these blobs was 
~ 10^" cm"^, which is close to that immediately in 
cathode spots. We believe that the appearance of 
plasma blobs at a cathode is related to the interaction 
between the plasma jets and droplets ejected by the 
cathode spot of a vacuum arc. 

It is well known that the cathode spot of a 
vacuum arc ejects plasma jets whose velocity is ~ 10* 
cm/s and liquid-metal droplets flying with a velocity of 
~ lO" cm/s [2, 3]. These plasma jets are formed due to a 
high energy density in cathode microvolumes heated by 
the Joule mechanism by a high-density current. The 
high energy density leads to explosion-like 
disintegration of the cathode, accompanied by explosive 
electron emission. The liquid metal is splashed off the 
cathode spot region in the form of droplets and jets 
under the action of the reactive force occurring upon the 
ejection of high-velocity plasma jets. The droplet sizes 
depend on the arc current. For copper, gold, and 
palladium, at currents close to the arc threshold current 
/,/,„ the droplet size distribution has a maximum at about 
0.1-0.2 nm and the number of droplets leaving the 
cathode per unit charge is ~ lO' C"' [4]. An increase in 

current increases the droplet size; thus, for / »i,y,^ 

droplets of size up to ten micrometers are observed. 
Almost 90% of the droplet mass leave the cathode at an 
angle < 20° to the cathode plane with a velocity of ~ 
10^-10" cm/s [2,3]. 

A cathode spot has an internal structure which 
shows up in the existence of individual cells, the 
lifetime of each cell being ~ 10~* s [2]. In this 
connection, the operation of a cathode spot is 
accompanied by cyclic ejection of plasma jets and 
liquid-metal droplet. Besides, the cathode spot itself is 
in continuous chaotic motion. The great difference in 
ejection velocities between the plasma and the droplets 
may give rise to a situation where a cathode plasma jet 
hits a droplet.   This resembles a shot of a hunter at a 

flying bird; therefore, we have called this phenomenon 
the "hunting effect". 

2. Interaction between plasma jets and 
droplets in tlie cathode region of a 
vacuum arc 

Let us consider a noncharged droplet in a flow 
of quasi-neutral plasma ejected by a cathode spot. For 
the energy flux density P,- transferred to the droplet per 
unit time by plasma jet ions we can write 

j,{E,+U,-Z(p) 
P =■ 

eZ 
(1) 

where /■ is the ion current density; Z and E^ are the ion 

average charge and energy, respectively; ep is the work 

function of an electron; t/, =2^f^i '^ ^^'^ average 

ionization potential, and f is the fraction of the ions of 
charge multiplicity /. 

Upon interaction with a droplet, electrons 
transfer to the droplet their kinetic energy and the 
energy equal to their work fiinction: 

P,=— ^-^, (2) 
e 

where T^ is the electron temperature. 
An investigation of the ion flow from the 

plasma of a vacuum arc has shown that the ion current 
toward the anode is proportional to the arc current / with 
a factor CC ~ 0.1  [5].    Correspondingly, for the ion 
current density we can write 

J,=- (3) 

where S is the cross-sectional area of the plasma jet at 
the site of its interaction with a droplet. 

In view of relations (l)-{3), the expression for 
the specific energy w received by a droplet of radius Rj 
from a plasma jet has the form 

7,aItiI,+U, + 2ZkT\ 
W = ■ , (4) 

4SZRjpe 
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where p is the density of the cathode material. Note 
that, according to (4), the specific energy is inversely 
proportional to the droplet radius. 

Let us use the ecton model of a vacuum-arc 
cathode spot [2] to analyze the plasma jet parameters 
involved in equation (4). According to the ecton model, 
a cathode spot consists of individual cells, each emitting 
a portion of electrons - an ecton. The current of a spot 
cell is about twice the threshold current of the arc 
operation. As the arc current is increased, the spot cells 
are grouped in the close vicinity of one to another since, 
in this case, conditions are realized which are more 
energetically profitable for the repetition of ecton 
processes. As this takes place, the plasma parameters 
are established due to the operation of an individual cell 
of the spot upon explosion-like disintegration of a 
portion of the cathode under the action of a high-density 
current. A simulation of the ecton processes has shown 
that the ionization processes occur within a narrow (of 
the order of a micrometer) region near the cathode and 
further the charge state of the arc plasma remains 
practically unchanged [6]. The ions, under the action of 
the electron pressure gradient, acquire directional 
velocities of the order of 10* cm/s within distances as 
small as several micrometers. Taking this into account, 

to estimate the ion flow parameters   E^   and   f/^ 

involved in equation (1), we can use their values 
measured away from the cathode. Let us consider a 
cathode made of copper, the material most extensively 
studied from the viewpoint of cathode phenomena and 
arc plasma properties. The kinetic energy of ions and 
the average ionization potential for Cu are, respectively, 
56 eV and 20.4 eV [7, 8]. The electron temperature 
near the cathode is ~ 3-4 eV [6]. Correspondingly, for a 
copper cathode, the energy transferred to a droplet by 
ions and electrons (bracketed term in (4)) is ~ 90 eV. 

The droplet fraction of the cathode erosion 
plays an important role in the self-sustaining of an arc 
discharge [2]. As a droplet breaks off a cathode, a thin 
bridge is formed. The ion current from the cathode 
plasma, which closes on the droplet, flows through the 
bridge. Since the ratio of the droplet surface area to the 
bridge cross-sectional area may be great, the current 
density in the bridge may reach high values sufficient 
for the bridge to explode and an ecton to appear. The 
characteristic time of the ecton process is ~ 20-30 ns 
[2]. With a velocity of lO" cm/s, a droplet will move off 
the cathode surface for a distance not over 2-3 nm. If a 
droplet of diameter 0.1-0.2 |im, having broken off the 
cathode, is in the region of propagation of a plasma jet 
formed during the operation of an ecton, then, according 
to (4), for an ecton current of 3.2 A, w > 10'' J/g is 
achieved within 20-30 ns even if the plasma expansion 

is spherically symmetric, i.e., S = Iw^, where r is the 
distance from the cathode. This specific energy 
corresponds to a droplet temperature higher than 2 eV 
and, as revealed in a study of the electrical explosion of 
conductors and the  initiation  of explosive electron 

emission [2], it is suffice for a material to go from the 
condensed to the plasma state. 

We have shown above that a dense plasma can 
be generated during the operation of an individual 
cathode spot cell. An increase in current increases the 
number of ectons and makes the droplet larger. When a 
spot moves to a new site and the droplet formed during 
the operation of the previous spot appears in the zone of 
its action, coarse plasma blobs may appear at a certain 
distance from the cathode surface. This process is quite 
probable since the velocity of motion of the spot over 
the cathode surface (~ 10'' cm/s) is comparable to the 
velocity of flight of the droplet. 

Let us consider the interaction of a droplet with 
a collectivized plasma jet produced by an ensemble of 
simultaneously operating ectons. To estimate the ion 
current density, we use the data of Daalder [9] 
according to which, for a current of 100 A, the cathode 
spot diameter is 10 nm. In this case, for a droplet of 
radius Rj = 0.5 )im being 5 ^m away from the cathode 
surface and a plasma jet with an expansion angle of 60° 
[10], at / = 30 ns the specific energy is over 10^ J/g. 

3. Conclusion 

Thus, the above analysis based on the ecton 
model has demonstrated that dense plasma blobs can be 
formed near a cathode due to the interaction between 
the plasma jets and droplets ejected by the vacuum arc 
cathode spot. 
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Plasmadynamic phenomena of a stationaiy plasma thruster (SPT-100) plume in the very-near-field region have been 
studied by using a two-dimensional axysimmetric numerical code based on a combination of Particle in Cell (PIC^ 
simulation for ion component (Xe and Xe ) and fluid description for electrons. The model can reproduce 
qualitatively several experimental observations. 

1. Introduction 
Stationary plasma thrusters (also called closed 

electron drift thruster of the Morozov type) [1] are ion 
thrusters with high specific impulse and low thrust that 
make them suitable for satellite station keeping or orbit 
transfer. 

A major concern in the use of these devices is the 
possible damage their plumes may cause to the host 
spacecraft and to communication interference of 
satellites. Indeed an electric thruster, such SPT-100, in 
operation produces, besides high energy ions (Xenon 
for his inert and low ionization potential property) 
responsible of the thrust and electrons emitted to 
neutralize the positive space charge, also neutral 
propellant atoms and low energy ions created by charge 
exchange (CEX) collisions between ions and un-ionized 
propellant (in which electrons are transferred) or by 
electron impact ionization of neutral atoms. They are 
more influenced by the self-consistent electric fields 
that cause slow ions to propagate radially and to flow 
upstream, while gaining energy. 

Thus, the structure of the plasma plume exhaust 
from the thruster is of great interest and several models 
[2-5] have been developed simulating the 
plasmadynamic of the exhaust plume in the far-field 
region. The modelling of the plasma plume of electric 
thrusters in the very-near-field plume region (z<0.2 m 
from the thruster exit plane) is important because there 
are many new aspects to take in account as plasma 
sheath effect, magnetic field effect, non isothermal 
electrons, electron-neutral collisions and so on. 

2. Numerical model 
Due to particular geometry of the problem each 

quantity is given in terms of axisymmetric coordinates 
(r,z) and we assume no variation in the azimuthal 
direction. 

In the PIC technique, ions are considered as macro- 
particle and their charge are deposited onto a 
computational grid using the cylindrical weighting 
functions. Ions are loaded into the simulation at each 
time step to simulate the exit flow. The ion exit 
conditions (radial position and velocity components) are 
given in ref [5] on the basis of fitted experimental data. 

In order to know the electron charge density, one 
differentiates the momentum conservation equation and 
substituting the laplacian of the electric potential with 
the source term of Poisson equation the following 
differential non linear equation for the electron charge 
density results: 

MLV^/„P. + ^vfcp„ -vr, -^- B^^+^V'T^+^= 0 

(1) 

'/«p, + —V/np, •,., „, ^ 
'^'     e      ^'      '    e„ dz 

with boundary conditions given by (see Fig. 1): 

^,^P.=-P, 
■^2 -^ P. = P» 

In eq. (1), Ve,t=vi^t since the particle flow across the 
magnetic field is ambipolar (current-less) and we 
consider only the radial component of the magnetic 
field (dipol approximation). 

Fig. 1 - Scheme of the simulation domain. 

The solution is obtained by the iterative Newton- 
Raphson method discretizing the laplacian with a 5- 
points formula in cylindrical coordinates and using a 
successive-over-relaxation (SOR) scheme. 

Once the electron charge density is computed, the 
electrostatic potential is determined by solving 
Poisson's equation. 

Knowing the electron density we can solve the 
electron energy conservation equation for the 
temperature where we neglect the unsteady and 
convection terms and we consider the following 
ionization energy sink term: 

Qe = hA (2) 

with "f ~ ^r, ","x<- the volumetric ionization rate and Ej 
the Xenon ionization energy. We calculate the electron 
impact ionization rate coefficient k(Te) on the basis of 
e/Xe cross-section data [6] fitted to the following 
polynomial expression: 
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A(rj =4.5243 X 10"" -4.4952 x 10""?; + 1.1776 xIO"'Y - 

2i515xlO-"7;' -2.3932X 10'" ?;.■' +9.7869 xIO-"?;.' 

(3) 
Substituting the ideal gas equation we have 

K,vt. + VK„vr..--Q. (4) 

where the electron thermal conductivity is included by 
the following fitting formula (including the electron 
collision effect) [7]: 

... = AT:      with  1^^2.08x10-'   « = l/2,    i> 
2eV 
2eV 

(5) 
Eq. (4) is solved with the following boundary 
conditions: 

S^,S^ -^T,= const 

or 

and we come back to the electron momentum 
conservation equation until we reach convergency. 

The ions are moved under the influence of the self- 
consistent electric field integrating numerically the 
equations of motion using the leap-frog algorithm . 

Collisional processes are modeled between move 
steps using a TPMC method [8] to simulate Xe-Xe"^ and 
Xe-Xe (momentum and charge transfer) collisions, 
and a volumetric production method to simulate neutral 
ionization by electron impact. 

3. Results 
The behavior of the plasma potential is reported in 

Fig. 2. We can see the potential wall structure 
developing spontaneously that capture ions to neutralize 
electrons trapped by magnetic field. In fact we note a 
peak near the centerline at the small axial position that 
is attributed to electrons confined by magnetic field 
cusp formed by the thruster magnetic coils. 

Figure 3 shows the radial profiles of electron 
temperature measured [9] at different axial locations 
The peak structure in front of the discharge channel 
(28mm<r<50mm) decreases in magnitude and broadens 
as the electrons move away axially from the thruster in 
agreement to the fact that electrons continue to cool 
down. We note a discrepancy between the model and 
experimental values in the very low radial and axial 
positions due to neutralizer position effect. The high 
experimental values of temperature at radial distances 
greater than 70 mm for z=10 mm can be due to a 
reduction of thermal electrical conductivity caused by 
electron-ion collisions. 

50 100 
Radial Posilion (mm) 

Fig. 3 - Measured [9] and computed electron 
temperature as a function of radial position for different 
axial position. 
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The double sheaths formed by plasmas that contain thermal electrons, as well as positive and 
negative ions has been investigated. The negative ion beam that can be extracted under these conditions 
is given as a function of the electric potential, the density ratio and the Langmuir limit. The result is 
useful when it comes to extract ion beams from negative ion sources. 

1. Introduction 

Double sheaths set up by electron emission [1] 
and a counter-stream [2] can be tailored to give 
optimum extraction of beams with regard to the 
Langmuir limit. Double sheaths containing 
negative ions are scarce [3]. In a previous work 
the effect of negative ions within a plasma upon 
electron beam extraction has been investigated 
[4]. This paper deals with double sheaths whereby 
the plasmas on both sides do contain negative 
ions. This is of practical interest if one wants to 
optimize negative ion beams from an NBI 
source. 

2. Model 

Consider a double layer formed by two 
plasmas, both containing negative ions. From the 
lower potential side (potential F=0), thermal 
electrons and negative ions flow with current 
density J,. and J^. Particle densities «ei(^, «ni(fO 
are given by 

«„=    ,      -^^ »„i    ,       •^" (1) 
epe(V+V^)/m epe(V + V„)/M„ 

where V^ and V„ are the potentials equivalent to 
the initial energy, m, A/p, M„, are electron, positive 
and negative ion masses. Positive ions get 
reflected and their density «pi(K) within the sheath 
is 

n,An = Npiexp(-eV/KTp), (2) 

where A^pi is the boundary value. From the high 
plasma potential side (V=V^) positive ions flow 
with current density Jp, such that the density 
becomes 

np2(.V} = J,,/epe(^V,-V + V„)/Mp ,     (3) 

whereby the initial velocity is given by Vo 
according eVo= MpVo^/2. Electrons and negative 
ions are reflected. Their densities are 

n„2 = N„2exp[-e{Va-V)/KT„], (4) 

where T^, T„, Tp, are the temperatures and A^e2, ■^p2, 
7Vn2 are the densities at the boundary. 

3. Formulation 

The right hand side of Poisson's equation is 
N{V)/eo = -"d - n„l + "p\ - "el - "nl + "p2 ,   (5) 

where EQ is the dielectric constant in vacuum. 
Introducing the following normalization, 

eVjKT,,   ri„=eVjKT„ Ve,=Af,,Wp,,   v„,=//„,/Afp,, 
Va=NJNp2,   v,2=Nn2/Np2,   q=Np2lNpu   yn=TJT„, 
Yp=TJTp, L=JJJo, J,i=J^oJJo, Jp^JpOp/Jo, where 
O„=(Mn/"0 ', Op= (Mp/my'\ Jo=Np,ei2KTM)   , 
Poisson's equation now reads 

d'77/d^=-ep/eo, p=N/7Vp, (6) 

■yjri+rie      -^n + n,, yjna-ll + rio 
-qv^2 exp[-(r?„ -r\)]-qv„2 exp[-y„(77„ -77)], (7) 

and the conditions at the plasma boundaries are 
1) Quasi neutrality : p=0 at 7j=0, T}^. 
2) Zero derivative of space charge density 

dp/d§=0 at 77=0, 77a. 
3) Zero electric field: djj/d^O at 77=0,77^. 

Multiplying d77/d^ on both sides of (6) and 
integrating, we obtain the stress (d7j/d^)^/2, which 
automatically satisfies the condition d77/di^O at 
77=7]a- At 7]=0, then we obtain 

+ n-exp{-YpTlaWrp + ypiylna+rio-^) 

+gv,2{exp(-riJ-l} + qv„2{expi-y„-na)-i}/7n ■ (8) 
The   double   layer   does   form,   if  eqn.(8) 

together with the boundary conditions is satisfied. 

4. Double sheath with high potential 

Putting exp(-7]a)«l, exp(-yp77a)«l, exp(-7e77a) 
«1 and exp(-7„77a)«l and rjc=7]n, we get 

Je+Jn _i , Jp 
1/2 

:1 + 
■Jl^ +rio 

(9) 
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Jc+Jn     _    Jp 
'?(Vc.2+V„2), (10) 

Je + J„ 
3/2 

210 
3/2 ^9(v<.2 + r„v„2),    (12) 

1/2 

fJo 

2yp-JpKla+Vo)"'   ' 

g(^.2+V,,2) + (;c+7«)/n„"^ 

(13) 

(14) 
MVe2+Y„V„2)-Uc'+J„)'r]/'^ 

Tjn and !j„ given by (13) and (14) correspond to 
the Bohm criterion determining the ion fluxes, rj^ 
(or T]„) increases from l/(27p) as T], is decreased or 

Jp is increased. ri„ increases from 1/(2/„) for the 
negative ion-rich plasma as rj, is decreased ory^ 
andy„ are increased. ri„ tends to 1/2 of the simple 
sheath ifJc=J„=Q and rip>>l. 

From (8), we obtain the Langmuir limit as 

Uc + J„ )Q'la+'l„ -^|jh)- Jp (yl'h+1„ - -Jih) 
= ^'Yp-q(v,2+v„2/Y„)- (15) 

If ;]a is extremely large, the limit is modified as 

J.+J„=Jp- (16) 
Without y„, we recover J^={Mplmf'^Jp. Without 

jp, we obtain J„=(A^p/A/„)'%, i.e. the negative ion 
beam is governed by the positive ion beam, and 
determined by the square root of the mass ratio. 

5. Calculations and Results 

We have five equations to determine the 
unknowns ;)„, 77,, 7,+ y„=y,„, J^ and q from the 
known values 77^, v^j, v„2, Yn and Yp. We define 

jcn= Jc+Jn- This nonlinear system has been solved 
by 

0.   28   -....-..;.^T| 

iteration starting with 77o=l/2, /7„=I/(2)^ to gety,,,, 
Jp and q. Afterwards new values for 7j„ and rj„ , 
e.t.c were determined. 

In Fig.l for 77^=10, Yn=Yp=10, the beam density 
y'cn has a maximum at a \„2 while TJ^ is small but 
becomes almost constant  for higher  rj.,.  This 
behavior holds in a wide range. 
Fig. 2. 77,77' and p vs ,^ for 77,= 10, Yn=Yp=10. 

Fig. 1. Vcn andJJJp vs v^ for r;, =10 and Ve2=0.3. 

In Fig. 2 showing the profile of the double sheath, 
p is not symmetric as in the beam-free 
case, showing a narrow dip near the low potential 
side and a small bump on the higher side, though 
it was confirmed that the integral of p over the 
entire region is 0. For v„2=0.1, 77 shows a wavy 
structure near 77,, suggesting a triple layer. As v„2 
is increased above 0.1, 77, 77' and p resemble those 
of Vn2=0. Therefore, except the cases with a triple 
layer, the sheath thickness 5 (normalized by Ap) 
can be defined by the distance between 0.0177^ 
and 0.9977,. 8 deviates from 77'"Vy;„"^ as 77, is 
decreased. 

6. Conclusion 

The double sheath theory has been extended to 
the case when a beam of negatively charged ions 
is extracted from a plasma containing such 
particles. Results are presented for the current 
densities of positively and negatively charged 
species, profiles of space charge, electric field and 
potential within the sheath. The potentials at the 
sheath edge will help to better understand the 
extraction of negative ions from negative ion 
sources. 
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1. Introduction 

Glow discharge optical emission spectroscopy (GD- 
OES) is an analytical technique widely used for 
elemental and depth profiling analysis of materials [1]. 
The technique is based on the analysis of the optical 
emission of atoms sputtered from the cathode and 
excited in the plasma. Radio frequency excitation of the 
glow discharge (RF-GD-OES) is developed for 
quantitative analysis of non-conductive samples. 
Capacitively coupled radio frequency discharges have 
been extensively studied both experimentally and 
theoretically over the past decade in the context of 
plasma processing for the microelectronics industry and 
thus these discharges are fairly well understood [2-3]. 
The operating conditions used in RF-GDOES are, 
however, different than those standardly used in plasma 
processing, leading to a discharge behavior quite 
unusual and it is our aim to understand this behavior. 

2. Experimental set-up 

The experimental set-up is based on the industrial Jobin 
Yvon Horiba RF-5000 instrument on which the optical 
components have been removed, as material analysis is 
not considered here. The source used is a 4 mm diameter 
cylindrical copper electrode facing a plane electrode. 
The plane electrode is the sample itself and the gap 
space between the two electrodes is maintained by a 
toroidal joint. The 13.56 MHz radiofrequency voltage is 
applied on the back of the sample with a cylindrical 
applicator through a blocking capacitor. A matching box 
insures the coupling between the generator and the 
source. A Pirani gauge is used to monitor the pressure 
inside the reactor. 
One problem of major concern in measuring the 
discharge current in radiofrequency discharges is 
removing the capacitive current due to the reactor 
capacitance. Applying a radiofrequency voltage of the 
form V= Vrf cos (o*), to the back of the sample, give rise 
to a capacitive current (Cs dV/dt), where Cs is the system 
capacitance. This current is much higher than the total 
discharge current. The method for suppressing this 
capacitive current in the GD-OES instrument is based on 
the technique perfected on the GEC (Gaseous 
Electronics Conference) reference cell. More detailed 
information can be found in reference [4]. Similar 
measurements for lower frequency discharges have been 
performed by Hoffmann' group using a different 
technique [5]. 

A diagram of the plasma reactor and electrical 
measurement system is shown figure 1. The two current 
probes used are Solar 9323-1 of Rogowski type. The 
windings of the probes are essentially the secondary 
windings of a toroidal transformer. The RF cable, 
carrying the current to be measured, acts as the primary 
winding of the fransformer. The voltage probe is a 
Tektronix P5100, lOOx. A high performance 
oscilloscope, Tektronix TDS 7104 is used. The vacuum 
variable capacitor is a Jennings C/GCS -100-15 
picofarads. 

CPl vvc 

Electrode 1 

Electrode 

Plasma 

HI" 

reactor 

Figure 1: Schematic diagram of the electrical 
measurement technique. CPl and CP2, Current Probes, 
Vvc, Vacuum Variable Capacitor, VP,Voltage Probe. 

3. Results 

In this section, we will study the results obtained for a 
radiofrequency discharge in argon at 950 Pascal, 13.56 
MHz and for a titanium sample at 10 watts. In the first 
part of this chapter we will show the experimental 
measurements of the current and voltage, in the second 
part we will analyze the results with the help of an 
analytical approach. 

Figure 2 shows the current and voltage measured on the 
two lines (reactor and variable capacitor) for a 
radiofrequency cycle. We can see on this figure that the 
measured currents are capacitive currents; the phase 
shift between the currents and the voltage is close to 90 
degrees. We notice that the two currents are very 
similar, therefore the total discharge current will be only 
a small part of the total current. The amplitude of the 
total current is about 1.2 A. The current on the two 
electrodes has to be identical over a radiofrequency 
cycle. The surface of the two electrodes being different. 
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the voltage exhibits a large bias, the voltage is shifted to 
negative values. The voltage and the current are 
measured on the back of the sample, the small electrode. 
The measured voltage is of the form V(t) = Vrf cos(wt) 
+ Vbias , under our conditions we find Vrf = -350 V, 
Vbias =-260 V. That means that the sample is a cathode 
for most of the cycle. It is during the cathodic part of the 
cycle when the voltage is negative on the sample that the 
electrode is sputtered. 

On figure 3, we present the total discharge current 
obtained by subtracting the 2 previous measured 
currents. The maximum amplitude is about 0.25 A, at 
half cycle. 

The discharge current is the sum of three terms 
corresponding to the electron, ion and displacement 
current. It is possible to extract the displacement current 
from the measured total current if we assume that the 
electric field contracts and expands in a similar way. 
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Figure 2 : Voltage and current time variations over a 
radiofrequency cycle. Titanium, 950 Pa, 13.56 MHz, 10 
Watts. 
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Figure 3 : Voltage and total discharge current time 
variations over a radiofrequency cycle. 

4. Analytical Considerations 

To calculate analytically the displacement current, we 
need to make an assumption on the temporal variation of 
the electric field on the electrode. We assume a linear 
decrease of the electric field in the sheath and a parallel 
slope decrease and increase of the sheath. The last 
assumption is to consider that all the applied potential is 

completely distributed in the sheath; there is no positive 
column. 

The applied potential V(t)=Vrf cos((Ot) + Vbias. At time 
t=0, V=Vrf+Vbias 

If all the potential is distributed in the sheath we have 
EO = -2 (Vrf+Vbias)/dO, EO being the electric field on 
the electrode and dO the sheath length at time t=0. EO 
and dO are the maximal values of E(t) and d(t) as the 
applied potential is maximal at t=0. As we have a 
constant slope at any time we have E(t)/EO = d(t)/d0. 
We can easily get the following relation: 

E(t) = Eo 
V(t) 

Vrf+Vb 

We can calculate the displacement current: 

dE id=seo- 
dt 

where S is the sample surface 

The best agreement between the calculation and the 
experimentally deduced displacement current is 
obtained for E0=65 kV cm''. Knowing Eo, and the 
displacement current it is possible to have access to 
important information on the discharge characteristics, 
we will present here these results. 

5. Conclusion 

We measured the total current and the voltage time 
variations for a radiofrequency discharge using a 
titanium sample at 13.56 MHz, 950 Pa and 10 watts in 
argon. From these measurements, we were able to 
electrically characterize the discharge and to get 
information on the plasma. We found that the plasma is 
only extended a few millimeters from the sample 
surface, 2.6 mm, and has a rather high density. 
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Surface destruction and change of solids properties 
under the plasma influence. 

A.L. Bondareva, G.I. Zmievskaya 
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Interactions between ions beams and solids or plasma and solids result in changing of solids 
properties as well as ions beams or plasma characteristics. The influence of blistering on 
solids properties are examined in the paper. The stochastic model of blistering is presented. 
The evolution of distribution functions of bubbles versus bubbles sizes and coordinates in 
lattice is received. The depth dependences of porosity and tensions, which are created by 
bubbles, are calculated using the distribution functions. 

1. Introduction. 

The study of phenomena of interaction between plasma 
or ions beams and sohds surface is very important for 
technologies. It concerns with cosmophysics, nanotech- 
nology and controlled thermonuclear reactor. The phe- 
nomena result in change of surface relief and properties 
of materials. Experiments in space and thermonuclear 
experiments are very difficult and expensive. In this 
connection, computer simulation of such processes is 
very important. 
This paper is devoted to computer simulation of fluctu- 
ation stage of high-temperature blistering. Blistering 
is phenomenon of development of gas bubbles in solids 
surface layer. Such gas bubbles are named blisters. 
Blistering results from irradiation of solids surface by 
ions of bad soluble gases. The fluctuation stage is very 
short, but it determines further development of blis- 
tering. The duration of the stage is 10~^ sec approx- 
imately. Bubbles sizes are approximately lOA during 
this stage. 
The behaviour of gas-vacancy pores in Ni crystal 
lattice under the influence of He ions with energy from 
1 keV to 35 keV and radiation dose from 10^^ to 10^'' 
ions/cm^ is examined in this paper. Such terms can 
arise in solar wind and thermonuclear reactor. The 
temperature of material T is Q.4-TmeH <T < O.GTmeit 
, Tmeit is melting temperature of Ni. 

2. Stochastic model of blistering and 
equations. 

The stochastic model of fluctuation stage of high- 
temperature bhstering had been put forward by au- 
thors [1,2]. Brownian motion model of particles with 
variable mass was accepted as a basis. Blistering inves- 
tigation deals with computer simulation of superposi- 
tion of the stochastic processes of bubbles sizes change 
and bubbles migration in crystalline lattice. It is pos- 
sible because processes of increase of bubbles sizes and 
bubbles migration in lattice have appreciably different 
time scales. Solution of kinetic equations for Brow- 
nian motion model is non-linear problem. Therefore 
authors use stochastic analog method to solve these ki- 
netic equations. Main idea of this method is change 
of kinetic equations by their stochastic analogs and 

solution of stochastic diff'erential equations. Scheme 
of splitting on physical processes and coordinates was 
used for solution of examined problem. The system of 
four stochastic differential equations was received af- 
ter the splitting. Increase of size, migration on lattice, 
fusion of bubbles, exit of bhsters on surface and bub- 
bles destruction on it are examined in this paper. The 
stochastic equation for size change is following 

dt kT   ^"' ' 

aA$(g,f,f) 

dg 

ldDig,t) 
2     dg 

+ ,/2D{9J)W,it) 

to <t< Tk,      g(to) =go€ [gomin, 90max],      fl(*) > 2 

g is bubble size, A$((/,f,t) is Gibbs potential, 
D{g,t) is diffusion coefficient in sizes space, Wg{t) is 
Wiener process, Tk is duration of fluctuation stage. 
^^^ig'^''^ la=g,, = 0,    Per is "critical" size of blister. 

A^gomin,f,t) = A$(pomax,r*,«) = A^g^r,f,t) - kT, 

gOmin < 5cr "< flOrnai- 

A$(fl, f, t) and D{g, t) nonlinearly depend from bubble 
size. Heterogenous condensation on bubbles surfaces, 
difference between chemical potential of phases, surface 
tension on bubbles surface, elastic reaction of solids 
lattice, nonequivalence of bubbles position in lattice, 
break of connections of crystal lattice are considered 
using A$(p,f, f) and D{g,t). 
The stochastic equation for depth is following 

z{t)^z{to)+   [   H,(T,x{T),y{T),z{T))dT+ 
Jto 

[ a{T,z{T))dW,{r) 
Jto 

+ 

H^{T,x{T),y{T),z{T)) = - 
1   dU     IdD, 

-iMg dz      2 dz 

a^{z, t) = sj2D^{z,t)    U = Ubb + Ubs 

Wz is Wiener process, z is depth of bubble from surface 
under irradiation, Mg is blister mass, x, y, z are bubble 
coordinate in crystal lattice, D^ is diffusion coefficient, 
Ubb is interaction potential between blisters by phonons 
and oscillation of electron density, Ubs is potential of 
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interaction between bubbles and surface. 

N 

utb = Yi[ 
0.6 ■ br + Qr COs(Cr(r'i - fj)) 

r,- - r,' 

Cr, br Cr are model coefficients, f, and fj are radius- 
vector of two interactive bubbles. Two bubbles can 
fusion if fusion condition is carried out. The fusion 
condition is |fj - fj\ < '^{gy^ + g]'^) + A/. Ay is 
model parameter. 0 < A/ < a, a is lattice parameter, 
Tjje is radius of He atom. 
Authors modified Artem'ev method to solve the 
stochastic equations and used new method to solve sys- 
tem of four concerned with each other stochastic equa- 
tions with nonlinear coefficients. 
The developed model allows to receiv the following 
characteristics: distribution function of bubbles from 
bubbles size and position on crystal lattice, mathc- 
maticaJ expectations and dispersions of bubble size 
and distance from surface, evaluations of porosity of 
solids layers and tensions in layers. 

3. Conclusions. 

1. According to classical theory bubbles destroy if 
their sizes are less than gcr and bubbles increase 
if their sizes are more than g„. However, numer- 
ica] experiments demonstrate that blisters can 
increase if their sizes are more than ^omfn and 
less than g^r- Bubbles can destroy if their sizes 
belong to interval from 5^^ to gomax- The part 
of increased blisters with sizes € [^omm;5cr] is 
larger than the part of destroyed blister with sizes 
€ [gcr\g(imnx]- 

2. The bubbles migration into the surface under ir- 
radiation if bubble radius is less than 5 A, other- 
wise bubbles stop; 

3. Layer-like structure of near-surface layer is dis- 
covered. Layers with accumulation of bubbles al- 
ternate with layers where number of blisters is 
small; 

4. The greatest porosity is observed on depths of 
- 0.85 • flp and ~ 0.35 ■ Rp, Rp is middle depth 
of projection run; The porosity of solid layers 
from depth at time of finish of fluctuation stage 
is shown on Figure 1. The depths of two biggest 
maximums of porosity correspond to depths of 
development of two kinds of blisters. The depth 
~ 0.85 ■ Rp conforms to depth of "large" bubbles. 
And the depth ~ 0.35 • Rp agrees with "small" 
bubbles. 

5. Rate of increasing of bubble size reduces if blister 
size is bigger than 12 A. This phenomenon con- 
nects with great number of connections breaks in 
crystal lattice; 
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Figure 1: The porosity of solid layers from depth at 
time of finish of fluctuation stage is represented on this 
picture. The depth from surface (z) is measured in 
lattice parameters. 0 is surface. 400 corresponds to 
2 • i?p. The porosity is considered as ratio of layer 
porosity from porosity of all sample at initial time. 

0.2 

!           I           I           [ i !  

-     ■■: -.- 

0.15 
i            1            i            :            i            ; 

-.      .               .!    L,.          ...1 i i.__ 

!                     i                     1                     ; 
lit! 

0.1 ;         d    ii    :           1 j" ■ -r-  

0.05 
T!                                          ffl          ^                         ' 

LfL                                                  n          ! 
■■      

0 inD Ilk tljnn   m 

0    50   100   150  200  250   300   350  400 

z 

Figure 2: This figure shows the tensions in solid layers 
at finish time. The tension is measured in 2 • 10^Pa. 
The depth from surface (z) is measured in lattice pa- 
rameters. 0 is surface. 400 corresponds to 2 ■ Rp. 

6. Tensions in solid layers, at finish time are shown 
on Figure 2. Largest tensions are observed on 
depths ~ 0.85 • Rp and ~ 0.35 ■ Rp. Stress is 
pronounced near surface. 

7. Distribution functions of bubbles from sizes and 
coordinates in lattice arc nonequilibrium. 
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N* ion implantation effects on microliardness properties of stainless steel 52100 
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' Plasma Physics Research Center, Science and Research Branch, 1. A. U. Iran 
^Faculty of Electr.Engineering, University of AppHde Science, Deggendorf, Germany 
^Dept. Theoretical Physics, University of New South Wales, Sydney 2052, Australia 

1. Introduction 2. Experimental and Results 

Ion implantation has been used to modify the 
mechanical properties of a wide range of 
metals and alloys using plasma techniques for 
ion sources and plasma surface treatment 
[1-2]. It is well known for producing a 
modification in the structure of the superficial 
layers of metals by formation of new 
crystalline phases, meta stable or amorphous, 
and thus to improve the surface properties [3]. 
By ion implantation we are able to change the 
chemical composition, phase and structure of 
near - surface layers, i.e. the very parameters 
of a material which predetermine, to a great 
extent,its mechanical, optical, electrophysical, 
corrosive properties. 
It has been establish that nitrogen 
implantation into metals can alter their 
surface properties such as friction, wear, 
corrosion, etc [4]. 
Nitrogen is the most common ion used for 
metallurgical application when the ions 
penetrate the surface of the workpiece, some 
of them peg microcracks, some fill lattice 
spaces in crystalline structures, and some 
react chemically to form compounds, giving 
new lattice properties [5]. 
When treated surfaces wear, the atoms 
trapped interstitially in the metal structures 
become dislodged and may diffuse deeper 
into the surface. As this process continues, the 
atoms continue to close up micro cracks. This 
discourage crack propagation in the work 
piece and lead to better abrasion resistance. It 
can also prevent the ingress of oxygen and 
other potentially corrosive compounds. 
In this paper, theresultsof our experiments, 
are given concerning the influence of High- 
dose in surface hardening. 

corresponding author: a_shokouhy@yahoo.com 

First, samples, as stainless steel disks 
containing 1.52 wt% Cr. as the major alloying 
elements, with a thickness of 4 mm, were 
mechanically polished and cleaned by acetone 
and methanol, using ultrasonic device. 
Disks were implanted with dosed ranging 
from lxl0'So3xl0'^ NVcm^ at an energy of 
90 keV. In every cases, the substrates 
temperature was kept at 224°C. 
Beam current and accelerator voltage during 
the experiment were 5 mA and 105 kV, 
respectively. Vacuum before implantation 
process was 4.Sx\0~^ pa and during 

implantation it was better than 1.6xlO~^pa. 
Comparison of unimplanted sample 
microhardness, with implanted one, shows 
increasing about 41.6% at dose of 1x10 
NVcm^. Figure 1, presents the Vickers 
hardness(HV), profile, versus Nitrogen 
irradiation dose at the energy of 90 keV. 

19 

HV 

I.E-*I5 l.b*16 l.b+l/ '.L+IS I.t+IV 
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Fig. 1. Micro hardness measurement profile versus 
dose variations 
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As this profile shows, the microhardness 
increase with accumulation of dose up to 
1X lO" N*/cm^ and then decrease at dose of 
3x10'^ NVcml It may be because of 
saturation of the implanted layer by nitrogen. 
A great role in the surface hardening is 
obviously played by different crystalline 
phases of iron nitrides produced as a result of 
nitrogen ion implantation into stainless steel 
targets [6-7]. Hardness measurements and 
wear reduction of 52100 steel by implantation 
of oxygen, aluminum and carbon dioxide 
have been reported [8]. 

Fig. 2. Elemental Analysis for stainless steel sample 
implanted by 1 xio'' NVcml 

Figure 2, shows nitrogen distribution in the 
surface of a sample at dose of 1 x 10'^ NVcm^. 
using GDS instrument which confirm 
theoretical distribution of nitrogen 
implantation into stainless steel. 
Also the elemental analysis of Oxygen, and 
Carbon on the surface have been carried out 
using GDS instrument (fig2.) 

3. Conclusion 

Hardness increasing could be because of 
dislocation fixing by nitrogen deposition (as 
figure 2 shows) in steel crystalline. Also high 
chromium existence in 52100 steel, can cause 
formation of chromium nitride phases, and 
this may be another reason of hardness 
increasing. 
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The peculiarities of pulse sputtering magnetron discharge in conditions of low-voltage power 
supply from capacitor energy storage are considered. Discharge current-voltage characteristics is 
shown to depend on pulse duration. The pulse packet regime ensures stable arc-free maintenance 
of the discharge at long time operation. 

1. Introduction 

Magnetron sputtering systems (MSS) are widely used in 
thin film technology, however, the practice constantly 
brings forth new problems and development of new 
more efficient MSS does not interrupted. The abilities of 
MSS in many respects are defined by their operation 
mode and power supply features. As an example of this, 
one can mention the intensively developed pulse 
sputtering [1]. The new approach allows to reduce 
working temperature at high power level, to increase an 
instantaneous plasma density and to stimulate chemical 
reactions on coated surfaces, to prevent glow-to-arc 
transitions on magnetron targets in reactive gases. 
Different circuits can be used for pulse discharge 
generation. A large charged capacitor periodically 
connected to a magnetron may be employed for this 
goal, too. The capacitor serves as an energy storage and 
a current transformer for a power supply source that is 
the discharge current magnitude can be much higher 
than the maximum permissible current of the power 
source. However the capacitor appears as a constant 
voltage which equals to the buming voltage of 
magnetron discharge and commonly is less than the 
firing voltage. The paper deals with the peculiarities of 
pulse magnetron operation with such energy source. 

2. Experimental set-up 

The experiments were performed using sputter 
deposition machine Z550M with planar "balanced 
magnetic field" magnetrons. A schematic drawing of the 
pulse magnetron circuit is shown in Fig. 1, where E - 
primary power source (controlled thyristor rectifier 
SSV-3.5) operating in constant mean power mode, C - 
capacitor energy storage, VT - switch IGBT transistor, 
VD - isolation diode, Ri - ballast resistor for the 
auxiliary discharge (starting-up glow) with low current 
of 10-30 mA, PA - peak ampermeter. A 
capacitor/transistor circuit is known to have near-zero 
output impedance and this allows to have very high 
discharge current which is defined in such case only by 

magnetron current-voltage characteristics (CVC) [2]. A 
small resistor Ro was employed for limiting the 
maximum current in the magnetron circuit. 

Fig. 1. Schematic drawing of the MSS circuit 

3. Results and discussion 

Fig.2 shows diagrams of discharge voltage and current 
where t - pulse duration, Xy - formative time for pulse 
discharge or fall time for magnetron voltage. 

Fig.2. Discharge voltage {uj) and current (/</) diagrams 

Fig.2 clearly demonstrates the delay in building-up of 
pulse discharge current after pause. The value of T/ is 
about 50 us at Ar pressures of 0.2-3 Pa and peak 
currents of up to 30 A that is much bigger than X/~ 5 |xs 
in case of the modulator on the base of electronic tubes 
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[3]. In our case, the value of E (400-600 V) is close to 
the maintaining or burning voltage of the magnetron 
discharge; in [3], E was about 2 kV and this voltage was 
applied to the magnetron during the formative time. 
Fig. 3 shows CVC of the pulse magnetron discharge at 
the end of current pulses for different x. One can see the 
smaller x the higher the discharge resistance is and only 
after 100 ns CVC becomes independent on T. Thus, at 
small t the pulse discharge operates in high-voltage 
mode and the square-wave current becomes triangular. 
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Fig.3. Current voltage characteristics of the magnetron 
discharge at Ar pressures of 0.19 Pa (a) and 2 Pa (b). 

Target material is Ti. 

The thin line in Fig.2 is a voltage diagram of the 
auxiliary discharge which creates primary ionization, 
this glow discharge stabilizes arising and maintenance of 
the powerful pulse discharge [3]. When auxiliary 
discharge was put out the delay in firing pulse discharge 
may be very large up to some milliseconds. The near- 
zero voltage period after current pulse is a result of 
excess afterglow plasma conductivity and this period 
may serve as a measure of plasma decay time. 
Adding reactive gases (N2, CR,, etc) to the discharge 
chamber is known to cause sparking and arcing on the 
magnetron target [1,2] but when we used short pulses 
(t<50|is at Id of up to 30 A) these phenomena 
vanished as we decreased the time for charging 
dielectric films on the target. Electron current fi-om 
decaying afterglow plasma and, maybe, the positive 

voltage overshootings (Fig.2) promote discharging the 
films and prevent from accumulation of the critical 
positive charge. However we have the problem how to 
work with long pulses. Obviously, the best approach is 
splitting long pulses into short pulses with small current 
pauses between them that is use pulse packets instead of 
continuos long pulses. Such a pulse regime was 
proposed and successfijlly employed earlier [3,4]. Fig.4 
shows oscillograms for discharge in the pulse packet 
mode and one can see the stable arc-free work of the 
magnetron with graphite target is possible even at T in 
second'th range. 

Fig.4. Oscillograms of current (upper traces) and 
voltages (lower traces) in the pulse packet regime. The 
upper oscillogram (2 s/div) shows whole packets, the 

lower oscillogram (20 |is/div) shows three pulses, 
separated by pauses of 20 \xs, from the packet. Material 
of the target is graphite. Polarity of signals is negative. 
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A pulsed duopigatron ion source operated in hydrogen atmosphere is investigated. Plasma 
parameters were determined using a plane Langmuir probe. Experimental observations of self 
oscillations occurring in one of the two working regimes were put into evidence. The development 
of the self- oscillations depending on the gas pressure and magnetic field intensity was analysed. 

Introduction 
Most common devices used to observe a rich variety of 
phenomena in collisionless plasma discharges are 
plasma sources with magnetic field and hot emissive 
filaments as cathodes. Nowadays there is an increasing 
interest in studying pulsed ion sources as the 
duopigatron one, because of their behavior presenting 
self excited oscillations or chaotic patterns depending 
on some external parameters. 
The aim of this work is to analyze the influence of the 
gas pressure and of the magnetic field intensities on the 
characteristics of the self-oscillations developed in the 
pulsed duopigatron source. 

Results and discussion 
The classical configuration (hot cathode-intermediate 
electrode-reflecting electrode anode) of a pulsed 
duopigatron ion source was used to investigate the 
transition from a chaotic pulsed plasma towards the 
development of self-excited oscillations with a 
fi-equency of 25-7-30 kHz. The cathode of the 
duopigatron ion source is supplied continuously and a 
negative electrical pulse (10 Hz, 250 jis duration) is 
applied to the cathode anode gap [1]. The intermediate 
and the reflecting electrodes are biased automatically 
via serial resistors. 
The ion source was operated mainly in 99.99% 
hydrogen atmosphere, but other gases (Na, O2, Ar) 
were used during the investigations. The pressure 
working regime was in the range 5.10"' -:-6.10"'' mbar. 
The dense, pulsed plasma expands into the working 
chamber where it was investigated. The discharge 
current is max. 30 A at a fi-equency of 1 -5- 10 Hz, with 
a 20 -^300 us pulse duration. A plane Langmuir probe 
was used to determine carrier concentration, electron 
temperature and plasma potential in a cylindrical 
volume around the axis of the working chamber. To 
investigate the time evolution of the expanding plasma, 
the probe characteristics were determined using a 
digitising oscilloscope and a data acquisition system. 
Two working regimes of the ion source were 
evidenced. In the normal one (for pressures higher than 
10"^ mbar) the discharge current displays a normal 
rectangular shape with the same pattern as the applied 
pulsed voltage. Fig.l illustrates the shape of the voltage 
and the discharge current as obtained on the 
oscilloscope display at a pressure of 1.9x10"''mbar. 
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Fig. 1 The shape of the voltage UA-C and the discharge 
current pulse Ij at a pressure of 1.9x10' mbar 

At relatively high pressures (p>10'^ mbar) the plasma 
characteristics display a continuous variation during 
the discharge pulse, as presented in Fig. 2 for electron 
density/ temperature and in Fig. 3 for plasma potential. 
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Fig. 2 Electron density (a) and electron 
temperature(b) variation during the discharge pulse 

The analysis reveals that during pulse duration all these 
parameters reach a maximum with a delay of about 
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\-i-2\is from the applied pulse. The plasma potential 
and the electron temperature show a saddle pattern in 
the middle of the impulse and a sharp increase at the 
pulse end. The increase of electron temperature and 
plasma potential after the driving pulse cut-off may be 
ascribed to the destruction of the double layer structure 
located nearby the anode, which suddenly transfers its 
energy to the plasma. 
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Fig. 3. Plasma potential V,, variation 
during the discharge pulse 

In the lower pressure regime (p<10'^ mbar) self excited 
oscillations of the discharge current during the applied 
pulsed voltage are exhibited, independently of the gas 
nature, pulse frequency and duration. The occurence 
and the shapes of these oscillations present a great 
dependence on the gas pressure (Fig.4). The amplitude 
of the oscillations of the discharge current is limited by 
the filament temperature ("temperature limited current 
regime"[4]), being slightly dependent on the discharge 
voltage and not strongly dependent, as reported in [3]. 
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Fig. 4. Shape of the discharge current 
at different H2 working pressure 

As it was already reported [2], [3], plasmas produced 
in devices with thermoemission and applied external 
magnetic field may present under certain conditions an 
oscillating behaviour, mainly due to a lack of carriers 
in fi-ont of the electrodes where a double layer is 
formed. In our configuration, self-oscillations are 
developing in a narrow pressure range: 1.6x 10"^ mbar + 
l.IxlO'^mbar. At a certain pressure (1.2 x 10"^ mbar) 
the oscillations exhibit a structured sinusoidal form, far 
from the chaotic appearance exhibited at higher 
pressures. In Fig.5 the correlation between the 
oscillating feature of the discharge current Ij and the 
anode voltage can be seen: the anode voltage measured 

with   respect   to   the   ground       presents   minima 
corresponding to the maxima in the discharge current. 
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Fig. 5 Correlation between anodic voltage (UJ 
and discharge current (IJ, p=J.2 xW^ mbar 

The increase of the magnetic field, accompanied by a 
reduced charged particle loss to the walls at low 
electron densities determine the development of the 
oscillations through the entire pulse duration. Different 
oscillations corresponding to 900 Gs and 1500 Gs are 
presented in Fig. 6. The self-oscillations develop as 
distinctive patterns from the beginning towards the end 
of the pulse, as the magnetic field intensity increases. 
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Fig. 6. Shape of the di.'scharge current for different 
magnetic fields values 

The time dependence of the discharge current Ij 
suggests that the density of the primary electrons and 
consequently the ionisation process is also variable in 
time. In our opinion the oscillations in the discharge 
current with frequencies at about 25-5-30 kHz suggest 
an ionic space charge build-up followed by disruption. 

Conclusions 
The investigation of a pulsed duopigatron ion source 
evidenced the development of self excited oscillations 
with 25-5-30 kHz at low pressures and high magnetic 
fields, determined by an ionic space charge build-up 
followed by disruption. 
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1. INTRODUCTION 

The hydrogen neutral beams are widely used to 
diagnose the plasma in magnetic fusion devices. The 
beams are extracted from the plasma generated by a 
plasma source, accelerated to desired energy and 
subsequently neutralized in a gas target. The critically 
important characteristics of the plasma source are the 
composition and the source ifetime. A presence of the 
molecular ions in the plasma results in appearing of 
atoms in the beam with energies E, E/2, and E/3, where E 
is the determined by accelerating voltage (E=eU). For 
example, the plasma sources of the diagnostic injectors 
developed for TEXTOR and TCV tokamaks [1,2], which 
are based on RF-discharge, has a long enough Ufetime 
(many thousands shots) for a pulse duration 2-10 sec. At 
the same time, the proton fraction in the RF-plasma is 
about only 60% by current [2,3]. 

The plasma produced in an arc-discharge plasma 
source generally has a higher proton fraction (80-90%) 
[4]. For the plasma source developed in Novosibirsk 
and its modifications [1,4], the plasma density near the 
anode hole is quite high, of the order of 10^'m' and 
electron temperature is ~5 eV. For these parameters, the 
gas puffed into the anode region is to be almost 
completely ionized and the molecular ions are 
dissociated. The plasma generated near the anode orifice 
expands towards the plasma grid and its density falls 
dawn to ~ lO'^m'''. Due to this density reduction, the 
additional gas ionization in the expansion volumes 
becomes negligible and additional molecular ions do not 
appear. This type of arc-discharge plasma source with a 
cold cathode is used in the neutral beam injectors with a 
pulse duration limited to ~0.5s or less [4]. The main 
disadvantage here is a limited lifetime of the plasma 
source parts due to their intensive erosion. 

In this paper, a modification of the arc discharge 
plasma source is described, in a hollow cathode with 
internal LaBg electron emitter is used instead of the cold 
metal cathode. This plasma source is developed for a 
hydrogen beam diagnostic injector. It is expected that 
this plasma source has longer lifetime operating in a few 
second pulses and generates a plasma with lower 
molecular fraction compared to RF-based plasma source 
[2]. 

2. PLASMA SOURCE 

2.1 General design 

General layout of the plasma source is shown in 
Fig.l. It consists of an anode (3), gas-discharge channel 
(2), cathode assembly, magnetic coil (4), an array of 
permanent magnets (5) to transport the plasma flow to 
plasma grid and the cooling system. The gas-discharge is 
sustained between copper anode and a hollow cathode 
with internal LaBa electron emitter. The discharge 
channel is formed by a stuck of isolated metallic 
washers with internal diameter varying from 5 to7 mm. 
The plasma production is increased by application of a 
longitudinal magnetic field about 0.1 T in anode 
region, which is formed by the coil (4). The gas 
(hydrogen) is supplied through the gap between the 
anode and the nearest washer, and into the cathode 
chamber. The washers, cathode and anode have 
intensive water cooling. 

The beam is extracted and accelerated by a four- 
electrode ion-optical system (6) with 163 holes each of 
4mm in diameter. The diameter of plasma emitter at 
plasma grid is about TOmm to provide 2 A ion beam 
current. 
2.2 Multipole peripheral magnetic field 

.filament 

Fig.l. The plasma source with hollow LaB6cathode. 
1- LaBj tablet, 2- discharge channel, 3- anode, 4- 
magnetic coil, 5 - permanent magnets, 6 - electrode 
of acceleration system. 
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To obtain the required current density of a plasma 
emitter of 0.1-0.2 A/cnf the high density plasma jet 
expands from the anode of the plasma source into a 
cylindrical volume with peripheral magnetic field. The 
field is formed by an array of 16 permanent magnets, 
which provides magnetic picket fence configuration 
near the wall. The NdisFeyyBg permanent magnets have 
80 mm length and 9x12 mm cross-section. Magnetic 
field strength at inner wall of the expander is 0.2T and 
falls down along the radius to less than 0.01 T at 2 cm 
distance from the wall. This peripheral magnetic field 
increases the plasma density at the plasma grid by 
approximately 2 times reflecting a plasma from the wall 
and at the same time improves the uniformity of plasma 
flow at the ion emitter plane. 

2.3 Hollow Cathode with Internal LaBe emitter 

Lanthanum hexaboride has a high emission 
electron current up to 20-40 A/cm'' at rather moderate 
temperatures. We have introduced a LaB^ electron 
emitter into the hollow cathode to increase efficiency of 
plasma production. The LaB<; disk has 30 mm in 
diameter and 3 mm thickness. The LaB^ tablet is 
supported by graphite rings and is heated by radiation of 
a wound tungsten wire. The discharge is initiated by 
applying a 20-50 V voltage between the tablet and the 
body of hollow cathode. 

3. EXPERIMENTAL RESULTS 

The discharge current was varied from 80 to 350 A. 
Fig. 2 shows the discharge voltage-current 
characteristic. The dependence was measured with 750 
Gs longitudinal magnetic field near anode opening. The 
discharge current ~270 A was enough to extract 2 A ion 
beam. 

The typical value of the heating power of the 
tablet was 650 W. The temperature of LaE^i tablet was 
measured by an optical pyrometer. The temperature 
required for stable operation was found to be about 
1700 C. At the same time, it was observed that due to 
the tablet extra heating during the discharge really 1450" 
C initial temperature was enough. The transition time 
from initial temperature to a steady-state was measured 
to be up to 0.2 s. 

The radial profile of the plasma flow density 
measured at the plane of the first (plasma) grid is shown 
in Fig.3. The required non uniformity of ±10% was 
obtained inside a circle with diameter of 68mm, which 
enables to extract the beam with this diameter. 

As it was already mentioned, the lifetime is a 
critical parameter for the arc -discharge plasma source. 
By now, about 1000 shots were made with pulse 
duration I s without noticeable damages to the source 
components. Several 2 s shots also were also made 
without critical damages to the source. 
This work was supported in part by WTZ (Bilateral Sci- 
entific and Technological Collaboration) under research 
project #RUS-0l/582. 
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Fig. 2. Discharge voltage-current characteristic . 
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Fig.3. Radial profile of the plasma flow density. 
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1. Introduction 
Although Plasma Display Panels (PDPs) are now 

produced industrially, their luminous efficiency is 
still low, on the order of 2 lumens per watt (Im/W) or 
less, and needs to be increased up to 5 Im/W. 
Research efforts are directed toward the increase of 
efficiency by optimization of the electrode and cell 
design or by seeking more efficient discharge 
regimes. Recently some attempts at operating PDP 
cells in a RF regime have been made'. The RF 
regime is much more efficient than the usual 
dielectric barrier discharge ac regime because the 
better electron confinement allows lower operating 
voltages. Less energy is therefore dissipated in ion 
heating in the sheaths, and the lower electric field 
allows a more efficient energy deposition into xenon 
excitation (the efficiency of the PDP cell is directly 
related to the UV emission of the xenon resonant and 
excimer states"''). It was shown experimentally' 
and with numerical simulations^''' that the efficiency 
of RF PDP cells can be up to 4 times larger than that 
of standard ac PDP cells for RF frequencies on the 
order or larger than 40 MHz. The application of RF 
power at 40 MHz to a 42 in. Plasma Display Panel is 
however a big challenge because of the large 
capacitive currents and because the wavelength of 
the electric field at this frequency is not large with 
respect to the panel dimensions (and the electrodes 
are no longer equipotential). More work is necessary 
to study the practical feasibility of RF PDPs. 
In this paper we present electrical characteristics of 
the plasma in a "macro-cell" which is related to a 
real PDP cell by scaling laws (constant pd, pt, and 
E/p, where p is the gas pressure, d is the gap spacing, 
t is time or reciprocal of the frequency, and E is the 
electric field). The macro-cell is 100 times larger 
than a real PDP cell, but the pressure is 100 times 
lower. To the extent that gas chemistry does not 
affect the electrical properties, the scaling laws are 
valid and can be used apply our measurements to 
PDP conditions. We present electrical measurements 
of the power dissipated in the cell and compare them 
with results from simulations in PDP conditions. 

2. Experimental set-up 
The macro-cell is represented in Fig. 1. The cell 
walls are made out of glass (0.5 cm width). The cell 
is pumped, baked at 300 °C for several hours, filled 
with a Xe(4%)-Ne gas mixture at 5 torr, and sealed. 
The electrodes are placed outside the glass vessel 
(capacitive coupling) on the external faces. The gas 
gap is 3 cm; the electrode spacing is 4 cm. 

4 cm 

Plasma 

Electrodes 

0.5 cm 

Fig. 1: "Macro-cell" used in the experiments. In the 
results presented in this paper, each electrode 
entirely covers one cell face (dimensions 10 cm x 5 
cm). 

The voltage frequency is varied between 1 MHz and 
3 MHz (which would correspond to 100 MHz to 300 
MHz for a real PDP cell). 
The power dissipated in the cell is measured with 
two methods. The first one is the Lissajou method 
which is illustrated in Fig. 2. The voltages across the 
discharge electrodes from the oscilloscope are 
plotted as a function of the voltage across a capacitor 
in series. The power is obtained by measuring the 
area of the Lissajou curve (Fig. 2): 
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Fig. 2: Example of power measurements with the 
Lissajou method (conditions: Xe(5%)-Ne, 4 torr, 150 
V, 3 MHz) 

The second method is a simple bridge method where 
the capacitor Cv   (Fig. 3) is adjusted so that the 
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voltage V| and Vj are equal for given applied 
voltage w+ien there is no plasma in the cell. When 
the plasma is ON, the power is deduced from the 
measurement of (VrV|). 

Ftsm 

Fig.3: Scheme illustrating the electrical measurement 
with a bridge method. 

3. Results 
Figure 4 shows the power measured as a function of 
applied RF voltage amplitude for different 
frequencies. 

Ne-Xe5% 4 ton- 
Matrix eledrods 
gap 3cm 
■    bridgemethod 
 Ussajou method 

150      225      300 

Voltage (V) 
375 

Fig. 4 : Measured mean power versus applied voltage 
for different frequencies with two different methods 
(see text) 

The two methods gives similar results except for the 
higher frequency case where the discharge is more 
capacitive and the accuracy of the measurement 
needs improvement. 
The measured power was compared with results 
from a ID fluid simulation of the discharge''. As seen 
in Fig. 5, the simulation results strongly depend on 
the secondary electron emission coefficients on the 
dielectric surface. A reasonable fit is obtained when 
the secondary emission of neon ions is taken to be 
0.05 (0.005 for xenon ions). Note that the glass wall 
is not coated with MgO in these experiments. 

E200 

Experiment Xe(5%)-Ne, 4 torr. 1.5 MH 
- Model with[|^=0.5, (I =0.05 
- Model with ^,=0.05?^=0.005 

150      225      300 
Voltage (V) 

375 

FFig.5 : Measured and simulated mean power as a 
function of RF voltage amplitude for two values of 
the second Townsend coefficient. 

The shape of the power vs voltage curve suggests 
that the discharge operates in the a regime (i.e. 
power dissipation due to the sheath oscillation is 
dominant). 
The calculated plasma density is on the order of a 
few 10" cm-' for a frequency of 1.5 MHz at 100 V 
RF voltage amplitude. This is in rough agreement 
with the estimation based on the analysis of the 
current waveform assuming that the discharge can be 
represented by an equivalent circuit composed of a 
resistor (bulk plasma) in series with the sheath 
capacitance (deduced from the optical measurement 
of the sheath thickness). 
Infrared xenon and neon visible emission from the 
cell have also been measured as a function of applied 
voltage and frequency. From these results, we infer 
that the efficiency for power deposition in xenon 
excitation decreases with increasing voltage for a 
given frequency. The results, when compared with 
ac PDP measurements, show that the power is much 
more efficiently dissipated into xenon excitation in a 
RF PDP cell. These results will be further described 
in the poster. 
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Ion heating experiments are performed in a fast flowing plasma with an ion Mach number 
of nearly unity. RF waves with an ion cyclotron range of frequency is excited by a pair of loop 
antennas located at a divergent magnetic nozzle. Increase of plasma thermal energy 
Wx measured by a diamagnetic coil is observed when the waves are excited with various 
azimuthal mode numbers in several magnetic nozzle configurations. It is most effective to 
heat ions of plasma flow to excite the waves with an azimuthal mode number ofm= ' 1. The 
heating efficiency is larger in the magnetic beach configuration than that in the uniform one. 

1. Introduction 

Recently a plasma flow is found to play an important 
role in space and fUsion plasmas. Intensive researches 
to develop a fast flowing plasma with high particle and 
heat fluxes are required in basic plasma-physics as well 
as various industrial and space applications. 

A magnetic-nozzle acceleration and ion heating in a 
fast flowing plasma attracts much attention in the 
advanced electric propulsion system. In the Variable 
Specific Impulse Magnetoplasma Rocket (VASIMR) 
project, the combined system of the ion cyclotron heating 
and the magnetic nozzle is proposed to control a ratio of 
specific impulse to thrust at constant power [1]. 

Plasma acceleration in a divergent magnetic nozzle 
has been successfiiUy demonstrated in the HITOP device, 
where a transonic plasma flow (M, is nearly unity) is 
converted into a supersonic one (M,- increases up to 3) 
through a divergent magnetic nozzle where no j * B 
acceleration is exerted [2-4]. 

Though an ion heating in a magnetically-confined 
plasma has been precisely investigated both theoretically 
and experimentally in many researches, few attempt of a 
direct ion heating for fast flowing plasmas by radio- 

0 0.5 1 1.5 
Time (ms) 

Fig.l Temporal evolutions of   (a) discharge current, 
(b) antenna current, (c) diamagnetic signal.   The m= 
■ 1 mode waves are excited in the magnetic-beach 

configuration. 

fi-equency waves has been done. The condition of ion 
cyclotron resonance is expected to change drastically by 
the effect of a Doppler shift in a fast flowing plasma. 

In this experiment we have performed an ion heating 
experiment in a supersonic plasma flow produced in the 
HITOP device. Either axisymmetric (m=0) or non- 
axisymmetric (m= ' 1 and " 2) mode waves near the ion 
cyclotron frequency is launched by a pair of loop-type 
antennas set in a diverging magnetic field. It is found 
that the plasma thermal energy measured by a 
diamagnetic loop coil increases when the waves are 
launched as a beach-heating configuration. The heating 
effects are compared in various wave excitation mode 
numbers and in several magnetic nozzle configurations. 

2. Experimental Setup 

Experiments are carried out in the HITOP device. It 
consists of a large cylindrical vacuum chamber (diameter 
D = 0.8m, length L = 3.3m) with eleven main and six 
auxiliary magnetic coils, which generate a uniform 
magnetic field up to O.IT. Various types of magnetic 
field configurations can be formed by adjusting the 
external coil current. 

A magneto-plasma-dynamic arcjet (MPDA) is 
installed at one end-port of the HITOP. It has been 
developed as a representative device for a space thruster 
[5] and is also utilized as a supersonic plasma flow 
source [3]. The MPDA has a coaxial structure and the 
plasma is accelerated axially by a self-induced electro- 
magnetic force, F:=Ji.' Bg, where Jr is a radial discharge 
current and Bg is self-induced azimuthal magnetic field. 

Discharge current /</ up to lOkA is supplied by a 
pulse-forming network (PFN) system with the 
quasi-steady duration of 1ms. A high density (more than 
lO^^m'') and high Mach number {M, up to 3) plasma flow 
can be generated. 

Plasma flow characteristics are measured by several 
diagnostics installed on the HITOP device. Profiles of 
ion Mach number and plasma density along and across 
the field lines are measured by a movable Mach probe 
and an array of 13-channel Mach probes set at 1.7m 
downstream of the MPDA outlet in the HITOP [6]. 
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3. Experimental Results 

A pair of loop antennas with 60mm in diameter is used 
for the wave excitation [7]. Employing a Faraday shield 
reduces electrostatic coupling between the antenna and 
the plasma. The antennas are set at Z=1.0m downstream 
of the MPDA. The antenna current is supplied by a 
pulsed oscillation power-supply, which consists of a 
condenser and a gap-switch. The azimuthal mode 
number m of the exciting wave can be changed by 
adjusting the combination of the antenna-current 
direction. 

In the present experiments, an argon gas is used due to 
a relatively low excitation frequency of about 20kHz. 
Figure 1 shows typical waveforms of the discharge 
current Ij, the antenna current I^r and an observed 
diamagnetic signal fVj under the condition of m= ' 1 for 
the wave excitation mode. The plasma thermal energy 
[Vj is measured by a diamagnetic loop coil located at 
Z=2.2m. Though the antenna current damps rapidly due 
to the lack of power supply capability, the diamagnetic 
coil signal increases during the excitation. 

The electron and ion temperature are almost equal at 
about 2eV and the density is 2 ' 10"m"^ Plasma flow 
velocity can be estimated to be about 6km/sec by Mach 
probe measurements and a time delay of ion saturation 
current signals. It takes about 0.2ms for the Ar plasma 
to flow from the antenna position to the diamagnetic coil 
position. The fVj signal, however, increases without 
such a delay time as shown in Fig. 1(c), which indicates 
that the waves propagate and absorbed in the 
downstream region. The wave phase velocity is about 
lO' m/s, which is measured by a phase shift of two 
magnetic probe signals located at axially-different 
positions. 

We varied an azimuthal mode number of the excited 
waves by changing the coil arrangement. Figure 2 
shows time evolutions of the diamagnetic signals with 

Fig.3 Three types of magnetic configurations. The 
wave is excited in alwd<l region and propagates 
downward approaching to the region of (a) (o/coci<l ,(b) 
(o/coci=l, (c) co/coci>l. The wave amplitudes are measured 
in these configurations. The doted line corresponds to the 
case without plasma 

three types of the azimuthal mode number, /7i=0, ' 1,' 2. 
The increment ratio of the thermal energy ratio AWj^AVj^ 
is the largest in the case of ;;;= ' 1. 

Wave amplitude and phase shift are measured by 
magnetic probes at several axial positions in a uniform 
magnetic field. The obtained dispersion relation agrees 
well with that of shear Alfven waves. Damping of the 
excited wave amplitudes are measured and shown in 
Fig.3. The wave damping and the increment of Wj^ are 
larger in the diverging magnetic configuration (type c) in 
these three types of magnetic configurations. The 
dependence on the magnetic strength does not show clear 
indication of the cyclotron resonance region. It should 
be caused by the Doppler effect of fast flowing ions. 
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Oscillations of the positive column plasma caused by propagation 
of ionization wave and the two-dimensional structure of striations 

Yu.B. Golubovskit, R.V. Kozakov^ C. Wilke* and V.O. Nekutchaev§ 
t Saint-Petersburg State University, ul. Uljanovskaja, 1, 198504, Russian Federation 

i Insitute of Physics, University Greifswald, Domstr., 10a, 17489, Germany 
§ Ukhta Industrial State University, ul. Senjukova 13, Ukhta, 167300, Russian Federation 

Time resolved measurements of the electron energy distribution function (EEDF) and plasma 
potential in longitudinal and radial directions under the presence of S- and P- striations in 
neon were performed. The potential was measured with high spatial resolution by means 
of simultaneous displacement of electrodes relative to stationary probe in different radial 
positions. A method of decomposition of the spatio-temporal structure of the potential is 
proposed. The potential is shovin to be composed of the plasma oscillations and the ionization 
wave potential. Experiments revealeA tvw-dimensional structure of the striation potential 
field. Qualitative considerations of the origins of this structure are discussed. 

1. Introduction 

Plasma of the positive column of glow discharge is 
stratified under wide range of discharge conditions. 
Propagation of the ionization waves (striations) is 
accompanied by ocsillations of the plasma potential. 
These oscillations should be taken into account 
when measuring spatial potential profile [1]. Correct 
measurement of potential allows one to analyse elec- 
trons kinetics in striations. In this paper the space 
and time resolved measurements of the potential 
within striation are presented. Two-dimensional 
structure of the potential in the stratified positive 
column is investigated. Decomposition method of 
the spatio-temporal potential distribution in terms 
of potential oscillations and wave propagation is 
proposed. 

2. Experimental setup and measure- 
ment technique 

Measurements were carried out in discharge tube 
with iniler diameter of 40 mm and distance between 
electrodes of 55 cm. Electrodes were moveable 
in axial direction allowing direct space resolved 
measurements in positive column. The probe was 
moveable in radial direction. Spatial resolution in 
axial direction was limited by the length of the probe 
which was eciual to 1.5 mm. Measurements were 
carried out in neon discharge at pressures p = 1.5 
Torr for S-striation and p = 1.0 Torr for P-striation. 
Discharge current in both cases was equal to 10 mA. 
Potential drops over striation lengths were equal to 
19 V for S-striation at length Ls equal to 10.15 cm 
and 9.5 V over Lp = 5.1 cm for P-striation. Values 
of mean electric field were equal EQ = 1.9V/cm in 
both cases. 

3. Decomposition of the measured 
potential onto wave and oscillations 

Let us suppose that measured space-time potential 
structure has a form of 

$exp(a;, t) =-EoX + ^wavCx - Vt) + ^osc{t). 

Eliminating the potential created by the constant 
electric field EQ X and introducing substitution (^ = 
X — vt, t) one becomes a matrix in the form 

^exp($,0 = *wav(0 + *osc(i) (1) 

where i>exp(C,i) = $exp(-i', *) + EQX. It is seen from 
(1) that when the ^ value is constant, the term on 
the left hand side of (1) gives $osc(0 ^^'^ when the 
t is constant it gives #wav(0 = ^wav(a; — vt). 
This allows one to expand the measured space-time 
potential structure onto the potential of ionization 
wave, that depends on a; — vt and potential oscil- 
lations depending only on time. Results of such 
decomposition are shown in figure 1. 

4.    Two-dimensional structure of ion- 
ization waves 

Two-dimensional structure of the potential in the 
striations is shown in figure 2. It is clearly seen, 
that the potential which was measured with the help 
of the moveable electrodes and probe has a form 
of superposition of the steady-state positive column 
potential ip^°\x,r) = —EQX + <po{r) and the two- 
dimensional potential of ionization wave ip{x, r). Ra- 
dial potential profile is periodically changed in the 
direction of wave propagation. 
Two-dimensional potential perturbations could be 
analysed on the basis of ion motion equation, which 
can be written in the following form 

dn{ip) 
dt 

+ bidw{n{ip)grad{tp)) = /(cp) (2) 

where the electron density n{ip) and ionization rate 
I{ip) are the functions of the radial potential. Both of 
them can be considered as the sum of the vahies for 
the axially homogeneous positive column and small 
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Figure 1: Decomposition of the nioasured s[)atio- 
tenii)oral potential onto potential on oscillations and 
wave, a - oscillations of the plasma jjotential as a 
whole, b - potential of the ionization wave. 

wave-like additions. Let us suppose that potential 
pertm-bations have the form of the wave whic:h ])rop- 
agates in longitudinal direction x with an ain])litude 
depending on r. 

ip{x, r) = C>(r) exp (i/c.r) exp {St) 

Scale k = 27r/L of the axial inhomogeneity is defined 
by electron kinetics and remains constant. Longitu- 
dinal gradients co>ild be negle<;ted as far as the wave- 
length is much longer than the tube radius L S> 7?. 
Linearized ecuiation for the wave amplitude; €>(;) has 
the following form 

1 d   Oi> 
--;^T r dr   dr 

\b\ndip 
]_0_ On 
nr Or   dr 

(3) 

Equation (3) with the boundary condition 

dr 
= 0 

r=n 

is an eigenvalue problem where the eigenvalues de- 
termine a sign of disturbance decrement S and eigen- 

Figure 2: Measured two-dimensional struc'turcs of 
the potential in S-(a) and P-(b) striations. 

functions d(!fine a form of this disturbance. Similar 
eigenvalue probknu for tlie electron density j^crturba- 
tion was considcned in paj^er [2]. It can be shown [2] 
that the largest decrement S corresponds to the first 
alternating-sign eigenfimction resulting in the radial 
potential perturbation in the following form 

iKr) = .Jo{h^) 

Where ti is the first root of Bessel finiction of first 
order Ji(/,i) = 0. 
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Hall-MHD surface waves in flowing solar-wind plasma slab 

R. Miteva and I. Zhelyazkov 
Faculty of Physics, Sofia University, BG-1164 Sofia, Bulgaria 

We study the influence of a .steady flow velocity on the dispersion characteristics of Hall- 
rnagnetohydrodynamic forward and backward sausage and kink surface waves travelling along 
a solar-wind plasma slab. Both .surface modes, being Alfven waves in an immovable layer, 
become super Alfvenic ones in flowing slab with increased dispersion at sm.all wave numbers 
for forward waves and at large wave numbers for backward waves, respectively. 

1. Motivation 

Recent observations made by two HELIOS space- 
crafts have confirmed the existence of fine structures 
in high-speed solar-wind flows. Satellite measure- 
ments of plasma characteristics such as the magnetic 
field, the velocity and density of the plasma are 
important to understand the diflferent plasma wave 
modes which may occur. However, wave analysis 
requires further information and special tools in 
order to be able to identify which set of modes is 
contributing to observed wave features [1]. While 
the magnetohydrodynamic (MHD) waves (acoustic, 
Alfven and magnetosonic modes) possess frequencies 
much below the ion cyclotron frequency ojd, the 
frequency range of Hall-MHD waves is expanded up 
to cjci- Recall that Hall-MHD theory is relevant to 
plasma dynamics occurring on length scales shorter 
than an ion inertial length {lunn < c/w,„:, where 
c is the speed of light and Wp,—the ion plasma 
frequency) [2]. Assvmiing the solar-wind plasma is 
structured due to different plasma/mass densities 
inside and outside the slab [3], the Hall length scale 
for a solar-wind flux tube at 1 AU with ambient 
magnetic field BQ = 3.6 x 10"'' T (and accordingly 
ion cyclotron frequency oJci/^ir = 0.055 Hz), electron 
number density ng = 2 x lO" m"^, electron temper- 
ature Te = 2 X 10^ K is /Hall = 160 km. The Alfven 
speed is VA = 56 kms~^, soimd speed being Vg = 52 
kms^^ and hence the plasma/9 equals approximately 
unity. The slab steady flow speed is VQ « 400 kms"-^. 

2. Basic equations and relations 

Consider a flowing plasma slab of uniform density 
po and thickness 2a;o, bounded by immovable plas- 
mas of densities pe, the interfaces being the surfaces 
X = ±XQ. The uniform magnetic field BQ and the 
steady flow velocity VQ point in the z direction. The 
wave vector k lies also along the z axis and its di- 
rection is the same as that of BQ and VQ for for- 
ward waves and opposite for backward waves, respec- 
tively. The basic equations for Hall-MHD waves are 
the linearized equations governing the evolution of 
perturbed plasma density Sp, pressure 6p, fluid ve- 
locity 6v and wave magnetic field JB [4], 

'dt: 

Pi 1 

Po -TTM + Po (vo • V) (5v + V{6p + —Bo • <5B) 
/•'■o 

- —(Bo-V)<5B = 0, 
fio 

V ■ JB = 0, 

d_ 

dt 

d_ 

dt 

SB - (Bo • V) (5v + Bo V • Sv + (vo • V) 5B 

+ /Haii^Bo-VVx<5B = 0, 
■DO 

Sp + (VQ ■V)Sp + 7PoV ■ (5v = 0, 

—Sp + (vo ■V)Sp + poV • <5v 0, 

where VA = BQ/ (popo) and 7 = 5/3. The pres- 
sure perturbation Sp is related to the mass den- 
sity perturbation Sp via Sp = v'^Sp, where Vg = 
(7Po/po) is the sound speed. Following the way 
of solving the above set of equations developed in 
Ref. [4], after Fourier transforming all perturbed 
quantities ex .^(x) exp{—icL)t+ikz), we derive two cou- 
pled second order differential equations for St;^ and 
Sx)y. All other perturbed quantities are expressed in 
terms of Svx and Svy. By applying the boundary 
conditions for continuity of Sv^/ (w — k • VQ), the full 
perturbed pressure Sptot<a (kinetic + magnetic), the 
y-component of perturbed wave electric field SEy, 
and the i-component of perturbed electric displace- 
ment SD^ = Eo {KxxSEx + KxySEy) (where K^x and 
Kxy are the low-frequency components of the plasma 
dielectric tensor [5]) at the interfaces, we arrive at the 
dispersion relations of Hall-MHD sausage and kink 
surface waves presented symbolically in the form 

V (w, fc, VQ, Bo,lua\\, Xo,P, Po, Pe) = 0. 

Solving numerically the waves' dispersion rela- 
tions we get the wave phase velocity ut/k (being 
Doppler-shifted inside the slab), normalized with 
respect to the Alfven speed WAOI as a function of 
the dimensionless wave number kxo with four entry 
parameters, notably the ratio Po/Pe = 4, the plasma 
/? = 1, the ratio luaii/xo = 0.4, and the Alfven Mach 
number UQ/UAO lying in the range 7-8 (because 
the steady flow velocity VQ is not a constant, but 
swinging around the aforementioned value of 400 
kms~^). 
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3. Results and discussion 

It. is well known that sausage and kink surface wavoij 
are normal modes of a spatially bounded MHD flux 
tube. For a flowing plasma slab one can distinguish 
two kind of waves: forward and backward ones a.s- 
sinning that the positive direction is defined by tli(! 
steady flow velocity VQ. Figures 1 and 2 show the dis- 
persion curves of forward sausage   and kink waves. 

Figure 1: Forward Hall-MHD satisage waves 

Figure 2: Forward Hall-MHD kink waves 

Next two figures 3 and 4 present the dispersion char- 
acteristics of backward waves. It is seen, first, that 
all waves, being Alvfen waves without flow, become 
super Alfvenic ones with flow. Second, the dispersion 
of forward waves is slightly modified with small fc.ro's 
by the flow speed while that of the backward waves 
is visibly changed for large dimensionle.ss wave num- 
bers. Moreover, the phase velocity of each surface 
wave can be presented in the form [6] 

Y =     ^°    vo ± Hall-MHD v^^, 

o  4 - 
< > 
Q. 

>    2 - 

0 - 

.5 I 1 I I 1 

0.5 2.5 1 1.5 2 
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Figure 3: Backward Hall-MHD sausage waves 
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Figure 4: Backward Hall-MHD kink waves 

where Hall-MHD Wpi, is the phase velocity which the 
wave possesses in an innnovable plasma slab. 
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A new explanation of the instability of high intensity discharge 
operated in high frequency 

Yang Zheng Ming Chai Guo Sheng  Zhang Ming 
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Abstract 
Analysed the irrationality of so called "acoustic resonance" theory,that was suggested forty years 
ago to explain the instability of high frequency arc generated in high intensity discharge lamp. 
Presented a new idea that the ion oscillation in plasma is the culprit of instability of high 

frequency arc. 

l.Introduction 

The arc instability of high intensity discharge (HID) 
generated in high pressure lamp with high frequency 
operation was studied for forty years[l, 2, 3, 4, 5, 6, 7]. 
Researchers found that the high pressure xenon lamp and 
all other high pressure discharge device were unstable 
while it is operated in high frequency from decade KHz 
to few hundred KHz, they also found that a kind of 
acoustic wave always accompanied with instable high 
frequency arc and the frequency of acoustic wave is 
always double of discharge. The brightness and all other 
parameters such as current and potential drop of unstable 
arc were also fluctuated with a frequency around few to 
decade Hz, mean while the arc was curved and shivered. 
All researchers and papers published explain the above 
phenomena in a same way . All of them firmly believe 
the theory of so called" acoustic resonance" effect. The 
main points of this theory is as following: 
Inside the high frequency operated discharge tube gas is 
heated intermittent by arc with a frequency double of 
discharge. Gas is heated by input current while it is 
positive or negative peak ,but it is condensed while 
discharge polarity change because of zero input power, 
then the partical wave or said pressure wave is created. 
This is the reason of acoustical wave generating. If the 
acoustical wave is resonate with the wall of arc tube, 
then a standing wave forms and the discharge become 
unstable. The resonate frequency lower the amplitude of 
standing wave bigger and the discharge instability more 
serious. For the lowest resonate frequency that means the 
half of acoustic wave length is just equal to the diameter 
of arc tube, perhaps the arc will be extinguished or even 
broken the arc tube because of acoustic wave resonance. 
In the past forty years especially last fifteen years.,the arc 
instability was a main barrier for developing the high 
frequency electronic ballast for metal halide lamps. 
Experts did their best to overcome the problem of so 
called "acoustic resonance" ,but not successed. 

2. The theory of acoustic resonance is not 
correct 

Our research find that the theory of acoustic resonance is 
not correct to explain the phenomemon of instability of 
high frequency arc. 

2.1 Gas temperature can not be changed with the 
frequency double of arc 

Inside a operating high frequency arc tube the gas 
temperature is from IOOOK near tube wall to 6000K at 
the core of arc and the gas pressure is around 20 bar. As a 
medium with very high pressure and very high 
temperature the heating capacity of plasma gas is very 
large. It is not easy to change the temperature within a 
short time catch up with discharge frequency. In fact, the 
temperature of gas inside a operating arc tube is almost 
keep constant without obvious fluctuation even while 
discharge polarity change. 

2.2 Acoustic wave is only found from the instable 
arc but not stable one 

The acoustic wave is only found from instable arc,but 
never discovered from a stable arc. If according to the 
theory of acoustic resonance,This kind of pressure wave 
should be always generated from any kind of high 
frequency arc either stable or not because of the 
alternating input power. This is an evidence to prove that 
the acoustic wave is not caused by gas temperature 
fluctuation but from other sources, the temperature 
fluctuation of high frequency arc can be neglected even 
if exist. 
According to the theory of acoustic resonance, the 
temperature fluctuation and also the amplituede of 
pressure wave of high frequency arc should be bigger for 
lower frequency discharge, but researchers did not found 
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this kind of wave from an arc which the frequency is 
below 2KHz and all arc below this frequency is always 
very stable. This is another evidence proving that the 
temperature fluctuation can be neglected . 

2.3 Parameters fluctuation of instable arc is only 
few Hz 

According to the theory of acoustic resonance, the 
frequency of acoustic wave is double of discharge. 
Usually the arc instability is only found in the frequency 
range from few KHz to few hundred KHz. But the 
fluctuation of arc brightness and other discharge 
parameters of an instable arc is discovered only few 
times per second and changes all the time. It is not found 
any relations between acoustic wave and brightness 
fluctuation from any instable arc . 

3. A new explanation of instability of high 
frequency arc 

The main points of the new explanation for high 
frequency arc instability we suggest are as follow: 

3.1 Acoustic wave is not exist in a stable arc 

No one find acoustical wave form a stable arc even it is 
operated in high frequency and no one find obvious 
temperature fluctuation from it.even it is heated by high 
frequency input power. 
Even acoustic wave radiate from an unstable arc, but it 
still is not found temperature fluctuation with the 
frequency double of discharge. 

3.2 Instability of high frequency arc is caused by 
plasma oscillation 

Plasma oscillation is the source of acoustical wave and 
causes arc instable. For a DC discharge or a discharge 
the frequency below 2KHz the plasma oscillation is a 
random process, it attenuated very fast because of 
collisions with atoms [8] .But for high frequency 
discharge the ion oscillations will respond with field and 
amplified by it, if the frequency of ion oscillation is 
resonant with field ,then a stable ion oscillation appear. 
The frequency of ion oscillation is just equal to the field 
frequency inside discharge. The huge number of ions 
oscillated together and accompanied by huge number of 
atoms because of momentum transfer by collions 
between them must create a pressure wave .This is the 
acoustic wave found for forty years, and it is only a 
product of ion oscillation could be found from instable 
arc but not the culprit of arc instability. 
Ion oscillation is the culprit which causes arc instable. In 
a arc ions and electron will separated because of  ion 

oscillation, then the different part of the arc will charged 
to different polarity , the force between the different parts 
of the arc and the wall of tube lost balance , the path of 
arc will be curved and shivered because of the positive 
part and negative parts of arc shift in the space. This is 
the reason which causes discharge parameters and 
brightness fluctuation. 

3.3 Ion oscillation creats acoustical wave 

Obversly,the acoustical wave is created by ion oscillation 
but not temperature fluctuation. This is the reason why it 
is only found from an unstable plasma ,but not stable arc. 

4. Conclusion 

Arc instability of high frequency discharge can not be 
explained by the so called "Acoustic Resonance" theory. 
But it is very easy described by the idea of ion 
oscillation, and also some experiments about arc 
instability are matched with the theory of ion oscillation 
very well. The only way to overcome the difficulty of arc 
instability is to control the process of ion oscillation,but 
not the resonant conditions between acoustic wave and 
arc tube shape. 
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Moving striations in a low-pressure argon plane discharge. 
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In the paper, a self-consistent iterative kinetic model of stratified low-pressure argon glow 
discharge in plane geometry is presented. It is shown that striations moving from the anode to the 
cathode side of the positive column can be obtained from the consideration of non-local 
Boltzmann equation for electron distribution function and non-stationary continuity equation for 
ions coupled with Poisson equation for electric field. 

1. Introduction 
It is known that the positive column of a low-pressure 
glow discharge in inert gases often exists in a stratified 
form. Usually striations manifest themselves as moving 
waves. There were a lot of attempts to describe this 
phenomenon (see, for example, [1]). However, in most 
papers stratification was considered under the 
assumption of quasineutrality of the positive column, 
and the electric field was introduced from some 
additional consideration without taking into account the 
Poisson equation. 
The stratification of a discharge is a collective 
phenomenon of mutual influence of electron and ion 
plasma components. In the paper, electron kinetics is 
considered on the basis of non-local Boltzmann 
equation coupled with the non-stationary ion balance 
equation and Poisson equation. 

2. Model 
A plane low-pressure discharge (p<l Torr) is considered 
in self-consistent way. The influence of edge effects is 
neglected and the electric field is assumed to be axial. 
The non-local Boltzmann equation in two-term 
approximation for the isotropic part of electron energy 
distribution function (EEDF) written in total energy- 
space coordinate representation was used: 

de 

U 
-/o(e,^) 

M 

(1) 

3H{U)dz-"' 

Y,UN^Q:'iU)f,(e,z)- 
k 

'£(U+unN,Q:(U+U,)f,(e+Ur ,z), 
i 

where Ng is gas density, U is kinetic energy of electron, 
e=U-eo(p(z) is total electron energy, (p(z) is potential 
distribution in the positive column (PC) of the plane 
discharge between the edge of the PC (z = 0 cm) and the 
anode (z=20 cm). 
For ions, the non-stationary continuity equation in the 
drift approximation was considered: 

dt 
-I- —(«,/i,£) = n,v,' 

dz 
(2) 

Vi(z) is the direct ionization frequency, which in this 
paper is omitted, jij is ion mobility coefficient. 

The coupling of the electron and ion components is 
provided by the Poisson equation for self-consistent 
electric field 

—^ = 4;K„(«,-nj, (3) 
dz 

For the solution of the system (1-3), the iterative 
numerical procedure was used. To obtain the first 
approximation of distribution function fo%z,\J), the 
parabolic equation (1) was solved as an initial boundary 
value problem fi^om higher to lower total energies in 
some proposed electric field Ef{z). The numerical code 
is based on the solution of tridiagonal linear system of 
discrete form of Eq. 1, which is analogous to the Crank- 
Nikolson scheme [2]. Usually the constant field was 
chosen as the initial one. From the/;''(z,U), the electron 
density distribution ne''(z) was obtained. With the help 
of Eqs.(2-3), a new approximation of electric field E(z) 
was found, and the procedure was repeated until 
successive iterations of the electric field were 
converged. Usually ten iterations were enough for the 
procedure convergence. The final axial electric field 
distribution £(z) did not depend on the initial 
approximation Eo(z). 

3.   Results 
As a result of numerical calculations, spatial evolution 
of the isotropic part of EEDF was obtained (see, Fig.l). 

x-  , ■' ,-'*. ;;^.'-v .\\h-sr,-ff 

Fig.l. Three-dimensional representation of the isotropic 
EEDF starting from the cathode side edge (z=0) of PC 
toward the anode (averaged electric field E=4 V/cm, 
p=0.5 Torr). 
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It was found that the iterative process is converging 
only for the case of moving striations. In plane 
discharge, the solution for ion density and electric field 
were looked for in the form «,=/;,/v,/-z;, E=E(\it-z), with 
the striation velocity Vj= aiijfo. 0<a<l. 
The velocities of moving striation have the value of 
averaged ion drift velocity, Vj = a|ii£o> with parameter 
0<a<l. For a<0.25 the used iterative procedure does 
not converge. With the increase of COO.25, the peaks of 
electric field in striations are decreased. 
In Fig. 2, an example of self-consistent field distribution 
is presented. It is seen that electric field distribution has 
non-sinusoidal peak-like structure. The electron density 
distribution is almost in anti-phase with respect to 
electric field. 

8- 

16 20 8 12 
z, cm 

Fig.2. Electric field and electron density distributions in 
plane striated argon glow discharge (a=0.5). 

It is found that for argon pressures p>1.5 Torr striations 
are damped due to energy losses in elastic collisions. 
For lower pressures, elastic losses result in small decay 
of striations to the anode side of PC. 
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Fig.3. Striation length dependence on reduced electric 
field in plane glow discharge. 

In Fig.3, the dependence of striation length on reduced 
electric field is shown. Results calculated for different 
argon pressures and electric fields fall into the unified 

curve. For given £/p, the striation length is inversely 
proportional to gas pressure, L~l/p. The length L 
slightly exceeds the minimal length necessary for an 
electron to attain the first excitation threshold 
L>U|/eoEo. 
In Fig. 4, the distribution of volume charge is shown for 
averaged field £=4 V/cm and p = 0.5 Torr. It is seen 
that double layers are formed in stratified PC. Relative 
deviation from the quasineutrality has the order of 10'^- 
10"'. 
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Fig.4. Volume charge distribution in stratified PC. 

4. Conclusions 
It this paper, a self-consistent model of moving striation 
in argon is presented. Non-local Boltzmann equation, 
non-stationary ion balance equation, and Poisson 
equation were considered simultaneously with the help 
of iterative procedure. 
It was found that for low-pressure gas conditions the 
stratified regimes cannot be realized for the case of 
standing striations. However, consideration of moving 
striations permits us to receive a converged solution of 
the problem. Only the moving striations with the 
velocities directed from the anode to the cathode adjust 
the phase shifts between electric field and electron 
density distribution. The resonant amplification of peaks 
of distributions takes place. 
The presented kinetic model is applied for low-pressure 
inert gases. At intermediate pressures, the stepwise 
ionization from metastable states should be taking into 
account. In this case, system of Eqs.(l-3) has to be 
supplemented with corresponding balance equation for 
matastable particles 
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A spherical glow discharge with a central point-like anode has been studied in self-consistent 
kinetic approach. The model includes non-local Boltzmann equation coupled with non-stationary 
ion balance equation, and Poisson equation for radial electric field. For low-pressure argon, the 
model permits to obtain moving striations in a spherical glow discharge. 

1. Introduction 
Spherical striations were observed in low-pressure glow 
discharge around point-like anode [1]. It was found that 
for different discharge conditions the radii of striations 
in a positive column of discharge obey relationship 
fk+i/fk ~ const (geometric series) or rk+i - r^ ~ const 
(arithmetical progression). The reason for such different 
behavior of spherical striations is not clear yet. In [2], 
spherical striations were modeled in a given peak-like 
electric field. However, the solution of [2] was not self- 
consistent. 
In the paper, this problem is studded on the basis of 
non-local Boltzmann equation for electron distribution 
function coupled with non-stationary balance equation 
for ions, and Poisson equation for self-consistent 
electric field. 

2. Model 
The model includes: 
1. The non-local Boltzmann equation in two-term 
approximation for isotropic part of electron energy 
distribution function (EEDF) written in "total energy- 
space coordinate (radius fi-om point-like anode)" 
representation:. 

r^dr 

r^U   3 
3H{U) dr 

fo(£,r) 

d_ 
de 

2^U'N^Q'(U)f„(e,r) 
(1) 

J,UN^Q':(.U)f„(e,r)- 
k 

'^{U+U[")N^Qnu+U,)f,{e+u:\r) 
k 

where Ng is gas density, U is kinetic energy of electron, 
e=U-eo(p(r) is total electron energy, (p(r) is radial 
dependence of spherical discharge potential in the 
positive column (PC), £'(r)=-3(p/3r is electric field in the 
positive column of a spherical discharge. Eq. (1) is 
parabolic equations with source terms representing 
elastic, inelastic and ionizing electron-atom collisions. 
2. The non-stationary continuity equation in drift 
approximation for ions 

dt     r   or 
Vi(r) is the direct ionization frequency, ^i is ion mobility 
coefficient. 

3. Poisson equation for self-consistent electric field: 
1 a(r^£(r))     .      , , (3) 

r or 
The solution of the system (1-3) was looked for in the 
region from the edge (r=R) of the positive column to the 
central anode with appropriate boundary conditions. 

The iterative numerical procedure for the solution of the 
striation problem is used. At the first step, in order to 
obtain the first approximation of distribution function 
fo{T,\i), the parabolic equation (1) is solved in some 
proposed electric field E^r). From the fo"{r,\i), the 
electron density distribution ne''(r) and the ionization 
frequency \\{r) are obtained. With the help of Eqs.(2- 
3), new approximation of electric field E(r) is found and 
the procedure is repeated until successive iterations of 
electric field are converged. Usually ten iterations are 
enough for the procedure convergence, and the final 
electric field distribution E(r) does not depend on the 
initial approximation of Eo(r). However, the voltage 
drop is kept constant. 

3. Results 
It was found that the iterative process is converging 
only in the case of moving striations. In spherical 
discharge, the solution for ion density and electric field 
are looked for in the form 

«,(','■) = 

E(t,r) = E' 

R 

{3-p){R 
(4) 

?-P (5) 
(.i-P){R, 

where n" and E" are characteristic values of ion density 
and   electric   field   at   r=R,   ^. (/,,-) and   E(t,r)   are 

dimensionless functions presenting waves moving with 
the phase velocity v„ =v°(r//j)^~^, the constant vV 

aiiiE" has the order of ion drift velocity. It should be 
noted that for a<0.25 (standing striations corresponds to 
a=0) the iterative process is not converged. Below all 
results are presented for a=0.5. In the general case, 
parameter p can be in the range P=l-2. For P=2, average 
field and striation velocity Vj, are constant. Ion and 
electron densities vary inversely proportional to the 
square of the distance r from the anode. Such 
dependencies     were     obtained     in     drift-diffusion 
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approximation of a spherical glow discharge [3]. For 
P=l, the average electric field and densities n;, n^. vary 
inversely proportional to r. In this case, the striation 
velocity decreases with the increase of the distance from 
the anode. 
In Fig. I, an example of self-consistent field distribution 
and electron density is presented for argon pressure 
p=0.5 Torr. It is seen that average electric field is 
modulated by several non-equidistant striation peaks. 

energy losses in the inelastic collisions, which, in fact, 
stimulates the propagation of waves (moving strialions). 
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Fig.I. Electric field and electron density radial 
distributions in spherical striated glow discharge for 
P=l,p=0.5Torr. 

The radii of striation obey the geometric series law 
r„=riP" (see, Fig. 2). Such dependence was observed in 
experiments [I] (however, not for argon but for the 
mixture of N2 with small addition of acetone). 

I 
. 

/^ ̂  

^ 
r 

y y ̂  

Fig.2. Dependence of striation radii rn on the number of 
striafion, n, for the case P=l. 

(6) 

According to the energy balance equation 

r   dr V 
the difference between energy gain from the electric 
field F^(r) and the energy loss in elastic F''(r) and all 
inelastic collisions P"k(r) is compensated for by the 
spatial divergence of the energy current density, see 
Fig.3. It is seen that there is a phase shift between the 
maximum of energy gain in the field and maximum of 

9 10 11 
T 
8 

r, cm 
Fig.3.    Normalized    energy    balance    terms. 
divergence term, gain from electric field, OOO 
loss by elastic collisions, -•-■-■■ loss by excitation 
E|=l 1.27 eV, ■*-*-*■ loss by excitation £3=11.7 eV, solid 
line - loss by ionizalion Ei=15.7 eV. 

4. Conclusions 
A spherical glow discharge has been studied in self- 
consistent kinetic consideration of moving striations. 
It is shown that two types of plasma parameters 
distributions are possible in a stratified spherical 
discharge: 1) constant averaged field in the spherical 
discharge gap and electron density n,(r)~r'^ with peaks 
due to striations, and 2) averaged field and electron 
density are inversely proportional to the distance from 
the anode. Both regimes were observed in experiments. 
It is still not clear why real system in PC of spherical 
glow discharge chooses one of these alternatives. 
The presented kinetic model is applied for low-pressure 
inert gases. For the pressures p>1.5 Torr striation are 
damped due to energy losses in elastic collisions. In 
these cases, it is necessary to take into account the 
excitation of molecule metastable levels and radiative 
processes. 
Special attention should be paid to ionization and 
recombination processes, which equalize creation and 
loss of charged particle on the striation length. 
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A spherical glow in low-pressure nitrogen for transition from abnormal to Townsend regimes of a 
spherical discharge has been studied. The model includes non-stationary drift-diffusion equations 
for electrons and ions coupled with Poisson equation for radial electric field. The auto- 
oscillations of plasma parameters are obtained. 

1. Introduction 
A spherical discharge was observed for the first time in 
1997 [1]. It was realized in the gap between a central 
point-like anode and surrounding it cathode. 
This paper presents the drift-diffusion numerical study 
of a spherical glow discharge in nitrogen in a wide range 
of gas pressures and electric circuit parameters. 
Oscillating regimes were obtained for transition regimes 
from abnormal to Townsend discharge forms. 

2.Model 
A volume spherical discharge was studied in the drift- 
diffusion approximation. Non-stationary balance 
equations for electrons and ions were used: 

at 
dn.. 

r^      ar 
lacrV). 

|ncujNa,„„(E/N)-p„A.ni, (1) 

|n,uJNa,„„(E/N)-p,,^,n^ , (2) 
at    r^     8r 

where E(r) is the radial course of the electric field, N is 
gas density, p^c is two-body dissociative recombination 
coefficient in e+N2*-^2N collision, oCjon is ionization 
coefficient,. Electron and ion fluxes are presented by 
drift and diffiision terms: 

n,u, =-H,En^-D^-^; n^Ui =n.Eni-Di-^,  (3) 

The ionization and diffusion coefficients, electron and 
ion drift velocities, We,i=)ie,iE, were taken in the local 
field approximation. The electric field was obtained 
fi-om the Poisson equation: 

r   ar 
) = 47ce(ni-nJ,   E(r) = -|^,  (4) 

dr 
Equations (1-4) were solved as the initial problem with 
boundary conditions for electron and ion fluxes at the 
cathode and anode. At the initial time step, small 
electron and ion densities (-lO^cm"^) were set equal to 
each other, and the Coulomb's distribution was set for 
the initial radial distribution of the electric field. 
In the model, it was assumed that a spherical discharge 
covers the entire cathode surface (abnormal regime of a 
glow discharge, subnormal and Townsend discharges). 
For the numerical solution of Eqs.(l-4), an implicit 
finite difference scheme was used. As boundary 
conditions for the Poisson equation, there was used 
discharge potential Ujis, which was recalculated with the 
help of the Ohm law: Udc=Udis-RJc, where Ups is the 

potential of power supply, R is the active resistance of 
external electric circuit and Jc is the conduction current 
at the cathode. 

3. Results 
Calculations were carried out for different gas pressures 
(0.1< p < 3.5 Torr) and parameters of electric circuit 
(Ups=l-3.5 kV, R=10-25 kQ). Radius of the central 
anode was fixed (a=lcm), the radius of the spherical 
cathode was R<;=12.5 cm. These parameters correspond 
to conditions of [1] in which spherical stratification of 
glow discharge was observed. 
As   a   result   of  numerical   calculations   the   radial 
distributions of electron, ion, and bulk charge densities, 
electric field and potential of discharge were obtained. 

600- 

500 

800 

Fig.l. Relaxation (1-2) of electric field at the cathode 
(Rc=25cm) for different AUps = Ups*(p) - Ups and auto- 
oscillation (3) Decaying regimes (curves 4-5) p=3.5 
Torr, and different power supply voltages Ups. 

It was found that steady state conditions in abnormal 
regimes of the spherical glow discharges were formed if 
sufficient voltage of power supply Ups was applied. In 
this case, after sudden change Ups, decaying transitional 
oscillation of all plasma parameters to new stable 
conditions arose. In Fig.l, the example of such 
relaxation from two different initial values of power 
supply is showTi. The curves 1 and 2 present transition 
from Ups=1500V and Ups=1350V to Ups=1400V, 
correspondently. It is seen that the system (for 
transitions from different initial states) works out the 
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steady state condition, which corresponds to the new 
voltage of power supply. 
For small supply voltage Up., (smaller than some critical 
value Ups*) at a given gas density, a spherical discharge 
turns into auto-oscillating (self-maintaining) regimes or 
into decaying modes. For critical value Up/, almost 
sinusoidal oscillation of electric field and conduction 
current are realized. 
It should be stressed that the critical voltage Up/ is 
realized only for gas pressures higher than some critical 
value p* depending on the radius of spherical discharge 
R^. For spherical discharge gap R<,=12.5 cm and active 
resistance of external electric circuit R=20 kQ, the 
critical values are p*=1.9 Torr and Up/ = 800 V. The 
oscillation frequency for this case is f = 30 kHz. For 
higher gas pressure p=3.5 Torr, Up/ =1250V, f = 60 
kHz. This regime is shown in Fig. 1 (curve 3). 
Frequencies of oscillations correspond to the time of 
ions move from the center of cathode fall to the cathode 
surface where they cause secondary emission of 
electrons. 
In Fig.2, radial distributions of electric field for 
oscillating regime of a spherical discharge at different 
moments are presented (Ups=1.25kV, p=3.5 Torr). It is 
seen that the amplitude of electric field changes 
considerably in every point of discharge gap. 
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w 

1 ' 1 1 r 
4 8 12 

r, cm 
Fig.2.  Radial  distributions of electric  field  at  two 
different moments 1 and 2 with interval At=12,5 \xs, 
corresponding to anti-phase of oscillation. 

It was found that for some regimes with Ups < Up/(p) 
the second oscillating mode appeared. The frequency of 
this mode is two times smaller than the first one. The 
amplitude of this additional mode increased with the 
increase of AUp., = Up/(p) - Ups. The example of such a 
bifurcation is presented in Fig.3 for p=4 Torr, Ups* 
=1300 V,AUps = 25 V. 
The nature of such complex oscillations is connected 
with the "breathing" of the width of cathode layer. 
For  larger  AUps  the   oscillating  processes   become 
aperiodic, and a discharge turns into the decaying mode 
(see, Fig.l, curves 4-5). 

500 600 700 800 
t, us 

Fig.3. Bifurcation of the period of electric field 
oscillations Ec(t) at the cathode. The curve is 
superposition of two modes with frequencies f, = 45.5 
kHz, fj = 22.7 kHz, and amplitudes E, =52 V/cm, E2=27 
V/cm. 

4. Conclusions 
A DC spherical glow discharge has been studied by 
means of self-consistent drift-diffusion approximation in 
a wide range of gas pressure and electric circuit 
parameters. 
In transition regime between abnormal and Townsend 
regimes of discharge burning, auto-oscillating and 
decaying modes were obtained. All discharge 
parameters (conduction current, ion and electron 
densities, and electric field) oscillated in the whole 
range of the spherical discharge gap with the frequencies 
f~10-100kHz. 
The nature of such oscillations is connected with the 
periodical ionization of molecules in the cathode sheath 
by electron impact, drift of ions to the cathode surface 
and secondary emission of electrons from the cathode. 
In certain cases, the bifijrcation of the main mode of 
oscillation was obtained. The second oscillating mode 
with two time smaller frequency appeared due to the 
doubling of the cathode layer width during one half of 
the oscillation period. 
Similar oscillations have been observed in the 
experiments (see, for example [2]) in the transition 
region from Townsend discharge to a glow discharge. 
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Calculations of the election energy distribution function (EEDF) in the striation-like sine 
modulated electric field are performed. Dependence on a spatial period length was investi- 
gated. Calculations were made for discharge conditions pR=2 Torrcm and i/R= 5 mA/cm 
and electric field E/p= 1.9 V/cniTorr. The presence of the resonances on the EEDF 
and macroscopic parameters are demonstrated. These resonances correspond to S- and P- 
striations that could be observed in experiments. The interpretation of the results, based on 
the analytical approximation of the numerical solution is proposed. 

1. Introduction 

Resonant EEDF formation in the spatially periodic 
electric fields occurs in the case when electron energy 
balance is governed by inelastic processes and the en- 
ergy losses in elastic collisions over the period length 
are negligible. This kind of energy balance occurs in 
gas discharges at small currents and low pressures in 
inert gases. 
Resonant EEDF formation was investigated in sev- 
eral papers. Analytical solution of the Boltzman 
equation was obtained in paper [1]. It was shown 
that the relaxation process of an arbitrary initial 
EEDF in the homogeneous electric field has a form 
of damped oscillations with energy period Ures = 
Uex + Af/ and spatial period Lres = Ures/Eo, where 
Uex is the excitation energy, AU is the small en- 
ergy losses in elastic collisions and EQ is the period- 
averaged electric field. 
In spatially periodic electric field the EEDF is formed 
which depends resonantly on the value of spatial pe- 
riod [2]. EEDF has a specific maximum whose for- 
mation was explained as bunching effect due to the 
small energy losses in elastic collisions [1] and due to 
the presence of several excited states [3]. 
Present work is devoted to the analysis of the EEDF 
formation in the spatially periodic electric fields, 
study of the resonance behaviour of the EEDF and 
their interpretation. 

2.      EEDF   in  the 
electric fields 

spatially   periodic 

2.1 Kinetic equation 
Boltzman equation for the isotropic part of the dis- 
tribution fimction /o in variables of total energy 
e = U + e(p{x) and space coordinate x, where U is 
the kinetic energy and eip{x) is the potential energy 
of the electron, can be written as 

= vu*{v)fo{e,x) - v'u*iv')fo{e + Ue.,x) (1) 

where D^ = v'^lZv{v), V^ = 2m^i>{v)v^/M, v*{v) is 
the total frequency of inelastic processes and v{v) 
is the frequency of elastic collisions. Velocities v 
and v' are related by the energy conservation law 
mv''^ 12 = rni? 12 + V^x- For numerical analysis of 
the equation (1) it has to be completed by the ap- 
propriate boundary conditions 

/o(e,a;)|y^^ =0 
9/o(e,a;) 

dx 
0    (2) 

c/=o 

2.2 Calculation procedure 
Equation (1) with the boundary conditions (2) was 
solved numerically by Cranc-Nicolson algorithm [4]. 
Calculations were performed for the electric fields 
with modulation degree a = 0.9 and value of mean 
electric field E^ = 1.9 V/cm which corresponds 
to the discharge conditions under the pressure 
p = 2.0 Torr and current I = 10m^. First it was 
solved for the case of the homogeneous electric field 
Eo in order to obtain the value of the resonance 
spatial period Lres which was found to be equal 
9.8 cm. Then equation (1) was solved for the 
different values of the spatial period L in the range 
4—12 cm which includes values of the first L = Lres 
and second L = Lres/2 resonances. The values 
of the frequencies of the inelastic processes were 
increased by two orders of magnitude in order to 
obtain sharper resonance behaviour of the EEDF. 

2.3 Results of the calculations 
As the numerical analysis was performed for the in- 
creased values of the inelastic frequencies, the solu- 
tion strives to that in the "black wall" approximation 
with the zero boundary condition at the excitation 
threshold /o(e,a;)lc7=E7^^ = 0- Results of the calcula- 
tions near the first resonance are shown in figure 1. 
It is seen that at L = Lres the EEDF has a strong 
modulation which decreases at other values of L. 
Analytical solution of (1) under "black wall" ap- 
proximation could be obtained [1] in the form of 
series expansion relative to the small parameter 
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Figure 1: EEDFs calculated in the .spatially periodic 
electric fields with modulation degree a = 0.9 

for the values of spatial period: (a) L = 0.9L,.c.,, 
(b) L = Lrcs and (c) L = l.lLrcs- 

6 = Gm^u^{vi)Uar/{M{eEo)^) as follows 

Me,x) = J2f^'\e,x)S' (3) 
i=0 

The main term of the expansion (3) can be written 
as 

x„(£) 

/r = «>(^)   /   g^$(e)F(e,a:) (4) 

where $(e) is the amplitude of the distribution func- 
tion and F{£,x) is the function which is formed in 
given electric fields when the losses in elastic colli- 
sions are neglected. 
Accurate numerical solution of equation (1) could be 
approximated by expression (4). In this case the am- 
plitude $(e) can be obtained from the expression 

#(£) 
F{e,x) 

where fo{e,x) is the strict numerical solution in elec- 
tric fields %vith different spatial periods L and F{e, x) 
is given by expression (4). 

Figure 2: Amplitude of the distribution fimction 
$(e) calculated for different values of spatial pe- 
riod L. 

It is seen from figure 2 that ^'(e) depends resonantly 
on the value of the spatial period L of electric field. 

3. Linear theory of the EEDF for- 
mation in weakly modulated periodic 
electric fields 

In the electric fields with small modulation degree an 
analytical approach to solution of the kinetic equa- 
tion is possible [1]. It can be shown that the EEDF 
depends resonantly on the value of the spatial jieriod 
L. The dependence of the periodic part of the am- 
plitude |)("'(A:) on the value of the spatial period L 
can be written as 

i>(o)(it) = $(«) ziM  

where $,'°',„ is the amplitude of the EEDF in 
homogeneous field, k = 2-nLrcs/L is the dimension- 
less wavenumber and 0, A, B are the parameters 
dependent on the modulation degree of the electric 
field. 
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The effect of the simultaneous amplification of two waves due to their parametric cyclotron 
interaction with modulated ensemble of nonresonant particles is investigated. The mecha- 
nism of energy exchange between field and particles in this effect is analyzed. 

1. Introduction 

This work continues theoretical investigations of un- 
usual regimes of generation of coherent radiation 
by ensembles of classical charged particles started 
a few years ago. In these new regimes the simul- 
taneous amplification of two HF waves is provided 
by their parametric cyclotron interaction with mod- 
ulated electron ensemble which is stable against gen- 
eration of these waves separately. The main interest 
was attracted by so-called maser without inversion 
(MWI) [1]-[4] .-classical analog of quantum effect of 
inversionless amplification [5]. 
This paper is devoted to the investigation of another 
interesting regime of such parametric instability. 
It is the amplification of bichromatic cyclotron 
radiation in the absence of resonant particles [2]. 
The second regime in contrast to the first one 
where the amplification mechanism corresponds to 
the parametric interaction with modulated active 
susceptibility can be named as the amplification in 
reactive medium. 

2. The model 

The effect of amplification of coherent radia- 
tion by ensemble of nonresonant particles was re- 
vealed in paper [2]. In that particular scheme 
two Brilluin components of the waveguide mode 
with the same transverse structure (with re- 
spect to the constant magnetic field B — 
ZoBo) and different (but close) frequencies E — 
yo £?=i ReEjexp {ik±x + ik^ijZ - iujt - if), that 
are resonant to the electrons with momentum compo- 
nents p^, P1 at the first harmonic of the cyclotron 

frequency Wj = eSo/mc7fl -I- k\\jV^, interact with 
ensemble of electrons with momentum components 
close (but not equal) to the resonant values. The 
electron ensemble is described by the unperturbed 
distribution function, modulated on the longitudinal 
coordinate at the initial moment providing the para- 
metric coupling of HF waves 

/ = /o(P|hPi/2) + 
JM (p||,pi/2) cos {ipM + (fc||l - fc||2) z) • 

The analysis in [2] based on linearised kinetic equa- 
tion in truncated vciriables has shown that due to 
the specific dependence of synchronism detunings on 

momentum which takes into account both relativistic 
cyclotron detuning and Doppler shift: 

Aj = Wj - eBo/mcj - k^jV^^, 

it is possible to set such modulation of distribu- 
tion function, that Ai and A2 oscillate in oppo- 
site phase. The dependence /M (P||;P1/2) must be 

the antisymmetric function of (py —P\\]- As con- 

sequence the oscillations of corresponding suscepti- 
bilities (medium responses on the first and second 
field) will be "antiphase". Then if all particles are 
out of the resonance with waves (there is no partial 
synchi'onism), I.e. 

Aj{pii,px)t:^l 

but there is pcirametric synchronism 

(^l|i-M(''l|-^lf)*«l 

(1) 

(2) 

the parametric coupling of two waves will assume 
their simultaneous amplification. The linear incre- 
ment of such amplification is found in [2]. 

3. The mechanism of energy exchange 

The results of previous analysis [2] do not make clear 
the mechanism of energy exchange between bichro- 
matic field and "nonresonant". Note that this effect 
is accompanied by amplification of two waves simul- 
taneously but not by scattering from the field of one 
frequency to another, as in standard induced scat- 
tering. In order to clarify the mechanism of energy 
exchange in investigated process we solve nonlinear 
equations of particle motion going to the accompany- 
ing frame of references where the frequencies of two 
waves are equal. Note that in this system the stan- 
dard induced scattering is accompanied by no energy 
exchange with the medium. 
Consider two circulary polarized waves propagating 
along the constant magnetic wave. The electric and 
magnetic field can be written as: 

E = Ree+E(z)e-''^\B = Ree+B{z)e-''^^ -f- 5oZo 
E{z) = Eo {e'''' + e-'^-''"), e+=Xo + iyo- 

Consider the relativistic equations of particle motion 
in this field 

p = i?e {-eE{z)e+e-'^^ - f [y,B{z)e+e-^^ + Bzo]) 
T — V = -^. my 
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Suppose that momentum components of rclativistic 
particles are close to the resonant values so that res- 
onant parameter is large: 

i?-|t;j.|^w/c2Ao»l, 

and Doppler shift is much smaller that cyclotron de- 
tuning: 

kvi\ < Ao, 

where AQ = w - eBo/mcj. 
Since the electron is not resonant to the field (con- 
dition (1)), the electron makes large number of os- 
cillations in the wave, so its motion can be pre- 
sented as superposition of slow part and term os- 
cillating in the wave field: p = (P||+;l||)zo + 
Re (Pj. -I- px) e+eip {-i {eBo/mcyo) t). 
We develop the theory of perturbations with respect 
to the wave amplitude, which is set to be rather small 
so that w|i}|||/Aoc « 1. We finally obtain the ex- 
pression for the evolution of electron energy averaged 
over large number of oscillations in wave field in the 
square approximation: 

dt 
(w) 

d 
"^diV ip.r+^(ipxr> 

dt 

It can be found that the change of transverse energy 
is 4w/Ao >> 1 times larger than change of longi- 
tudiucJ energy. In tern averaged transverse energy 
consists of energy of gyrorotations w^'' and averaged 
oscillatory energj' w^". Their time derivatives 

^< oc (-R-^ + 2R\y^f- 2R) (l 

•' {wl'O oc (R- - 2;?|i^p - ■>T}\ (v..^?\Ml dl 

approximately compensate each other. The remain- 
der of this compensation defines the change of full 
electron energj': 

i^^xor 
A^ 0 "^To    c^ 

(3) 

The sign of energj' change is constant li k\\\t < n 
(condition (2)). This sign depends on the sign of syn- 
chronism detuning AQ. If AQ > 0 the energy of parti- 
cle decreases if it moves in direction of stronger field. 
In this case the decrease of energy of gyro-rotations 
prerails over increase of averaged oscillatory energy. 
If AQ < 0 the situation is opposite. 
Now the role of modulation of electron ensemble on 
the longitudinal momentum becomes obvious. If at 
every position Z electrons moves with the same lon- 
gitudinal velocity number of electrons receiving and 
losing energy are equal. But setting the initial mod- 
ulation on z of longitudinal velocity of electrons in 

ensemble in correspondence with spatial dependence 
of field ampHtude, so that (po = (pM + ^+-!^Sign (AQ), 

the decrease of the energy of electron ensemble due 
to its interaction with nonresonant wave field is ob- 
tained. 
Note that the expression (3) is correct for relativistic 
particle, moving in the field of standing wave and 
constant magnetic field. In the absence of magnetic 
field the motion of nonrelativistic particle is accom- 
panied by the conservation of its full energj-. So in 
this system this mechanism of parametric amplifi- 
cation can not be realized. But if magnetic field is 
not zero the full energy of nonrelativistic electron 
changes in correspondence with conservation law 
for the sum of kinetic energj' and the energj' of 
interaction between magnetic moment of oscillating 
in wave field electron and magnetic field. So the 
effect of amplification without resonant particles is 
realized also in this more simple situation. But the 
analysis of this effect for different ensembles of elec- 
trons has shown tliat the presented here system with 
relativistic particles close to resonance seems to be 
the most perspective for jjossible applications, since 
it is important to compare the energy contributed by 
electrons to the amplified HF radiation with energj- 
input necessary for preparation of initial modulation. 

4. Conclusion 

In the conclusion let us underline the principal differ- 
ence between the investigated regime of parametric 
amplification "without resonance" and the standard 
induced scattering. It is important that in the con- 
sidered here effect the time of interaction must be 
restricted by condition (2), i.e. all particles must 
stay in the parametric synchronism with the waves 
during interaction. The condition (2) in particular 
leads to breaking of the low of conservation of pho- 
ton number in the interaction process, i.e. to the 
breaking of the Manley-Rowe relation, which forbids 
such amplification process at the infinite time of in- 
teraction. 
This work was supported by RPBR grants 01-02- 
17388, 03-02-17234. 
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The paper analyzes the damping of the Alfven surface waves via ion parallel viscosity at a 
single magnetic interface. The dispersion relation is obtained and characteristics curves are 
drawn for the real and imaginary phase speeds. The modes thus obtained are two damped 
Alfven modes propagating in a way such that when one mode dies new mode appears after 
a certain propagation gap. The results are applicable for the situation in solar wind at AU 
for values obtained from the spacecraft data. 

1. Introduction 

Alfven waves have been widely discussed in space 
plasma and their ubiquitous presence in the solar 
wind was demonstrated by [1]. They lose energy 
as they propagate outward from the Sun. If we 
consider solar wind as the part of the corona we can 
undoubtfully say that Alfven waves lead to coronal 
heating. The wave damping in solar wind is not well 
understood. In what follows we study the viscous 
damping of Alfven surface waves propagating at the 
magnetic interface in the solar wind. The Braginskii 
viscosity ([2], [3], [4] and [5]) is a tensor with 
terms r]o,r]i,r]2, describing viscous dissipation and 
terms proportional to 773 aoid rji as nondissipative 
and describe wave dispersion related to the finite 
ion gyroradius. Since u)ciTi can typically be of the 
order of 10^ in the solar wind, where Wci is the ion 
cyclotron frequency and TJ is the ion collision time, 
the term 770 'parallel viscosity' becomes far more 
important than all other terms. 

2. Basic equations 

We consider an incompressible and viscous magneto- 
fluid of uniform density under the assumption, when 
cJcT :3> 1. Since the viscous dissipation is dominated 
by the term proportional to ion-parallel viscosity, 
conventionally denoted by 7]^, the viscous term gets 
reduced to ( [6] and  [7]) 

-'?o^-[(^-3BB)BB:Vv], (1) 

where B is a unit vector in the direction of magnetic 
field. In terms of cartesian coordinates equation (1) 
simplifies to 

+'?j(- dxdz dydz'   dz i). =^4^v,.      (2) 

Taking the mass density to be uniform and con- 
stant, the associated kinematic viscosity coefficient 

is Vion = Vo/P- 
The relevant linearized incompressible MHD set of 
equations when the viscous dissipation is dominative 
by the term proportional to ion parallel viscosity, are 

Ot 47rp 
(3) 

Bo • Vv, 
5b 

Vv = 0,V-b: 0, 

(4) 

(5) 

where Bo — Boz; v and b are the perturbed veloc- 
ity and magnetic field, and p^ is the total pressure 
(plasma and magnetic). 
Equations (3)-(5) can be Fourier-analysed, assuming 
all perturbed quantities a g{x) exp{—iu}t + ik^) i.e. 
djdt — —iuj,d/dx ^ 0,d/dy — 0, and d/dz — ik^, 
to obtain the second order diff'erential equation for 
the X— component of velocity, Vx, 

dx"^ 
rri^Vx 0, (6) 

where 

m" 
2     12 2 u)  — kzv\ 

U!^ — k?vi + ZiiJVionk^l 

We consider plasma media occupying half spaces x < 
0 and a; > 0. The solution to equation (6) in the 
respective regions a; < 0 and x > 0 is given by 

^Aoe" x<Q, 

x>0., 

(7) 

(8) 

where AQ and Ae are arbitrary constants and 
subscripts 'o' and 'e' stand for the regions a; < 0 and 
X > 0 respectively. We have imposed the conditions 
nio > 0 and rUe > 0, and Vj, —>■ 0 as x —^ ±oc to 
represent surface waves. Across the interface x = 0, 
we impose the boundary conditions that the normal 
component of velocity Vj; and total pressure p^ (gas 
plus magnetic) must be continuous. 

3. Dispersion relation and Discussion 

Using the boundary conditions, we derive the dis- 
persion relation in normalized form for the surface 
waves 

(x^ - 1 + 2ixVQfr^ml = m^(x'^ - a^^ + 2ixVef. 
(9) 

where 

X = -. , Vo =  , Ve =  ■ , 
k-VAc VAo VAe 

Pi ClAe = VAe/VAo,      ^ = -^, 
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mi = e. {x' - 1) 
-^2 a;2 _ 1 + ZixVo' 

and 

ml = it? 
(x-^ ■O 

'~    r.-l X'- — a Ac + ZixYc 

Here I'ion.o and i^ion.e arc the kinematic viscosity co- 
efficients, and VAC and VAO are the Alfven velocities 
on either side of the interface. In the absence of ion- 
parallel viscosity, the dispersion relation reduces to 

(10) 

which is the well known dispersion relation for Alfven 
surface waves in an incompressible fluid. In order to 
know the nature of waves in our case we need to 
study the equation (9). On setting 14 = oV'o,, where 
a = ^^^7^1 we solve numerically the dispersion rela- 
tion (9) for phase speeds as a function of V^ in the 
context of a situation in solar wind at 1 AU. The ra- 
tio of current plasma densities on cither side of the 
interface, pofpc is taken 0.2. The values of real and 
imaginary phase speeds are obtained from the values 
ofxinunitsofv^io. Figs. 1 and 2 show the variations 
of real and imaginary phase speeds with the parame- 
ter Vo for T = 0.04, UAe = 0.44 and a = 0.5. It is ev- 
ident from the figures that the Alfv6n surface waves 
propagating along the interface are damped waves. It 
is also found that there arc only two damped modes 
of Alfvdn surface waves which do not projiagate si- 
multaneously; the later mode projiagatcs with slower 
speed than previous one. It is seen from figure 1 
that the speed of Alfv6n surface wave decreases as 
ion-parallel \'iscosity increases. This wave becomes 
e\'ancscent at a critical value of Vb=0.55. After the 
disappearence of this mode a new second mode arises 
from 0.6 whose phase speed decreases with the in- 
crease in the ralue of the parameter VQ. It is also 
notable that there is a small region from V'o = 0.55 
to 0.6 where there is no propagation of either of the 
wave. This region is called a non propagation region. 
Figure 2 depicts the damping rate of the wave with 
the parameter VQ. Damping of the mode increases 
as Vo increases but decreases after the value of 0.9. 
Thus the modes of surface waves become damped 
owing to ion-parallel viscosity in an incompressible 
fluid. 
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Abstract: This paper deals with the spectroscopic study of an oxygen plasma cutting torch. A 
particular attention is taken on the measurements in the shock wave created by this kind of 
configuration and an original method is presented for measuring temperature in this shock. 

Introduction 
Since ten year, cutting plasma processes try to 

rival with laser cutting systems. For this, a new 
plasma torch generation called "high energy density 
torch" [1] was developed by industrials in the 
middle of the nineties. This new generation of torch 
has very particular characteristics : a low current 
intensity (between 30 and lOOA), a flat cathode, 
oxygen as plasma gas, very small nozzle diameter 
(around 1mm) and the plasma created is generally 
supersonic with the presence of a shock wave at the 
nozzle exit. Up to day engineering expertise based 
on observations of the cutting quality has allowed 
this process to progress. But now, more theoretical 
studies are needed for a better understanding of the 
arc behaviour. If some papers exist about "the 
traditional" plasma cutting systems [2][3], there are 
very few works about this new generation of 
torches[4]. This is probably due to the difficulties 
of making spectroscopic measurements in these 
cutting plasma especially in the wave shock zone. 

In this communication, we purpose an original 
method for a spectroscopic study of this zone. 
Measurements are made on a torch commercialised 
by Air Liquide. We present first the studied 
configuration and the experimental set-up. After, 
the spectrum emitted by the plasma in the visible 
wavelengths is shown. The particular method is 
then proposed to determine the temperature and the 
electronic densities in the shock wave. Finally, 
measurement of the plasma temperature is 
proposed. 

1 Experimental configuration 
The system studied is an OCP150 torch. The 

diameter of the nozzle is equal to 1mm, the current 
intensity used for this paper is 60A. Oxygen is 
taken as plasma gas and injected through a swirl in 
top of a fiat cathode situated in a pressure chamber. 
The arc discharges in air at atmospheric pressure. In 
a real cutting configuration, the metal piece to be 
cut is taken as anode and the distance between the 
nozzle exit and the workpiece is equal to few 
millimetres. With this short distance, spectroscopic 
measurements are difficult. Consequently, for 
practical considerations, the arc is transferred on the 
side of a rotating anode and stretched on 15mm. 
This configuration is presented on figure  1.  It 

enables us to make spectroscopic measurements. 
An optical system collects the light emitted by the 
plasma on the entry of a THRIOOO Jobin Yvon 
monochromator. The light intensity is converted in 
an electrical signal by a 1024x128 Hamamatsu 
photodiode matrix. The optical system gives a 
magnitude of 2 and enables to analyse any points of 
the plasma in the radial and axial directions. With 
128 pixels, we can obtain all the light emitted by a 
section of plasma of 1.5mm height. Measurements 
were performed with an inlet pressure of 4.2atm. 

gaz 
water 

i Mi 
arc \ 

^^^Rotati 

r 
Rotating anode 

Figure I : Experimental configuration. 

2 Spectral analysis of the light emitted 
by the arc 

Before studying spectral emission of the 
plasma, an image of the arc created in the 
experimental configuration was obtained and 
enables us to situate the shock wave in an axial 
location between 0.5 and 2mm from the nozzle exit. 
This shock is due to the adaptation of the pressure 
in the chamber to the atmospheric pressure. 
Consequently, the light emitted on the axe of the 
plasma at 1mm from the nozzle was collected and 
the spectrum obtained is presented in figure 2. At 
low wavelengths, we can observe the presence of 
ionic lines of oxygen (between 4000 and 5000A) 
whereas at upper wavelengths (6000-8500A) only 
atomic lines are present. For spectroscopic analysis 
only the ionic line at 4647A and atomic line at 
6455A are used. The line 6455A is Stark widened 
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and   can   so   be   used   for   electronic   densities 
determination[5]. 

'<■■ . 

JUa.i   ..iJl.l ■■     > llu 

Figure 2 : Spectre of the light emitted by the arc in 
the shock zone. 

3 Assumptions - method for the 
measure of the temperature 

For spectroscopic measurements, we assume 
the plasma to be in LTE and to be optically thin for 
the wavelengths studied [6]. The local emissivity of 
the lines are determined from the Abel inversion. 
As the pressure of the plasma varies radially and 
axially and is unknown, the classical method of 
emission spectroscopy cannot be used. Instead, we 
purpose an iterative method for determining local 
temperature and local electronic densities : 

-1-  We  assume  a  temperature To  and  another 
T,=To+10K. 
-2-   From   the   measurement  of the   ionic   line 
intensity,   and   from   the   Boltzmann   law,   we 

determine the oxygen ion populations   No^and 

NQ^ at the respective temperature Ti and TQ. 

-3- From the experimental Stark broadening of the 

line 6455A the electronic densities N^and N° at 

T| and TQ are obtained. 

-4- While (N'O, -K)iK. -Ne) is positive, 

we increment by lOK To and T| and go back on 
point 1 else the temperature sought is between TQ 
andT|. 
This method does not depend on local composition 
and pressure and enables to determine the local 
temperature of the plasma. The electronic densities 
is also obtained. 

4 Results 
The field of temperature obtained between 0.5 

and 2.1mm from the nozzle exit is presented in 
figure 3. We can quote the presence of local 
maximum of temperature on the axe. This 
maximum around 19400K is situated at the exit of 
the shock wave. It is due to the conservation of the 

energy in the fluid. Effectively, at this location, 
there is a stagnation point, velocities of the plasma 
decrease and so temperature increases in order to 
conserve the total energy of fluid. Radially, the 
temperature decrease very quickly from 19000K on 
the axe to 15000K at 0.5mm. This denotes the very 
fine diameter of the plasma flow for a such cutting 
configuration. 

r(mm) 

2 (mm) 

Figure 3 : Temperature (K) of the plasma in the 
shock wave zone. 

Conclusion 
A specific spectroscopic method for measuring 

temperature in the shock wave created by a cutting 
plasma torch is presented. This method, based on 
LTE consideration and electronic and ionic 
population measurements enables to estimate the 
local temperature of the plasma. A local maximum 
of the temperature equal to I9400K is fount on the 
axis. 
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A so-called fireball isfi)rmed in front of a positively biased planar electrode (anode) inserted into 
a diffusive plasma produced by a multipolar confinement system. We have investigated the entire 
electronic circuit, through which the current is flowing during the nonlinear oscillations of the 
fireball An annular ring electrode placed in front of the anode allows the identification of the 
ionic or electronic nature of the currents flowing through some parts of the circuits. 

1. Introduction 
A fireball (FB) is a localized zone of higher plasma 
density and luminosity, confined by an anode double 
layer (DL), which is produced by additional excitation 
and ionization processes due to electrons accelerated 
towards a positively biased electrode, immersed in a 
homogeneous low density plasma [1]. Recently, new re- 
sults on the control of fireball oscillations have been re- 
ported [2], whereas the process of formation and the 
dynamic of these plasma formations was related to self- 
organisation processes [3]. Here we present experimen- 
tal results about the electronic circuits involved in the 
oscillations of the fireball. 

2. Experimental set-up 

Fig. I Schematic of the last single multipolar confine- 
ment plasma machine. The Rd, Rv,Rr andRa are of the 
order of 10 ohm. 

The experiments were carried out in the multipolar 
plasma machine of the University of laji (Fig.l). The 
cylindrical vessel has a diameter of 30 cm and 40 cm 
length. A diffusive argon plasma is produced by a hot 
cathode discharge inside a magnetic multiple polar con- 
finement system, between the tungsten filament (F) as 
cathode (C) and the cylindrical wall as main anode. Op- 
erating parameters were: gas pressure p =10"' mbar, dis- 
charge voltage Vo= -50+ -80 V, discharge current 
within the range of/^ =10 + 40 mA. 

Typical plasma parameters measured by both, 
Langmuir and emissive probes, were: plasma potential 
with respect to the grounded anode F^ £ +1.5 V, plasma 
density in the range of n= (1 + 5)xl0' cm"' and elec- 
tron temperature Te= 1.5 + 2eV. A plane Ta-electrode 
(A) with a diameter of 1 cm was inserted into the 
plasma and biased positively (50 < K^ < 250 V) to cre- 
ate the fireball. 

Time (ns) 

Fig. 2 Typically time series of the oscillations of (a) the 
anode current I A ; (b) the vessel current ly (for the sake 
of clarity with inverted sign) (c) the plasma discharge 
current ID and (d) the ring current IR, (ionic current) 
VA = 145 F, « = 1.5>^l(f cm'\ For VR = -15 V(dotted 
line) no fireball is formed and the plasma is stationary. 

An additional ring-shaped electrode R of 2.5 cm 
external diameter and 1 cm inner diameter was mounted 
concentrically 0.2 mm in front of the electrode A in or- 
der to control the oscillations [2] and to identify the na- 
ture of currents involved in the mechanism of the for- 
mation and dynamics of the fireball. Moreover, the ex- 
perimental arrangement permits the electrical separation 
of the discharge vessel or main anode from ground so 
that also the vessel current /(/ can be measured together 
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with the discharge current /«, the anode current /,, and 
the ring current 4, respectively. 

3. Experimental results 
Typical steady state (dotted lines) and oscillatory be- 
haviours (full lines) of the currents /.,, /,-, lo and /« are 
presented in Fig. 2. They show a relaxation type oscilla- 
tion, similar to that reported by Bin Song et al. [1], with 
the peak current (labelled II) being about one order of 
magnitude larger than the minimum (labelled I) of/^. 
The oscillations are characterised by a fast increase (I to 
II), when the fireball is forming, and a slower decay (II 
to III) when it disappears. 

In the steady state regime or during the minimum 
of the anode current (labelled as III in Fig. 2), when the 
conditions for the fireball formation are not given, the 
discharge works as a simple d.c. hot cathode discharge 
with two anodes: the electrode A and the discharge ves- 
sel (= main anode). 

a) 

b) Vp 

Vc 

Fig. 3. Schematic diagrams of the main currents (a) and 
of the axial potential profile (b) between the cathode C 
and anode A for a one-dimensional model for both, the 
steady state regime and the dynamic regime, without 
fireball (slow phase). 

The plasma is rather homogeneous in the cham- 
ber with a potential of about +1.5 V with respect to the 
main anode but separated from the hot cathode by the 
ion-rich space charge (CS) of the cathode fall and by a 
thin electron-rich space charge (AS) from the anode. 
The discharge current /«, measured in the circuit of the 
cathode, is given by: 

ID-IA + U; (1) 

where /^ is the current through the anode A and If is the 
current flowing through the main anode. A possible cir- 
cuit, including the main anode and anode A is equiva- 
lent to a plane probe (anode A) biased positively with 
respect to the reference electrode (discharge vessel) and 
its current might be neglected with respect to the main 
discharge current. 

During the fireball formation there is an impor- 
tant change in the electronic circuit. In Fig. 4 a sche- 
matic diagram is presented of the currents (a) flowing in 
the system during the maximum of the anode current /^ 

during its oscillations, and of the corresponding poten- 
tial profile (b). 

a)   VD 

b) 

Fig. 4. Schematic diagrams of the main currents (a) and 
of the axial potential profile betM'een the cathode C and 
the anode A in one-dimensional model during the 
maximum of the anode current in the oscillatory regime. 
^A. ypL Vp are the potentials of the anode A, of the 
plasma in the fireball region and of the main plasma 
region, respectively. 

In this case the fireball reaches its maximum spa- 
tial extension of about 7 cm in ft-ont of the anode [2], 
and the axial profile of the plasma potential corresponds 
qualitatively to Fig. 4b. In this case the electrons accel- 
erated towards the anode A produce ionisations and ex- 
citations of the argon atoms so that the fireball region 
consists of a rather high density and luminosity plasma 
region, separated from the anode by a thin electron-rich 
sheath (AS) and from the main plasma by a double layer 
(DL). The potential drop across the latter {Vop- K.,) is 
of the order of the ionisation potential of argon. Also 
important is the fact that during this stage the plasma 
potential in the main chamber increases significantly by 
some tens of volts so that the role of the discharge ves- 
sel is strongly changed. It might be considered as a cold 
cathode in a circuit which contains the anode A and the 
discharge vessel. In this case the main result is that 
equation (1) for the main discharge current remains 
valid but this time ly is an ionic current as also the ring 
current /«(Fig. 2d). 
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The plasma potential fluctuations in the cylindrical magnetron discharge were measured using the 
Langmuir probes. The power density spectra were calculated in the range of magnetic fields 10 to 
40 mT, pressures 1.5 to 7 Pa and discharge currents 100 and 200 mA. 

1. Introduction 

The cylindrical magnetrons are nowadays widely used 
as technological systems e.g. for creating thin films of 
superconductive or special magnetic properties. In the 
cylindrical magnetron the symmetry and homogeneity 
of the magnetic field simplifies both the theoretical and 
experimental investigations. In our previous 
experimental studies we already reported the presence 
of fluctuations of the plasma potential [1]. Fluctuations 
manifest as the unwanted noise added to the Langmuir 
probe voltage and in the increased noise of the 
measured current. The amplitude of the fluctuations 
significantly increases when the magnetic field 
increases above the value of approximately 20 mT. In 
this contribution the more detailed experimental study 
of the plasma potential fluctuations in our cylindrical 
magnetron system is presented. 

2. Experimental system 

Our construction is in more detail described in [2]. 
Briefly, the cylindrical magnetron is in the so-called 
post configuration and consists of cylindrical cathode 
mounted co-axially inside of the anode. The discharge 
volume is axially limited by means of two disc-shaped 
limiters, which are connected to the cathode potential. 
In our device the diameters of the cathode and anode are 
18 mm and 60 mm respectively. The length of the 
discharge volume is 300 mm. The homogeneous 
magnetic field is created by six coils and is parallel with 
the common axis of the system. To prevent overheating 
both the coils and the cathode, they are water-cooled. 
The system is constructed as high vacuum. The 
pumping unit consists of the combination of the 
turbomolecular and rotary pumps. The ultimate pressure 
is in the order of 10"' Pa. During the experiments with 
the magnetron discharge the argon working gas slowly 
flows through the system at typical flow rate below 
1 seem (standard cubic centimetre per minute). The 
flow is adjusted by means of the MKS flow controller 
with the pressure signal at the reference input - thus 
keeping the constant pressure in the discharge chamber. 

The system is equipped with 5 ports for inserting the 
Langmuir probes. Ports are distributed at the distances 
of 60 mm fi-om each other along the discharge vessel. 

The probes could be inserted radially into the system. 
For the purpose of measuring the frequency vs. wave 
number spectra we used a twin Langmuir probe with 
two tips separated by the distance 1.7 mm. The tungsten 
cylindrical probes had diameter 47 |Jin and length 
2.5 mm. The probe tips were parallel and laid in the 
plane that was perpendicular to the magnetic field lines. 

3.   Estimation of the power spectra 

The Langmuir probes were used without the bias 
voltage. That is, their floating potential signal was 
sampled using the digital oscilloscope (Tektronix TDS 
520A) and samples h„ were transferred to the computer 
via the GPIB interface 

hlp =h^'\n-At), (I) 
where h^'\t) is the probe voltage with respect to the 
anode. At is the sampling interval and integer n ranges 
from 0 to the number of samples A^-l. Superscript (/) 
denotes number of realisation (measurement). Then the 
discrete Fourier transform of the sampled data was 
calculated by means of the FFT (j represents imaginary 
unit): 

'^~' -Injmn ifr=Z^rexp- (2) 
N 

The estimate of the Fourier transform of the voltage 
/!*''(<) at the discrete frequencies mAfis given by 

W'\mAf) = At-H (0 (3) 
where Af=\/{NAt). The estimate of the power spectral 
density is then 

Here the angle brackets represent the statistical 
ensemble average over large number of realisations 
(range of (i) was typically 100). 

4.   Frequency vs. wave number spectra 

We attempted to analyze the wave behavior of the 
potenrial fluctuations of the magnetron discharge. For 
that purpose the spectra derived from the fluctuations 
measured simultaneously from two Langmuir probes 
were evaluated according to the method developed in 
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[3]. At first the wave number was expressed for each 
frequency from the phase shift between the signals at 
the two probes (denoted by subscripts 1 and 2) and the 
known distance Ax between the probes: 

arg//<''(/)-argf/,"'(/) 
Ax 

Using the wave number and the average power density 
at the two probes [5|<"(/)+ 52<"(/)]/2 the histogram S(f,k) 
can be buih by the ensemble averaging the same way as 
in [3]. The range of (/) was also typically 100. 
It is interesting to note that this method can be looked at 
as the frequency domain version of the classic method 
of so-called z-t diagrams. This analog method was used 
for visualization of ionization waves in glow discharges 
in time domain, see e.g. [4,5]. 

5.  Results 

Figure 1 shows the dependence of the measured power 
density spectrum on the magnetic field at the pressure 
3 Pa and the discharge current 200 mA. In the range up 
to several kHz the increase of the fluctuations amplitude 
with the increasing magnetic field is seen. The peaks on 
the curve taken at the magnetic field 20 mT are 
probably connected with the noise of the discharge 
power supply rather than with special fluctuation 
modes. 

w   10 
100 Ik       10k     100k 

Frequency [Hz] 

1M 

Figure 1. Example of power signal density spectrum with 
the magnetic field su-ength as parameter. 

k [cm"'] 
Figure 2. S(kJ) histogram at 30 mT, 1.5 Pa and 200 mA. 
The distance between the two Langmuir probes was 
1.7 mm. 

The spectra derived from the fluctuations measured 
simultaneously from two Langmuir probes were also 
evaluated. Figure 2 shows the typical frequency vs. 
wave number histogram. It is seen from the figure that 
until approximately 15 kHz the phase shift between the 
fluctuations measured at the two probes is negligible, 
i.e. that the fluctuations at the positions of the two 
probes are well correlated. 

6. Discussion 

In the work [3] several fluctuation modes were observed 
in a planar dc magnetron device. The modes were 
present only when the discharge power and the neutral 
gas pressure were above a certain threshold. Their 
frequency spacing decreased when the neutral gas 
pressure was raised. Consequently, increasing of the 
pressure lead to a more turbulent state. 
We investigated the fluctuations in the described 
cylindrical magnetron system in the range of magnetic 
fields 10 to 40 mT, for pressures from 1.5 to 7 Pa and at 
discharge currents 100 and 200 mA. Within this range 
of parameters we always found only one fluctuation 
mode, similar to that in figure 2. In other words the 
fluctuation in our system are the "synchronous 
oscillations" rather that travelling waves detected in the 
planar magnetron configuration. In the future we plan to 
refine the measurements by using the A/D card with 
better bit resolution. 
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Drift waves are studied in a high density helicon plasma in linear magnetic geometry. Drift 
waves are destabilized in the pressure gradient region by the ambient magnetic field acting 
as the control parameter. Saturated drift modes as well as turbulent states are observed by 
spatiotemporal probe diagnostics. Their propagation and radial mode structure is related to 
the time averaged plasma density and plasma potential profiles. 

1. Introduction 
Drift waves play an important role in many dynam- 
ical processes in magnetized plasmas. The early 
studies were already motivated by the enhanced 
transport of plasma across the magnetic field [1]. In 
this context drift waves have gained attention during 
the last two decades because experimental findings 
as well as numerical simulations strongly suggest a 
strong contribution of drift waves to the development 
of turbulence in the edge plasma of fusion devices 
[2,3]. This paper presents observations of drift waves 
in a high density plasma in homogeneous magnetic 
field geometry. Particular attention is paid to a 
controllable destabilization of single coherent modes. 

2. Experimental Setup 
The experiments were conducted in the linear 
VINETA device [4] schematically shown in Fig. 1. 
It consists of for identical modules, each with 
a separate set of magnetic field coils and power 
supply. In the present experiments the device is 
homogeneously magnetized with a spatial magnetic 
ripple of less than 1%. The plasma is produced by 
a conventional helicon plasma source, located at 
one end of the discharge chamber. At an rf input 
power of typically 2.5kW a peak plasma density of 
Rj 1 ■ lO^^m"^ is achieved at a relatively low electron 
temperature of 3eV. Time averaged plasma profiles 
are obtained by spatially resolved electrostatic 
probe measurements and evaluation of the probe 
characteristics. A typical radial profile of the plasma 
density and the plasma potential is shown in Fig. 2. 
The plasma density is of almost perfect Gaussian 
shape. The plasma potential is positive and shows a 
fiat top in the core, whereas in the gradient regions 
the potential decreases parabolically. These profiles 

1 m 

E 

! /                      \ 
«   4 y •v. 

helicon source 

Figure 1: Schematic drawing of the VINETA device. 

Figure 2: Measured radial profiles of the plasma den- 
sity and the plasma potential as obtained by probe 
measurements (markers). A Gaussian is fitted to the 
density profile, two parabolic function are fitted to 
the plasma potential gradients. 

lead to two important consequences. First, the 
E X B rotation of the plasma is strongly sheared 
in the density gradient region. Second, the E x B 
rotation is anti-parallel to the electron diamagnetic 
drift direction. Fluctuations of the plasma density 
are measured by constantly biased probes. The ion 
saturation current is taken as proportional to density 
fluctuations, i.e. electron temperature fluctuation 
are neglected. These probes are operated as single 
probes or as an azimuthal 64 probe array recording 
simultaneously fluctuations on an azimuthal plasma 
circumference [5]. 

3. Results 
Destabilization of drift waves is achieved using the 
ambient magnetic field as control parameter. This 
directly changes the effective ion gyroradius QS, 

whereas the time-averaged plasma profiles turned out 
to remain essentially uninfluenced. Consequently, 
the ratio between effective ion gyroradius and density 
gradient scale length Qs/Ln is changed via the mag- 
netic field, which directly controls driving of the drift 
waves. In Fig. 3 recordings of density fiuctuations 
together with the respective frequency-mode num- 
ber spectra are shown for three different magnetic 
fields.   For B = 75mT, Fig. 3 (b), a single coher- 
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Figure 3: Spatiotemporal diagram of drift wave 
density fluctuations as obtained with an azimuthal 
probe array for different magnetic field strengths 
B - 60mT in {&), B = 75mT in (b), and B = 90mT 
in (c). Additionally, the respective frequency-mode 
number spectra are shown. 

ent m = 2 drift mode is observed with two maxima 
and two minima around a plasma circumference. The 
frequency-mode number spectrum is strongly peaked 
at this mode and a frequency of IkHz. This fre- 
quency corresponds to a phase velocity of the drift 
wave given by the electron diamagnetic drift Doppler 
shifted by the plasma ExB rotation, which reduces 
the propagation speed. The mode structure in a 
plane perpendicular to the ambient magnetic field is 
measured via cross-correlation measurements. Den- 
sity fluctuations in an azimuthal plane are correlated 
to density fluctuations at a fixed spatial position in 
the maximum density gradient region. Fig. 4 shows 
the respective values of the cross-correlation function 
at a fixed time instant. The m = 2 mode struc- 
ture is clearly observed. The correlation decreases 
towards the plasma core, where the density graidi- 
ent vanishes. Coherent fluctuations are found to the 
far outer boundary of the density profile. The mode 
structure is distorted in radial direction, which can 
be addressed to the sheared rotation of the plasma 
column. 
Changing the magnetic field dramatically infiuences 
the drift dynamics. For lower magnetic field. Fig. 3 
(a), the dominant frequency is lowered and a m = 1 
drift mode dominates. Increase of the magnetic 
field, Fig. 3 (c), destabilizes diff'erent modes, which 

-40 
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Figure 4: Cross-correlation measurement in a az- 
imuthal plane perpendicular to the ambient magnetic 
field. Shown are the values of the cross-correlation 
function at a fixed time delay between a fixed and a 
scanning probe. 

interact nonlinearly and lead to a weakly developed 
turbulent state. The spectrum here is broadened 
and no coherent modes are observed in the spa- 
tiotemporal diagram. 

4. Conclusions 
An experimental study of drift waves in a high- 
density helicon discharge is presented. It is shown 
that via the magnetic field good control over the dy- 
namical states of drift waves is a<;hieved, most likely 
by changing the drift scale length Q^. By this con- 
trol parameter coherent modes can be destabilized as 
well as mode interaction regimes and weakly devel- 
oped turbulence. For low magnetic field, i.e. large 
Qs, modes with low mode numbers are predomi- 
nantly destabilized. For higher magnetic fields the 
dominant mode number increases and single drift 
modes with mode numbers ranging from m = 1... 6 
can be observed. For high magnetic fields nonlinear 
mode coupling results in weakly developed turbulent 
state. 
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Helicon wave sustained discharges provide high density plasmas needed to investigate Alfven 
waves under laboratory conditions. In the present paper kinetic Alfven waves were suc- 
cessfully launched in a helium plasma. A good agreement is found between the measured 
and the theoretically predicted dispersion behaviour. The damping can be associated both to 
collisional and Landau damping. 

1. Introduction 

Alfven waves are known to play a major role in the 
dynamics of magnetized plasmas. Motivated by their 
importance in plasma heating, transport of energy, 
and information about perturbations in the magnetic 
field topologies, Alfven waves have been subject of in- 
tense research in laboratory, space and astrophysical 
plasmas [1]. Two different principal modes of Alfven 
waves can be observed, both propagating below the 
ion cyclotron frequency. Firstly, magneto-acoustic 
waves propagate perpendicular to the ambient mag- 
netic field BQ. Secondly, shear Alfven waves propa- 
gate along the magnetic field lines. The kinetic and 
inertial regime of Alfven wave propagation can be 
distinguished, depending on the plasma-beta value, 
where beta is given by the ratio between kinetic and 
magnetic pressure. For P > me/mi, which is for 
Te > Ti equivalent to VA < Vth,e, Alfven waves are 
kinetic. Here VA = jB/(/iomini)^/^ is the Alfven ve- 
locity and vth,e = {kTe/nie)^^^ is the electron ther- 
mal velocity. For P < rrie/mi Alfven waves are iner- 
tial. 
For laboratory experiments on Alfven waves, a chal- 
lenge is always their extremely long wavelengths. 
This requires first of all a large plasma device. Be- 
cause of VA oc n~^'^, a high plasma density leads 
to reasonably short wavelengths being smaller than 
the device dimension. At such high densities /3 ~ 
0.5...8.5me/mi and one is mostly in the kinetic 
regime. The kinetic treatment of ion dynamics in 
magnetized plasmas yields an expression for the dis- 
persion of shear Alfven waves as [2] 

w 
p- = «Mi + fc-ip') (1) 

Here ps = Cs/uJd is the so-called ion sound gyro- 
radius and the wave number is k = k± + fc||. Colli- 
sionless damping is important in the kinetic regime 
and the damping rate for Alfven waves reads 

1/2 klvj 1  /7r\l/2 fme\ n.j_i^x ,,   , 
(2) 

with the ion cyclotron frequency Ud = eB/nii and 
the ion sound speed «« = {kTe/rrii)^^^. 

2. Experimental Setup 

Experiments were conducted in the VINETA device 
[3]. Figure 1 shows a schematic diagram of the ex- 
perimental device. The vacuum chamber consists of 
four identical modules, 0.4 m in diameter and 1.2 m 
in length. The four chambers are immersed in a set of 
36 magnetic field coils (Bo < 100 mT). The plasma 
source is placed at the one end of the device. A 
right hand half-turn helical antenna is driven with 
rf 5 - 30 MHz and electric power of up to 2.5 kW in 
cw-mode and 6kW in pulsed mode. Three different 
discharge modes, capacitive, inductive, and helicon 
mode can be established. Plasma-densities are found 
to be in the range of 10^® - 10^^ m"^. The electron 
temperature is in the range 1 — 5 eV. 
Alfven waves are launched using a single-loop 
antenna, which surface normal is oriented perpen- 
dicular to the background magnetic field. The 
relative induced magnetic field perturbation SB/BQ 

is in the range of a few percent. Alfven-waves are 
detected with B-probes by measuring the induced 
voltage proportional to the magnetic field fluctu- 
ations [4]. A computer controlled high-resolution 
two-dimensional (radial-axial) probe positioning 
system is used for measurements of propagating 
wave fronts. Helium is used as filling gas. The 
neutral gas pressure is in the range of 0.1 — 2 Pa. 
At maximum magnetic field BQ = 100 mT the ion 
gyro-frequency is fd = 382 kHz around which the B- 
probe is already sufficiently sensitive (note that the 
induction voltage of the probe scales as Uind <x w). 
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Figure 1: Schematic diagram of the VINETA de- 
vice. The device consists of four identical modules. 
Only one complete module is shown in the schematic 
(module I). On the l.h.s. it is indicated the vacuum 
pump. On the r.h.s. the helicon source is located. 
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Figure 2: Top: Spatio-temporal measurements of 
propagating magnetic field fluctuations measured 
with B-probes. Bottom: Selected timeseries at ax- 
ial distances 0.2 m, 0.4 m and 0.6 m relative to the 
exciter antenna. 

In a helium plasma we achieved sufficiently high 
densities to ensure P ~ mc/m.i. 

3. Results and Discussion 

Experimental data from B-probe measurements at 
exciter frequency 300 kHz are shown in Figure 2 (top 
diagram). The VINETA device is operated in the 
helicon mode at high rf power and BQ = 0.1 T. The 
amplitude of magnetic fluctuations in axial direction 
is plotted gray-scale-coded position vs. time. The 
diagram shows a regular pattern of propagating sig- 
nals. The bottom diagram in Figure 2 shows three 
timeseries taken at 0.2 m, 0.4 m and 0.6 m axial dis- 
tance to the exciter-loop. A sinusoidal propagating 
wave-type signal is clearly observed. Two different 
informations can be derived from the diagram: The 
phase velocity Vph = 1.2-10^ m/s of and the damping 
length 5 = 0.5 m. 
The excitation frequency is varied in the range 
160 - 330 kHz and a dispersion diagram is obtained 
as shown in Figure 3. The errorbars are given by 
uncertainties in the jB-probe phase detection. The 
calculated dispersion relation of a kinetic shear 
Alfven wave, equation (1), is plotted as solid line 
in the same diagram. The parameters used are 
n; r= 3 ■ 10^^m-^ Bo = 0.1 T and fcx « 0 is 
assumed. There is very good agreement between 
theory and observation. 

160 200 240 280 
frequency [kHz] 

320 

Figure 3: Dispersion diagram of the observed Alfven 
waves. The dispersion relation (1) of kinetic shear 
Alfven waves is indicated by a solid line. 

4. Summary and Conclusion 

Kinetic Alfven waves have been successfully launched 
in a high-density helium helicon plasma. The disper- 
sion relation of kinetic Alfven waves could be fully 
confirmed. The present observations support results 
recently obtained in a different machine [5]. We note 
that our measurements are based on the evaluation 
of the full (averaged) magnetic wave field and not 
only on a two-point measurement. The relatively 
strong damping can be assigned to two different 
mechanisms: Collisional damping is clearly of signifi- 
cance (i/e « 800 kHz). At /3 ~ 1 ion Landau damping 
is known to be strong, too [2]. Work is in progress 
to make a quantitative analysis of propagation and 
damping of kinetic Alfven waves in a helicon plasma. 
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Investigation of ion whistler waves under laboratory conditions is difficult because of the long 
wavelength. In the VINETA device electromagnetic waves around the ion gyro frequency 
have been successfully launched. For frequencies above the ion gyro frequency the waves are 
identified as R-waves. Below the ion gyro frequency the measurements cannot be explained by 
R-wave or L-wave dispersion alone. In a heuristic way the observed dispersion is described 
by the difference wavelength of R-wave and L-wave. 

1. Introduction 

Whistler waves have been subject of research for al- 
most one century [1]. Excited by lightning whistler 
waves, low frequency electromagnetic plasma waves, 
are known to propagate in the ionosphere along mag- 
netic field lines. Because of their dispersion, high fre- 
quencies propagate faster then low frequencies and 
therefore, whistling tone bursts of descending fre- 
quency can be observed. Ion whistler waves, with 
a different dispersion behaviour, were observed by 
satelhtes [2]. But until today, there was no observa- 
tion of L-waves in laboratory plasmas. 
Waves in magnetised plasmas can be distinguished in 
wave propagation parallel and perpendicular to the 
ambient magnetic field. Whistler waves aie of the 
type fc II Bo- Starting with a cold plasma dispersion 
relation, an expression for waves with A; || 5o such as 

K||C^ 

W2 
= 1- 

{u)±U}ci)(uT^ce) 
(1) 

is found [3]. Here w^j = {neq'j/msto) is the plasma 
frequency and u^cs = llslBo/ms the gyro frequency 
of the species 5. The dispersion relation contains 
two diiferent modes, where the first (upper choice of 
signs) is the R-wave and the second (lower choice) is 
the L-wave. The ion gyro frequency represents a res- 
onance for L-waves. and the jsropagation is limited to 
frequencies below this resonance. Waves propagating 
in this regime are called ion whistler waves. 
In multicomponent plasmas a separate resonance 
occurs for each ion species. The frequency regime 
of propagation depends on the ion species as well 
as on the relative ion concentrations. At a certain 
frequency between two neighbouring ion gyro 
frequencies the dispersion of R-wave and L-wave in- 
tersect. A mode coupling of R-mode to L-mode can 
occur at this crossover frequency [4]. Measurements 
of the dispersion behaviour provides a diagnostic 
tool for ion concentrations as as well for plasma 
composition. This diagnostic tool has already been 
used to determine ionospheric plasma composition, 
but the observations partially deviate from standard 
models [5]. Laboratory measurements could be 
helpful to clarify this. 
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Figure 1: Schematic diagram of the VINETA device. 
The device consists of four identical modules (I-IV). 
Only one complete module is shown in the schematic 
(module I). On the l.h.s. the vacuum pump is indi- 
cated and the helicon source is located on the r.h.s. 

2. Experimental Setup 

Experiments were carried out in the linear VINETA 
device [6], plotted in Figure 1. The vacuum cham- 
ber is made up of four identical modules of 0.4 m 
in diameter and 1.1m in length and is immersed 
in a set of 36 magnetic field coils {BQ < 100 mT). 
The plasma source (a right hsind half-turn helicgJ 
antenna) is placed at one end of the device. The an- 
tenna is driven with rf of 5 — 30 MHz and power of 
up to 2.5 kW in cw-mode and 6kW in pulsed mode. 
Depending on gas pressure, magnetic field strength 
and power, three different discharge modes can be es- 
tablished (capacitive, inductive, and helicon mode). 
Plasma densities are in the range of 10^* — 10^® m"^ 
and electron temperature in the range 1 — 5 eV. 
Whistler waves cire launched by a loop antenna 
with 30 mm in diameter [7]. The antenna is placed 
centrally in the device and its surface normal is 
oriented parallel to the ambient magnetic field. 
In order to induce a magnetic field perturbation 
6B/B0 in the range of a few percent, the exciter 
signal power is in the order of P = SOW. The 
waves are detected by magnetic fluctuation probes 
(^-probe) [8]. As the induced voltage at the probe 
is proportional to the exciter frequency {Ui„d oc w), 
the probe consists of 25 windings 25 mm in diameter 
to provide a sufficient sensitivity. A computer 
controlled high-resolution probe positioning system 
is used for two-dimensional (radial-axial) measure- 
ments of propagating wave fronts. Helium is used as 
filling gas with typical gas pressure of 0.2 — 3 Pa. 
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Figure 2: Measurements of whistler wave disjier- 
sion (markers). The calculated disi^ersion relations 
of an R-wave (solid line) and L-wave (dashed line) 
are shown as well. Superpositions of R- and L-waves 
{Ll,L2 - 2w/{ki ± kii)) are represented by dash- 
dotted Hues and the dotted line is the difference 
wavelength (A/j - A^). 

3. Results and Discussion 

The experiments were done in a helium helicon 
discharge operated at a neutral gas pressure of 
p = 2.5 Pa, magnetic field of Bo = 75 mT and 
rf i)owcr of Prf = 5 kW.   Tlie plasma i)arainctcrs 
are found to be n « 4 ■ 10 18.„-3 and Tr « 5eV 
from Langmuir probe characteristics. The exjieri- 
menta! results for exciter frequencies in the range 
100 - 500 kHz are shown in Figure 2 (markers). 
The obtained wavelengths are in the range of 
1 - 2 m. The increase of the errorbars at small 
frequencies is related to decreasing sensitivitj' of 
5-probes. For frequencies above the ion gyro 
frequency /„• = 284 kHz. the measured wavelengths 
decrease with increasing frequency. These part of 
the dispersion has been identified as the R-wave 
dispersion in a previous measurement [6]. The 
present measurements agree very well with the 
calculated dispersion (solid line). Below the ion 
gj'ro frequency the observed wavelengths decrease 
with decreasing frequency. This behaviour can 
neither be described by R-wave (solid line) nor by 
L-wave (dashed line) dispersion. Since the antenna 
does not prescribe a polarisation direction, both R- 
and L-waves are excited simultaneous!}'. Similarly 
the jB-probe measurement is sensitive to magnetic 
fluctuations only, hence different circular polarisa- 
tions cannot be distinguished. Wavelengths (L1,L2) 
calculated from linear superposition of R-wave and 
L-wave cannot explain the measurements below 
fci- LI = 2n/{kL + kjt) and L2 = 2n/{kL - kn) 
are plotted dash-dotted in Figure 2. Especially, no 

discontinuous jump is observed around /„-. Never- 
theless, the deviation form the R-wave dispersion 
below f^i indicates that the L-wave is involved as 
well. Possiblj', a non linear superposition of R- 
and L-wave necessary to explain the measurements 
(maybe due to the high excitation power used). A 
more ap])roi)riatc (heuristic) agreement is to the 
difference wavelength A/j - A/, (dotted line). This 
will be analysed in future investigations. To our 
knowledge, this is the first experimental observation 
of L-wa\'e jjropagation under laboratory conditions. 

4. Summary and Conclusion 

Waves has been launched with frequencies near 
the ion gyro frequency. For frequencies above the 
ion gyro frequency, a decreasing wavelength with 
increasing frequency is observed. This behaviour is 
very well described by an R-wave dispersion. Below 
the ion gyro frequency a decreasing wavelength is 
observed for decreasing frequencies. Neither R-wa^•e, 
L-wave dispersion nor a linear superposition of both 
can explain these measurements. A more reasonable 
approacli, but so far only heuristic, is given by the 
difference wavelength of R-wave and L-wave. 
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Formation of electron beam and volume discharge in air 
under atmospheric pressure 

V.F. Tarasenko, V.M. Orlovskii 
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The conditions to form electron beams in air, nitrogen, and in the mixture CO2 - N2 - He under 
atmospheric pressure have been examined experimentally. At nanosecond pulses applied to the 
diode, e-beam was obtained in air with amplitude of 70 A. Electron beam appears at voltage pulse 
leading edge having duration at FWHM not higher than 0,4 ns. After beam current ends, the 
discharge is usually continued in quasi-stationary mode being of a volume character. 

1. Introduction 

In 2002, it was demonstrated in [1, 2] how amplitude 
of gas diode electron beam formed under atmospheric 
pressure of helium [1], as well as molecular gases (air, 
nitrogen, or gas mixture C02-N2-He) [2] can be 
essentially increased. Electron beam was obtained 
under low values of E/p ~ 0,1 kV/cmxTorr {E is 
electrical field strength, p is gas pressure) being 
substantially smaller than critical ones necessary for 
achievement of effect of "running away electrons" [3]. 
Earlier many scientific teams investigated formation of 
accelerated electrons and X-ray radiation in gas-filled 
diodes (see for e.g., the monograph [3] and review [4], 
as well as references to these papers). However e-beam 
amplitudes obtained in molecular gases did not exceed 
fractions of an ampere, and interpretation of the effect 
was not simple, moreover, in a number of monographs 
devoted to gas discharge the effect was not considered 
at all [5]. 
In this paper, study devoted to mechanism of electron 
beam formation at low values of E/p in diode filled-in 
with air under atmospheric pressure is presented, 
preliminary results were earlier published in [6]. 

2. Experiment 

Nanosecond pulse RADAN generators described in a 
more detail in [7, 8] were used in experiments. 
Generator 1 (RADAN-303) had impedance of 45 Ohm 
forming with matched load voltage pulses from 50 to 
170 kV at voltage pulse duration at FWHM ~5 ns and 
voltage pulse leading edge of ~1 ns [7]. Generator 2 
had impedance of 20 Ohm forming at discharge gap a 
voltage pulse with amplitude of up to 220 kV and 
duration at FWHM as ~2 ns under voltage pulse 
leading edge of-0,3 ns [8]. Gas diode construction was 
similar to that described in [2]. Cathode - anode 
distance was 13-20 mm. Electron beam extraction was 
made through 45-|im AlBe foil or grid. Oscilloscope 
TDS-864B with 1 GHz-band and 5 GS/s was used in 
experiments to record shunt signals. Recording method 
resolution was not worse than 0,3 ns. 
The following facts were established on the basis of 
voltage pulse measurements at gas diode and beam 
current (see for e.g., Fig.l) as well as gap discharge 
form observation with varying anode-cathode gap. 

Fig.l. Oscilloscope traces of voltage pulses (1) 
and beam current (2). Voltage scaling is 45 
kV/div, current - 20 A/div, and time - 1 ns/div. 
Generator 1. 

cathode type, and gas diode voltage value. Electron 
beam appears at voltage pulse leading edge having 
duration at FWHM not higher than 0,4 ns. Maximum 
of beam current is usually fixed after voltage maximum 
at the gap. Amplitude of beam current in optimal 
conditions did not exceed 30 A for generator 1 and 70 
A for generator 2. With voltage increasing, beam 
current maximum moves to start of voltage pulse and 
ends at maximal voltage values at leading edge. In 
parallel with beam current, discharge current flows 
through gas diode with substantially higher value and 
duration than beam current amplitude and duration. 
The maximum of e-beam energy distribution after 45- 
Hm AlBe foil of the first generator under air pressure in 
diode of 1 atm corresponded to the electron energy of 
-60 keV, and in the case of the second generator it was 
-70 keV, Fig.2. After beam current ends, the discharge 
is usually continued in quasi-stationary mode being of 
a volume character. Within 5 ns (generator 1) during 
voltage pulse at the gap the anode current density 
reaches -1 kA/cm^, specific input energy in gas is ~1 
J/cm^ and specific input power is -200 MV/cm^. With 
maximal voltage at generator 1, the value of E/p 
parameter on end of beam current is equal to - 0,08 
kV/cmxTorr. 
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Fig.2. Distribution of electrons by energy in 
the beam behind the foil at air pressure in 
diode of 1 atm. Generator 2. 

essentially lower than the number of them with average 
energy. After beam electrons reach anode, the field in 
the gap becomes rather improved, and electrical field 
gradient sufficient for "running away electrons" 
disappears. 
Maintenance of volume character of discharge in gap 
within the whole voltage pulse, Fig.l, is determined by 
avalanche discharge character in the first stage and pre- 
ionization by electron beam formed during discharge. 
Stabilization of discharge current amplitude at high 
fields in the gap (EJp ~ 0,05-0,08 kV/cmxTorr) may be 
determined by increased energy losses of secondary 
electrons while they pass through plasma formed 
within discharge development as well as due to process 
of recombination. We consider this discharge type to 
be different from those described in [3-5] being in 
future widely applied in various fields (formation of 
subnanosecond electron beams, pumping of pulsed 
lasers on dense gases, etc.). 

4. Conclusion 

3. Discussion 

Based on analysis of experimental data obtained as 
well as known processes occurring during gas 
discharge [3-5] we consider that the following 
dynamics of development of gas breakdown in a gap is 
being realized. With high-voltage pulse applied, at its 
leading edge the known process of electron avalanche 
multiplication starts with which electron concentration 
increases following the rule A^ = Ngexpiad), where a is 
coefficient of ionization, d is interelectrode gap. In 
order to obtain several kA of current during the time of 
~1 ns being correspondent to the conditions of Fig.l, it 
is needed to have a sufficient amount of electrons near 
the cathode. No ~ 10*, which may appear due to 
cathode processes, during "pre-pulse" including. Along 
with development of discharge, the number of 
electrons in every avalanche could increase in -lO" 
times and above [5] without formation of streamer, and 
then within voltage pulse leading edge the electron 
amount reaches lO'"* and more that with E/p ~ 0,05-0,1 
kV/cmxTorr sufficient for discharge current of more 
than 1 kA. Electron beam is registered after -0,5 ns 
following application of voltage pulse either with grid 
anode or foil one. Its formation, as we earlier supposed 
in [2], is connected with achievement of critical field in 
the space between plasma front from broadening to 
anode avalanches and anode. Note, that on avalanches 
growth plasma front consists of electrons, 
correspondingly, the space charge of electron cloud 
gives additional acceleration to anode for the electrons 
located at the edge of electron cloud. A part of 
electrons can have higher energy here than voltage at 
the diode is. It is clear that the number of electrons in a 
beam must be essentially smaller than number of 
electrons in avalanches, and the number of electrons 
with energy exceeding applied voltage value must be 

An electron beam has been obtained in atmospheric air 
with amplitude of 70 A with electron energy of 70 keV. 
Electron beam appears at voltage pulse leading edge 
having duration at FWHM not higher than 0,4 ns. The 
major part of running away electrons with rather low 
initial values of E/p ~ 0,05-0,1 kV/cmxTorr form in 
cathode plasma - anode gap. Cathode plasma 
propagates to anode at a high velocity, at that with 
electrical field distribution in gas diode area the critical 
value of E/p is being reached, either due to geometric 
quotient, leading to formation of subnanosecond 
electron beam. After beam current ends, the discharge 
is usually continued in quasi-stationary mode being of 
a volume character. The density of current reaches ~1 
kA/cm^ specific input energy in gas is ~1 J/cm^ and 
specific input power is -200 MV/cm^. 
The authors are thankful to V.G. Shpak, M.I. Yalandin, 
S.A. Shunailov, A.V. Fedenev, and S.B. Alekseev for 
assistance in this work fulfillment. 
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Wave modes in compressible coUisionfree multi-species magnetoplasmas 
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University of Dusseldorf, Universitatsstr. 1, D-40225 Dusseldorf, Germany [0211203410@t-online.de] 

The dispersion equation and an expression for polarization ratios are derived using 
velocity moments up to second order. 

For the calculation of the dispersion equation and 
polarization ratios of waves with phase velocities 
much higher than the thermal speed the latter is 
completely neglected in the so-called cold plasma 
approximation. A simple approach to taking the 
thermal speed into account is to add the gradient of 
a scalar pressure in the momentum balance 
equations for the mean velocities of the different 
species and to relate those pressures to the densities 
via an isothermal law. 

An improvement of this simple approach is to use 
the pressure balance equations to obtain relations 
between the pressure tensors and the mean 
velocities. These are then introduced in the 
momentum balance equations. The third-order 
velocity moments in the pressure balance equations, 
whose traces are the heat flow vectors, are 
neglected. This reduces the accuracy by one sixth at 
the most [1]. 

After linearization of the mean velocities and of the 
electric field and Fourier transformation of the 
perturbation parts a set of algebraic equations, each 
combining the mean velocity of a species and the 
electric field, is established, i.e. a set of specific 
Ohm^s laws. 

MaxwelPs curl-equations are likewise linearized 
and Fourier-transformed. The elimination of the 
magnetic perturbation field results in an equation 
combining the electric field with the sum of the 
partial current densities. The latter are replaced by 
the specific Ohm's laws. This leads to the 
dispersion system, i.e. the scalar product of the 
dispersion tensor with the electric field vector put 
equal to zero. The determinant of the dispersion 
tensor put equal to zero is the dispersion equation. 
The rows of the adjoint of the dispersion tensor (or 
linear combinations of them) are the polarization 
ratios of the electric field. 

Taking in the dispersion equation the square of the 
refractive index as the unknown one obtains five 
roots for a one-species plasma, representing five 
wave modes, thus adding three acoustic modes to 
the two modes in a cold plasma [1]. One of these 
acoustic modes is predominantly longitudinal 
polarized, the two others predominantly transverse. 
Each additional species adds three additional 
modes. 
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Multidimensional solitons in complex media with variable dispersion: 
structure and evolution' 

V.Yu. Belashov, A.V. Anoshen 
Kazan State Power Engineering University, 51 Krasnosel'skaya, Kazan 420066 Russia 

The problem of dynamics the multidimensional solitons in complex media with the dispersion is 
studied numerically. The applications to physics of the FMS waves in a magnetized plasma, and 
the 2-dimensional surface waves on shallow water are discussed. 

In this paper we consider the problem of dynamics the 
multidimensional solitons which are described by the 
Kadomtsev-Petviashvili (KP) equation 

dfU + (Xud^u + ^'d^u=K ^ls.iudx , (1) 

in complex media with the varying in time and/or space 
dispersive parameter P = P(f,r). This problem is 

mainly interesting from the point of view of its evident 
applications in physics of the concrete complex media 
with the dispersion. For example, such situation may have 
place in the problems of the propagation of the 2D gravity 
and gravity-capillar waves on the surface of "shallow" wa- 
ter [1] when coefficient P is defined respectively as 

P = Co//^/6 and P = (co/6)[/f2-3o/pgJ where//is 

the depth, p is the density, and a is the coefficient of 
surface tension of fluid. If H = H(t,x, y) the dispersi- 
ve parameter also becomes the function of the coordi- 
nates and time. Similar situation may have place on 
studying of the evolution of the 3D FMS waves in ma- 
gnetized plasma in case of the inhomogeneous and/or 
non-stationary plasma and magnetic field [2] when P is 
function of the Alfven velocity VA=/[i?(r,r),n (f,r)] 

(n is the plasma density) and an angle 0 = (k^B): 

P = v^ (c^ / 2(Oo,- )(cot^ e - m / Af). It is well known that 

the ID solutions of the KdV equation with P = const in 
dependence on value of the dispersion parameter are 
divided into two classes: at |P|<MO(0,A:)Z/12 (Z is the 

characteristic wave length of the initial disturbance) 
they have soliton character, in a return case - they are 
the wave packets with asymptotes being proportional to 
the derivative of the Airy function. In this cases the 
KdV equation can be integrated analytically by the 1ST 
method. But, if P = P(JC,0 such approach is impossible 

principally, and it is necessary to resort to a numerical 
simulation in the conforming problems. Similar situa- 
tion has place in a non-one-dimensional model de- 
scribed by the KP equation: if the analytical solutions 
of the KP equation are known that in case P = p (f,r) 

the dispersion term of equation becomes quasi-linear 

and the model being not exactly integrable [3]. 
In this paper the results of numerical experiments on 
study of structure and evolution of the nonlinear waves 
described by the KP equation with P = P(^r) are con- 

sidered distracting from a concrete type of media. The 
numerical experiments were conducted for several model 
types of function p when at f < f^ r P = P o = const, and at 

t>tcr 

DPW^ 

2)P(x,0 = 

(2) 

(3) 

(4) 

Po. x<a; 

[Po +c, x>a; 

f Po.     x<a; 
[Po + nc, n = {t-t„)l'^ = 1.2,...; x>a; 

3) P(f) = Po (l + ^oPsin W/)  P = (Pmax - Pmin > 2, 
0<kQ<\, 7I/2T<(0<27I/T, 

a and c are constants. In terms of the propagation of the 
waves on the shallow water that means that after reach- 
ing tcr, respectively: 1) sharp "break of bottom"; 2) grad- 
ual "change of a height" of a segment of bottom; and 3) 
the "oscillations of bottom" with time are happen. 
The results obtained in the numerical experiments on 
evolution of the 2D solitons described by the KP equa- 
tion model (1) with P = P(f,r) enable to obtain the dif- 

ferent types of both stable and unstable solutions in- 
cluding the solutions of the mixed "soliton - non-soliton" 
type for different character of the dispersion variations in 
time and space. The obtained results open new perspec- 
tives in investigation of a number of applied problems of 
dynamics of the multidimensional nonlinear waves in 
concrete complex media with the dispersion. 
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Numerical study of interaction of vortex structures in plasmas and fluids' 

V.Yu. Belashov, R.M. Singatulin 
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The results of numerical study of evolution and interaction of the vortex structures in the continuum, and, 
specifically, in plasmas and fluids in the 2D approach, when the Euler-type equations are valid, are pre- 
sented.   The   set  of the   model  equations   eid/Xj =dy.H/B, eidtyt^-d^MIB,   3,p + v-Vp = 0, 

V = —(z X V\|r) / B , Ay/ = -p describing the a continuum or quasi-particles with Coulomb interaction mod- 

els, where p is a vorticity or charge density and y/is a stream function or potential for inviscid fluid and 
guiding-centre plasma, respectively, and H is a Hamiltonian, was considered. For numerical simulation 
the CD method specially modified was used. In terms of vortex motion of fluids the results of numerical 
experiments, specifically, showed that for some conditions the interaction of vortexes in continuum may be 
nontrivial and, as for the "classic" FAVRs, lead to formation of complex forms of vorticity regions, for 
example, the vorticity filaments and sheets, arul also can ended to formation of the turbulent field. The un- 
dertaken approach may be effective in studying of the atmospheric andAlfven vortex dynamics, and also 
useful for the interpretation of effects associated with turbulent processes in fluids and plasmas. 

1. Basic equations 

In this paper we study numerically the evolution and 
Interaction of the vortex structures (so-called FAVRs 
[1]) in the continuum, and, specifically, in plasmas and 
fluids in 2D approach, when the Euler-type equations 
are valid. In general case the set of the model equations 
describing the a continuum (inviscid incompressible 
fluid) or quasi-particles (charged filaments aligned with 
a uniform field B) with Coulomb interaction models is 
the following: 

eid,Xi=dy,HIB,      eid,yi ^-d^HIB,    d^=d/dv, 

a,p-i-v-Vp = 0,     v = -(zxV\|;)/B, (1) 

Ay\r-f = -p 

where e,- is the charge per unit length of the filaments 

or the strength (circulation) of discrete vortex, ^ is a z- 
component of vorticity ^ or charge density p, and \|/ is a 
stream function or potential for 2D flow of inviscid 
fluid and guiding-centre plasma, respectively, and H is a 
Hamiltonian. Note, that in the continuum (fluid) model 
B=l in the Hamiltonian eqs. (1). Function/=0 for the 
continuum or quasi-particles (filaments) with Coulomb 

interaction models [2], and f = k^y\r for a screened 

Coulomb interaction model [3]. We will consider here 
only a case/=0, and generalization of our approach for 

/ = ^^\|r is rather trivially. 

For numerical simulation the contour dynamics (CD) 
method [1], to some extent modified, was used. This 
method gives a possibility not only to observe evolution 
of single contour, but also to study the interaction be- 
tween vortexes having different symmetry order (differ- 
ent modes). Let us demonstrate it in the next paragraph. 

2. Numerical results and discussion 

Let us consider some results of numerical simulation in 
terms of the vortex motion of the inviscid incompressi- 
ble fluid, as more visual. In general, to study the evolu- 
tion of vortex structures with different symmetry orders 
it is necessary to insert a small amplitude disturbance 
r = /? 0 [1 + £ cos (ma - 5„ 01 (where ^o is a conditional 

radius, E is an eccentricity, m is symmetry order (mode), 
a is an angle and S„ =!l,Q(m-\)/2)toihe constant vor- 

ticity circle region. But, accounting that the results of evo- 
lution for one and two vortices with different m were de- 
scribed in detail in [4], let us stay on results on interac- 
tion of vortices and consider the most simple case of cir- 
cle vortices when m=l and, therefore, Q„ = 0. For two 
vortices the result of the interaction depends on sign of 
vorticity ^ ("polarity") and the distance 5 between 
boundaries of vortices. For two vortices having opposite 
polarities for initial distance B = d where d isa vortex 
diameter we observed that the vortices, rotating in op- 
posite directions, move in the same direction and, prac- 
tically don't interact independently on value of 5. For 
the vortices having opposite polarity the result of evolu- 
tion depends essentially on 8. So, for rather small 8 the 
vortices, on a level with rotation about their own axes 
and around of their common center, interact forming a 
common vortex region which consists of the vorticities 
of more small scales. For rather big 8 the vortices on a 
level with rotation about their own axes rotate around of 
common center, at this, their interaction is reduced to a 
cyclic change of their shape (so-called "quasi-retum" 
phenomenon [1] is observed). In our numerical experi- 
ments we have found that critical initial distance divid- 
ing these two types of interaction 8„ =3d/ 4. 

Work was supported by the Russian Foundation of Basic Research (grant N 01-02-16116). 
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To study the interaction of the linearly disposed vortices 
in more details we have consider the problem for four 
vortices being at initial time along one line. The simula- 
tion of the interaction at linear disposition of four vor- 
tices one can observe that for rather big and equal initial 
distance between vortices the evolution leads to forma- 
tion of two vorticity regions as a result of more strong 
interaction of the "outer" vortices with the "inner" ones. 
At this, the interaction of forming pairs is similar to that 
of two vortices case. In case h,=dl2 we observed the 

formation of a complex vortex structure which consists of 
many vorticities of more small scales. The further evo- 
lution of this structure leads to formation of complex 
turbulent field. Let us note that in last case we can also 
see that the interaction between outer vortices is more 
strong. This fact can be explained by the fact of more 
strong "attraction" of outer vortices to the "center of 
mass" of the vortex system because the outer vortex is 
attracted to the center by three other vortices, and the 
inner vortex is attracted to the center by two vortices 
and, in opposite side, by one outer vortex. To test this 
statement in the next series of numerical experiments 
we have arranged outer and inner vortices on different 
initial distances. As a result, we observed the formation 
of vortex structure from two inner vortices. 
In the next series of experiments we studied the interaction 
between the vortices disposed at initial time in the comers of 
appropriate equilateral figures. At this, the following 
results were obtained. In case of evolution of three vor- 
tices with opposite signs of C, being at initial time in the 
comers of triangle, we have obtained that a pair of them, 
having opposite polarities, behaves as well as pair of 
vortices with opposite polarities in two vortices case, 
and third vortex does not participate in interaction al- 
most, practically independently on value of 
5, (/ = 1,2,3). The similar character of interaction is 

observed for four vortices with opposite signs of ^ being 
at f = 0 in the comers of square. 
The character of interaction of three and four vortices 
having the same polarities depends essentially on the 
distances between them like in the two vortices case. 
For example, for 5 = rf / 2 < 8^^ we observed that three 

vortices are rotated forming one big vortex which con- 
sists of many vorticities of more small scales. Similar 
picture is observed for four vortices being at / = 0 in the 
comers of square on distances smaller critical one from 
another. 

3. Conclusion 

So, we have presented, as more visual, some results of 
numerical simulation of eqs. (1) in terms of the vortex 
motion of the inviscid incompressible fluid. But, as we 
noted in the beginning, the set of eqs. (1) with/=0 may 
describe also the quasi-particles with Coulomb interac- 
tion model. At this, the results presented above can be 
easily extended on the 2D simple system where the 
plasma is represented by charged filaments, aligned 
with a uniform field B, that move with the guiding- 

centre velocity ExB/B^. Moreover, the approach un- 
dertaken can be useful and also for other 2D continuum 
models when f ^0 m the Poisson eq. (1). They can 

describe the vortices or filaments with the non-Coulomb 
interaction. In the last case it is assumed that ions move 
with the guiding-centre velocity but electrons have a 
Boltzman distribution, at this, the additional term 

f = kyif will describe the Debye screening [3]. An- 

other plasma model that can be investigated using the 
described approach is the Hasegawa-Mima model [5], 
its equations can also be put in form (1) by way of in- 
clusion of ion polarization drift through the ion equation 
of motion [3] £^,v = (e/A/)(-V(p + vxB). As to a hy- 
drodynamic fluid model corresponding to a screened 
interaction that such model having form (1) has been 
proposed in [6] to describe the Earth's atmosphere with 
the equation of motion for the horizontal atmospheric 
flow d,\ = -gVh + Ryxi) where h is the atmospheric 

depth and R is the Coriolis force. Another possible ap- 
plication can take a place in the study of the problems 
associated with the dynamics of the Alfven vortices in 
the ionospheric and magnetospheric plasma [7]. 
In conclusion, let us note that the applications of the 
dynamics of different types' vortex structures will not 
rest the problems of study of the processes discussed 
above, in the power units. Such investigations are now 
one of the most perspective trends in some technical 
fields, for example in the problems of study of the vor- 
tex motions in working chambers of the varied types' 
power units, where the working substance may be wa- 
ter, vapor-gas mixtures and plasma [8]. At this, the most 
actual problem is the investigation of the vortex motions 
in the spatial regions where there are the flows with 
velocity shear (for example, near the walls of the boiler 
of thermal power units and the chambers of the gas tur- 
bines), and also the study of the vortex motions in mag- 
netized plasma without dissipation (controlled thermo- 
nuclear fusion systems) where the electric currents can 
lead to formation of very complicated forms of the vor- 
tex regions. 
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.la .2 b V.Yu. Belashov", S.V. Vladimirov^ 
'Kazan State Power Engineering University, 51 Krasnosel'skaya, Kazan 420066 Russia 

^School of Pliysics, University of Sydney, NSW 2006, Australia 

The formation, structure, stability and dynamics of multidimensional nonlinear waves and solitons 
in a plasma with v = -(zx V\)r) / B and P > 1 are studied. To study the stability of multidimensional 
solitons, the variation problem of the Hamiltonian bounding with respect to deformations con- 
serving momentum is used. To study evolution of solitons and their collision dynamics the equa- 
tions are integrated numerically. It was obtained that in both cases the formation of multidimen- 
sional solitons can be observed. It is found that the soliton elastic collisions can lead to formation 
of complex structures including the multisoliton bound states. 

1. Basic equations 

In this paper, we study formation, structure, stability 
and dynamics of multidimensional solitons formed on 
the low-frequency branch of oscillations in a plasma for 
Ps4jwr/S^ «land P>1. These oscillations are de- 
scribed by equation 

d,u + A(t,u)u = f,   f = KJ_^Aj^udx, 

A, =di+di 
(1) 

For Ai(t,u) = aud^-dl(v-^^-ydl) Eq. (1) falls 
into GKP (Generalized Kadomtsev-Petviashvili) class 

of equations, and in the case when p = 4nnTIB «1 

for (0<(0B =eB/Mc, kkj) «l, describe propagation 
of the fast magnetosonic (EMS) wave in a magnetized 

plasma with k^ »k]^, v^^ « c^ near the cone of 

G = arctan (A/ //n)"^ [1]. In this case, the function u is 

the dimensionless amplitude of the magnetic field of the 
wave h = B„/B, the factors at the terms describing 

nonlinearity, dissipation and dispersion effects, respec- 
tively, are defined by plasma parameters and the angle 

G = (B,k). In opposite case, A2(.t,u) = 3s\ p\  u d^- 

-d].{il. + y), Eq. (1) converts into 3D derivative non- 

linear Schrodinger (3-DNLS) equation class and in the 
case when P > 1 describes dynamics of the finite-am- 

plitude Alfv6n waves propagating nearly parallel to B 
for u = h = {By+iB^)l2B\\-^\,  h = Bj^/Bo  where 

p = (1 + ie), and e is the "eccentricity" of the polarizati- 

on ellipse of the Alfven wave [2]. The upper and lower 
signs of X, = + 1 correspond to the right and left circular- 

ly polarized wave, respectively; the sign of nonlinearity 
is accounted by the factor 5 = sgn(l-/?)= ±1 in the 

nonlinear term; and K = -r^ / 2, r^ = v^ / (OQ,- . 

Eq. (1) with A| or A2 is not completely integrable. 
Therefore, excluding the stability and asymptotic analy- 
sis we used numerical integration for study of evolution 
of solitons and their collision dynamics using the special 
simulation codes. 

2. Stability of 2D and 3D solutions 

To study stability of the GKP equation solutions, we 
performed coordinate transformation and rewrite Eqs. 
(1,2) into the Hamiltonian form 

where 

(2) 

dr. 

3,M = 3^,(8 H/5tt), 

d^v = u, e = PIYr"^, A, = sgnY. The stationary solu- 

tions of Eq. (2) are defined from the variation problem, 

5 (H + vPj) = 0, where P^ = jju^dr is the momentum 

projection onto the x axis, v is the Lagrange's factor, 
illustrating the fact that all finite solutions of Eq. (2) are 
the stationary points of the Hamiltonian for fixed P^.. 
Thus, conforming with Lyapunov's theorem, it is needed 
to prove the Hamiltonian's boundedness (from below) 
for fixed P^. 
Let's consider in real vector space R the scale transfor- 

mations u{x,rj^)^t^~^'^r]^^-''^'^u(x/l^,rj^/r]) (whe- 

re d is the problem dimension, and ^, Tie R) conserving 

the momentum projection P^^- The Hamiltonian as a 
function of parameters C„ r\  takes a form 

-l/2^(W)/2^^^-4 (3) H(c,iD=«r'+*cv-< 
where 

a = -(E/2)l{d,ufdr, b={l/2)l(V^d,vfdr, c=ju^dr, 

e = (k/2)j(d^u)^dr. In 2D case [d=2 in expression 
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(3)] one can obtain that for X = 1, e < 0 the Hamiltonian 

at fixed P^ is bounded from below, and, hence, the 2D 
solitons are absolutely stable. In cases X. = l,e>0 and 

^ = -1, e < 0 H has local minima, and Eq. (2) may have 

the locally stable solutions for some parameters. All 
other cases correspond to unstable 2D solutions. 
In 3D case we obtain that the absolutely stable 3D solu- 
tions take place for X. = 1, e > 0, and the locally stable 

solutions can be observed for A. = 1, e < 0 if the condi- 

tion ab^e/c^<9/5l2 is satisfied. The analysis to the 
problem of the FMS waves beam's propagation in mag- 
netized plasma enables us to prove [1], for example, that 
the 3D beam propagating at 6 angle to the magnetic 
field is not focusing and therefore becomes stationary 

and stable within the cone Gorctan (M /w;)"^ when 

(/n/M-cot^ e)^[cot'' eO-i-cot^ 6)]"' > 4/3. We also 

note that obtained results give us the possibility to inter- 
pret correctly some numerical and theoretical results on 
the dynamics of the internal gravity wave solitons in- 
duced by the pulse-type sources in the F-region of the 
ionosphere [3]. 
To study stability of the 3-DNLS equation solutions we 
used the formal change u-^ h and investigated the 
boundedness of the Hamiltonian [2] 

"=Jl [il'-r+^'''''*^.<p+ixCv^a.vif ] rfr 
djfW=h, (p = arg(/i). 

(4) 

for transformation h(x,r^)^t^ ^'\^h(x/t^,r^^/rO 

(^,T|eC) conserving Pj, in complex vector space C. 

The Hamiltonian as a function of ^, r] is given by 

H(c,ii)=arv'+fcC"'+ccv (5) 

where   a=(l/2)Jl Al" rfr,     b=Xs jhh*d,((>dr, 

c=(a/2)J(VjL3j.M')^rfr. Solving the extremum problem 

for functional (5) we obtain that Hamiltonian (4) is 
bounded from below, i.e.. 

H>-3bd/{\ + 2d^),     b<0 (6) 

if ac"' <rf = (2V2j'Vl3 + Vl85 , and in this case 3D 
solutions of 3-DNLS equation are stable. The solutions 

are unstable in the opposite case, ac~' >d,b<0. Con- 

dition b<0 corresponds to the right circularly polar- 

ized wave with p = 4mT/B'^>\, i.e. when 

A. = l, 5 = -l, and to the left circularly polarized wave 

when X = -\, s = 1. It is necessary to note that the sign 
change X. = 1-^-1, 5 = -l->l is equivalent to the 

change /->-/, K -^ -K and for negative K the Hamil- 

tonian becomes negative in the area "occupied" by the 
3D wave weakly limited in the k ^ -direction; in this 

case condition (6) is not satisfied. Change of sign of b to 

positive (when X = \,s = ] or ^ = -1, s = -l) is 

equivalent to the analytical extension of solution from 
real y, z to pure imaginary values: y -> -iy, z -> -iz 

and, therefore, equivalent to the change of sign of K in 
the basic equations. In this case instead of inequality (6) 
the opposite inequality will take place. From the physi- 
cal point of view this means that if the opposite ine- 
quality is satisfied, the right polarized wave with the 
positive nonlinearity and the left polarized wave with 
the negative nonlinearity are stable. 

3. Numerical results 

In our numerical experiments we have investigated two 
types of the low-frequency oscillations in a plasma with 
P«l and P>1 which correspond to two types of 

waves and can lead to the formation of the multidimen- 
sional solitary wave structures. As a result, we have 
obtained that for FMS waves the 2D and 3D soliton 
formation can be observed. In particular, we observed 
the formation of a stable soliton with oscillating as- 
ymptotics, that corresponds to above mentioned analyti- 
cal results. It is interesting to note that the 2D soliton 
interaction dynamics is not trivial for GKP equation 
unlike usual KP equation [4]. So, for example, for 
X = 1, e > 0 the formation of a stable two-soliton 
structure (so-called "bisoliton") can be observed as a 
final result of interaction of two initial pulses. In the 3D 
case for the FMS wave beam having the small angular 
distribution, the stationary propagation may be observed 
as a result of the nonlinear beam stabilization. 
In the case of Alfven waves propagating along the mag- 
netic field lines, we have obtained that 3D stable solu- 
tions may be observed, with 3D spreading and collaps- 
ing ones. These results can be also interpreted in terms 
of the self-focusing phenomenon for the Alfven waves' 
beam as the stationary beam formation, scattering, and 
self-focusing. Let's note that we observed the dynamics 
of the Alfven waves' beam propagating in a plasma with 
P > I at angles near 0° with respect to the magnetic 

field, and the dynamics of the FMS wave beam propa- 
gating in plasma with p«l at angles near ji/2 with 

respect to the magnetic field. Let's note that for all cases 
the analysis of the Hamiltonian H deformations on the 
numerical solutions confirmed the stability of solutions 
considered above. 
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One-dimensional nonlinear and nonlocal 
oscillations of plasma 
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A simple one-dimensional model describing nonlinear and nonlocal oscillations of electron 
plasma is considered. Due regard to the nonlocality of field potential allows to smooth down the 
peaks of nonlinear waves, to steep up the wave front, to modify the velocity amplitude and phase 
of the travelling wave. 

1. Introduction 

In many of the models of election magnetic 
hydrodynamics, a more complex spatial distribution 
of currents and fields is usually reduced by shifting to 
the corresponding two- or even one-dimensiortal 
systems, utilizing the symmetry of a model under 
study. Nevertheless, the magnetic field is essentially 
three-dimensional, and such simplifications can 
evoke manifestations of the effective nonlocality of a 
two- or one-dimensional medium. A good example of 
such nonlocality can be electron flows in a flat 
plasma layer [1], the Hall effect in thin films [2], in 
which the nonlocality of the medium is manifested in 
an integral relation between the current density 
J and the z-component of the magnetic field B^ 

expressed by the Ampere law: 

B = v.p.- j 
c J 

2 f /(?) 
d^ (1) 

The nonlocality of vortex filaments in solitary thin 
film [3, 4] and layered superconductors [5], where 
nonlocality is manifested in the expression for the 
two-dimensional current function \jr related to the 

non-divergent current density j (e^ is the unit vec- 

tor of the axis z) 

y=:-—Vx(v«,). 
AK 

(2) 

In the present work, on an example of a simple one- 
dimensional model, the problem of nonlinear and 
nonlocal oscillations of electron plasma is 
investigated. Due regard to the nonlocality of the 
field potential allows to smooth down the peaks of 
nonlinear waves, to steep up the wave front, to 
modify the velocity amplitude and to change the 
velocity phase of the travelling wave. 

2. The nonlocal oscillations 

The simplest model of electron plasma oscillation, 
which takes into account the influence of the 
potential nonlocality, is described by the model 
system of equations 

dt       dx 
3v       dv     ^a (3) 

dx^ 
■An(^p-\), 

where p is the density of plasma, v is the velocity, and 

(p is the potential. The system of units e = m = PQ=\ 

has been chosen. a£>"^ is a fractional derivative [6, 7]: 

T-/1      „^  J..J t_^ (4) 
T{\-a)dxi^{x-tf 

and the order of the derivative a~\. Note here that at 
a =1 we have a classic system of evolution equations 
described in [8, 9]. 
We will take into consideration only the travelling wave 
type solutions that depend only on the variable 
^ = x-ut, where u = const is the wave velocity. This 
assumption essentially simplifies the evolution equation 
(1) and leads to the system 

P(V-M) = 0, 

2 
/r> =0, (5) 

^4;r(p-l), 

5§ 

ay 
w 

where „l"=„D~"(p    is the fractional integral of the 

order a [6]. 
From the first equation in (5) follows the relation 
p{v-u)=A, (6) 

where A= const. It plays the role of the boundary 
condition. Also, from the other two equations of the 
system (5) it follows that 

v = M-Vv> (7) 
and the Hamiltonian of the system 

H=lv^- 
2 

■MV- JI ^q> = const (8) 
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Let us introduce the new variables 

Then the Hamiltonian H is 

2 2 
The phase trajectories in the phase plane {x, y) (see 
Fig. 1) are closed curves surrounding the centre-focus 
(0, M'/4): 

y^'"" =^u^[x-Ax+2E, 

and crossing the axis x in the points 

'- ■ ■'     r^' 

(9) 

(10) 

(11) 

x = -{u±s) ,  s 
4 

-2£ (12) 

Fig. 1. Phase diagram of a system with the Hamiltonian 

// = >'^"" / 2 - 2MVJr + 2jf: a) for a = 1 (local case) and b) 
o = 0.6 (nonlocal case); « = 2 and £ = -3.995; -3; -2; -1. 

The bound states £'<0 are separated from the un- 
bound ones by the condition E = 0, which leads to the 
region jf e[0; M^]. 

It is possible to show that the period of plasma 
oscillation for a = 1 

T = ^— = — (13) 

and does not depend on the oscillation energy E. At 
the same time the oscillations are unharmonic. 
Interestingly,  after  substituting   (7)   the  evolution 
equations turn into a system of separate equations: 

A 

(14) 

d^_ 

d^' 
= -AK 

1    ^ 

Atp 2+1 

Nevertheless, the velocity v{^) can be derived from 

the Hamiltonian H (10). If v^(|) = v(^)/£, where 

e = (l-|£|/(2<y„^)),then 

V(|)^ ±fi><,t-c(l-V^F" (15) 

where (0„ =ATK n„lm  is the frequency of plasma 

oscillations, and "±" stands for the different half- 

periods of oscillations. The explicit dependence v(/) for 
a fixed value of the space variable x is shown in Fig.2. 
For a = 1, we have only local oscillations: 

W -cos ±&)o^-e(l-V^^)" !//• = —V 
e 

3. Conclusions 

The main peculiarities of the nonlocal plasma velocity 
oscillations are: 
• steepening up of the wave front 
• changes of the velocity amplitude 

a-\ 

^ V~U-0)Q 

• the smoothened peak of the nonlinear wave top 
• the global phase shift At//- ~ (a - l);r / 2 of velocity 

oscillations 

,0.73 /^ 
!■' 0.5 J^ 
,0,25 jy 

-0.25 

■ i^' 

y^ 
■0.5 _^^ 

■0.75 ss****'^ 
1 1.5 2 2.5 3 3.5 

Fig. 2. Velocity of oscillations K') in dependence on time at 
the frequency w =1, parameter e = 0.9, if nonlocality a = 0.05 
and phase shift A(p = 0.079 (upper line) respect the local 
case (lower line). For simplicity, the next symmetric half- 
period of the periodic wave is omitted. 

Note that all these peculiarities are of qualitative 
character. For quantitative assessments, a model of real 
plasma is advisable. 
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Controlling chaos caused by the current-driven ion acoustic instability is attempted using the delayed 

continuous feedback method, i.e., the time-delay auto synchronization (TDAS) method introduced by 

Pyragas fPhys. Lett. A 170 (1992) 421.] with flexibility. 

1. Introduction 
Over the past decade, the problem of controlling 

chaos has attracted great interest in many fields, such 

as lasers,[l] motivated by the importance of the role. 

The serious role of turbulence in fusion-oriented 

plasmas creates a special interest in controlling chaos. 

An effective method of controlling chaos, which has 

been proposed by Ott, Grebogi, and Yorke (OGY),[2] 

has attracted much attention. On the other hand, 

Pyragas[3] has proposed a time-delay feedback 

technique, i.e., the time-delay auto synchronization 

(TDAS) method,[4] which is appropriate for the 

experimental systems working in real time. 

We have attempted chaos control using the TDAS 

method based on the Pyragas technique in order to 

attain stable chaos control. 

2. Experimental set up 

The experiments are performed using a Double 

Plasma device. Argon gas is introduced into the 

chamber at a pressure of 4.0 x 10"* Torr. Typical plasma 

parameters are as follows: the electron density w^ ~ 10 

cm"^, electron temperature T^ ~ 0.5-1.0 eV. 

The current-driven ion acoustic instability is excited 

by the two parallel mesh grids installed into the 

chamber (G, and G^). A dc potential V„ is applied to G, 

in order to excite the current-driven ion acoustic 

instability, and G2 is kept at floating potential. Time 

series  signals  for  analysis  are  obtained  from  the 

fluctuating components of the currents on the V„ biased 

mesh grids. 

The experiments in controlling chaos are performed 

by applying the feedback signal F(x) to the floating 

mesh grid G2. The feedback signal F(x) is generated 

from x(t), using the electronic circuit based on the 

TDAS method. 

Chart of experimental setting is shown in Fig. 1. 

Switch -«-(^-0 
V TDAS N V— Amp. <- Circuit 

r k[xit )-xit- r)] i k 

I 
I 

; System 
■ 

I 

■ 
I 

I 
I 
I 
I 

V  > 
{ 
I 

Gj 
x{t) 

Figurel: Chart of experimental setting. 

3. Experimental results and discussions 
When the grid bias V^ exceeds a threshold, the 

current-driven ion acoustic instability is excited. When 

V„ exceeds 40 V, a limit cycle oscillation appears. 

Then, according to increasing F„, the system becomes 

chaotic via bifurcation. The system presents a typical 

chaotic feature around V„ = 54 V. The TDAS control 
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is applied to the typical chaotic state. 

Figure 2 shows the stabilization process of chaos 

using the IDAS method. Figure 2(a) and (b) 

correspond to the time series signal and the feedback 

signal during the transition from the uncontrolled to 

the controlled state, respectively. Here, r and k are 20 

//s (-1.16 period) and 0.28, respectively. The details 

of the state before and after switching on the control is 

depicted in Fig. 3, showing the time series signal, and 

/(O - /"(/) trajectories in the phase plane, the power 

spectra, respectively. It is found that the system 

changes from chaotic to periodic, maintaining the 

instability, and the fiindamental mode (~ 70 kHz) of 

the unstable periodic orbit is selected during 

controlling process. [5] 

1^ Control-ON 

1.0 
Time (ms) 

2.0 

Figure!: The stabilization process 
of chaos using the TDAS method. 

(a) 

"S'ilfii||iHii|i^iiii'.'t 

Figure3: The details of the state before and 
after switching on the control. 
(a) Before control, (b) after control. 

4. Further issue 

Delayed feedback is applied to the periodic oscillation 

{V„, = 40 V), and the dynamical behavior is studied. 

When the TDAS method is applied to periodic 

nonlinear regime and arbitrary delay time r is chosen, 

the periodic state changes to various states such as 

"Type-1 intermittency" and unstable "period-3" orbits in 

period-doubling bifurcation, as shown in Fig. 4. 
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Figure4: Dynamical behavior of the system 
as a function of r. 
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The dynamical behavior of two coupled chaotic oscillators caused by the current-driven ion acoustic 

instability is experimentally studied. It is found that when two oscillators (two unstable waves) are 

interacting, and the dc potential applied to either of the two oscillators is varied gradually while 

maintaining coupling, the two oscillators synchronize in a certain region. 

1. Introduction 

Recently, the synchronization of two chaotic 

oscillators[l] has attracted much attention in many 

branches of science, motivated by the possibility of 

wide spread applications of coupled nonlinear 

oscillators. It is well known that two chaotic 

oscillators can synchronize through interaction, 

namely, coupling. This synchronization has useful 

applications in chaos control.[2] Coupled nonlinear 

oscillators exhibit a variety of fundamental dynamical 

phenomena in addition to the synchronization of 

mutual chaotic oscillators. The dynamical behavior of 

the coupled nonlinear oscillators including chaos 

synchronization has been studied in laser systems,[3] 

the electronic circuits[4] and so forth. The behaviors 

of coupled nonlinear oscillators are interesting 

phenomena in the study of plasma physics as well as 

other branches of science. 

We have study the dynamical behavior of two 

coupled chaotic oscillators caused by the 

current-driven ion acoustic instability. 

2. Experimental set up 

The experiments are performed using a Double 

Plasma device. Argon gas is introduced into the chamber 

at a pressure of 4.0 x 10"^ Torr. Typical plasma 

parameters are as follows: the electron density 77^- 10* 

cm'', electron temperature Tg ~ 0.5-1.0 eV. 

The current-driven ion acoustic instability is excited 

by the two parallel mesh grids installed into the chamber 

(Gi and G^). The dc potential V  is applied to the mesh 

grid Gj and Vs is applied to the mesh grid G^ in order to 

excite the current-driven ion acoustic instability. V^ and 

V are control parameters which govern instability-1 and 

instability-2, respectively. Thus, interaction of two 

unstable waves (instabilities), namely coupling, is made. 

Time series signals for analysis are obtained from the 

fluctuating components of the currents on the biased 

mesh grids on both ends (Gj and G2), and are sampled 

with a digital oscilloscope. 

Figure 1 and 2 show schematic diagram of the 

experimental apparatus and chart of experimental setting, 

respectively. 
1^ 60 cm- 

70 cm 

Figurel: Schematic diagram of the 
experimental apparatus. 

G2(Vs) Gj (VJ 

Figure!: Schematic of coupling of two oscillators. 
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3. Experimental results and discussions 

When the grid bias exceeds a threshold, the 

current-driven ion acoustic instability is excited. We 

investigate the behavior of the coupled system where two 

chaotic oscillators caused by the instability interact. We 

change V„ gradually and the control parameter V^ 

governing instability-2 is fixed at 53 V. 

For 0 V < V„ < 24 V, only instability-2 oscillates since 

instability-1 is not yet excited in this range of the 

parameter. For 24 V < F„, < 38 V, instability-! is also 

excited and the system does not reach the 

synchronization state, as shown in Fig. 3. Figure 3(a) and 

(b) shows the time series of the signals and the A'- Yp\ot 

of the two instabilities shown in (a). For 38 V < F„, < 60 

V, the phase synchronization[5] is observed. With 

increasing V„„ the two oscillators synchronize gradually, 

and finally for 60 V < V„ < 64 V, the complete 

synchronization is observed, as shown in Fig. 4. For V,„> 

64 V, instability-1 vanishes gradually. 
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Figure3: Non synchronized state. 

(F„=33V,r,= 53V) 

Figure4: Complete synchronized state. 

(F„,= 62V,K,= 53V) 

4. Conclusion 

Two oscillators caused by the current-driven ion 

acoustic instability have been coupled through the 

interaction of two unstable waves. When the control 

parameter V„, of instability-1 is changed gradually, 

with Vg fixed at 53 V, phenomena such as "phase 

synchronization" and "complete synchronization" 

have been observed. Thus, dynamical behavior of two 

coupled chaotic oscillators by mutual coupling has 

been observed in plasma.[6] 
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Frequency up-shift in interaction of powerful plasma wave 
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A frequency upshift of twenty megahertz is observed in the interaction of a high power microwave 
(fo=2.84 GHz) with a magnetized inhomogeneous argon plasma. The dependencies of the fre- 
quency upshift on the incident microwave power and frequency have been investigated. The in- 
duced frequency upshift is considered to be related to a rapidly growth plasma density in plasma 
waveguide. 

The experiments were performed in a linear plasma de- 
vice "Granite" [1] where plasma was produced using the 
electron cyclotron discharge in glass tube (Fig 1). The 
experiment parameters are as follows: external magnetic 
field is 0.35 T, the argon gas pressure is 2 Pa, the 
plasma inhomogeneity scale along magnetic field and 
across it are a = 5 cm and b = 0.4 cm accordingly, the 
maximal electron density is ne ~ 5xl0'^ cm"^ electron 
temperature is T^ =2 eV. An electron plasma wave 
(EPW) at frequency/= (o/(2jt) = 2.84 GHz in the form 
of the fundamental Trivelpiece-Gould mode was 
launched into the plasma by waveguide. The dispersion 
relation for this wave is kx^ = [cOpe^ {r, z) I (i> - 1] ^ii , 
where kt] and kx are the components of the wave vector 
parallel and transverse to the magnetic field. The high 
density plasma Mr.z) > n^, where nc - critical electron 
density) creates a plasma waveguide for EPW (Fig. 1). 
Propagating to a point of a plasma resonance (focal 
point), where (0 = 0)^^(0, z) the wave slows down and its 
electric field increases drastically. This electric field 

waveguide 

focal point 

Fig. 1. Scheme of excitation and propagation of the 
EPW. Po, P„ Ps, Pr are incident, tfansient, scattered 
and reflected power correspondingly. 

growth is so significant, that the incident wave power of 
10 mW is enough for excitation of the parametric decay 
instability of stimulated backscattering I -^V + s [2]. 
At pump power P > 5 W the oscillatory energy of elec- 
trons exceeds already the ionisation energy of argon 
atoms. At this condition intensive resonance interaction 
of wave with electrons and, as a consequence, the cap- 
ture of electrons and wave breakdown should take place 
[3, 4]. 
Parameters of microwave pump in present experiments 
are as follows: incident pulse power is P ~ 50 - 200 W, 
pulse duration is up to 2.5 \is, pulse rise time is /f ~ 40 

ns, repetition frequency is 300 Hz. The oscillogram of 
incident pulse is shown in fig. 2a. A number of diag- 
nostics, possessing sufficient time resolution such as: 
multi-grid analyzer and spectroscopic, cavity, were 
used in the experiment. 
As it is seen in oscillograms of multi-grid analyser 
(Fig. 2c) two separate bursts of electron current are 
generated in plasma after the microwave pulse is on. 
The first one is observed immediately after the appli- 
cation of microwave power, whereas the position of the 
second is determined by the pump power. The termi- 
nation of the second fast electron current burst is al- 
ways accompanied by oscillations observed on the mi- 
crowave detector in the waveguide Fig. 2b. These os- 
cillations indicate the wave reflected in plasma, which 
is up-shifted in frequency. The power of this wave is 
comparable to the launched one. 
High energetic electrons produce the increased excita- 

Fig. 2. Oscillograms of incident (a) and scattered (b) 
microwave pulses, currents of multi-grid analyzer 
(c), light intensity (d) and time behavior of electton 
number density (e) in focal region 

tion and ionisation of argon atoms. To obtain the ab- 
solute spatial density distribution we used the data for 
average electron density and radial distribution of lu- 
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minosity integrated in visible spectral region, as radial 
distribution of plasma density. This method was tested 
earlier in [1]. The contours of electron density distribu- 
tion at different time, calculated in this way, are plotted 
in fig. 6. Ten grey gradation were used in these pictures 
to scale the plasma density magnitudes. Maximal light 
hue corresponds to electron number density of 510" 
cm 
These pictures obviously illustrate formation of longitu- 
dinal plasma channel, which serves as a waveguide for 
EPW. When the channel propagates down to the dis- 

Inltial plasma t = 0.5 us 

t=1-1Hs 
<    25 cm > 

t = 2.4 us 

Fig. 3. Contours of the electron density distribution. 

tance of 45 cm from the launcher it goes out from the 
magnetic system. The magnetic field quickly decreases 
and conditions for the EPW change drastically leading 
to its reflection. The reflection takes place also when the 
multi-grid analyzer is placed at distance less than 45 cm. 
Reflected wave propagates in opposite direction towards 
the launcher in non-stationary narrow channel with in- 
creasing density (see fig. 3). That leads to an additional 
phase taper and, correspondingly, to the frequency up- 
shift of the wave. The magnitude of frequency shift is 
changed in time and depends on both the frequency and 
power of pulses. It exceeds 20 MHz at the oscillation 
onset and then falls sharply to the frequency shift of ~5 
MHz, which is weakly changed down to pulse termina- 
tion (Fig. 4). The onset time of oscillations decreases 
with the pump power. It can be explained by quicker 
channel formation due to growth of electron energy and, 
as consequence, increasing of ionisation rate. 
At the over and back wave propagation in plasma 
waveguide of length L the phase taper is 80 = -2koL. 
Using expression for ko from [1] we can obtained 

S^ = -2^ '^  
b n^iz,t)-n^ 

Phase 

0) ■■ 

factor       have       a       following       form 

-lik^dz.    Then    wave    frequency    is 

dt       "     dt 

30 

25 

N 
X   20 
5 
>^ 15 o 

, and frequency difference is 

10 ■ 
0) 

1.0 1.5 2.0 
Time, (IS 

Fig. 4. Temporal dependences of the frequency 
up-shift experiment (•) and calculation (solid 
curve) for/= 2840 MHz; (A) and dashed curve 
for/= 2400 MHz, correspondingly 

5/- 
50)     1 L dn. 

IK     Kb {n^{z,t)-nX  dt 
As it should be from time resolved plasma density 
measurements the plasma density in focal point 
changes linearly dependent. Using this fact we can ob- 
tain follow expression for frequency difference: 

5/ = i^-,-J , (1) 
7t b dn,. 

^dt i'-t.y 
where t. is is the time determined by plasma channel 
propagation up to reflection region. 
Calculations fulfilled using (1) for experimental condi- 
tion corresponding the plasma channel formation in fig. 
3 at power ~100 W are shown in fig. 4. Apparently the 
frequency up-shift varies with f^ and decrea.ses with 
the incident wave frequency decrease. 
This work was supported by RFBR-BRFBR collabora- 
tive grant (02-02-81033 Bel 2002_a, F02P-092) and 
grant INTAS-01-0233. 
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This work present a comparative study between the experimental data on the system of two 
electrical glow discharge plasma and the simulated data from a system of ordinary differential 
equations based on van der Pol oscillators with reference to the control of the space charge 
dynamics. 

1. Introduction 

The dynamics of space charge structures in the form of 
a double layer, an arrangement of electric positive and 
negative charges localised in adjacent positions 
represent the subject of the present work. 
Experimentally it is found that these structures are very 
sensitive to the biasing conditions and that they cause 
most of the oscillatory phenomena of the plasma 
system as a whole [1,2]. 
We present a comparative study between the 
experimental control on of the dynamics of double 
layer structures and the computed results of a model 
consisting on two coupled perturbed van der Pol 
oscillators [3,4,5]. 
The numerical results of our computer model are in 
reasonable agreement with the experiment. 

2. Experimental system 

The experiments were carried out on the plasma 
created as a result of coupling of two adjacent 
independent glow discharges that are biased one 
against the other. 
The experimental device consists of two short adjacent 
glow discharges, with plane cathodes and cylindrical 
anodes, all placed in the same glass tube, in argon at 
low pressure [2,4]. 
The plasma is formed in the contact region of the two 
negative glow plasmas, between the two anodes that 
are biased one against the other by a dc power supply 
whose voltage U„, is considered as the experimental 
control parameter. The ac mode of biasing is realized 
by connecting a corresponding power supply U^ in 
series with the dc biasing one U^. 
For certain experimental conditions, depending on the 
Um biasing potential, coherent or non-coherent 
oscillations of the current / flowing through the inter- 
anode interval are observed. These oscillations are 
correlated with the dynamics of the DLs that appear in 
the plasma. Different complicated spatial-temporal 
patterns for different values of [/„ have been observed 
[4,6]. 
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Fig. 1 Diagram of the experimental set-up 

3.    Mathematical model 

For this experimental arrangement we proposed a 
model with two coupled perturbed van de Pol 
oscillators [3,4]. 

Xi = X-) + mx, 

Xj = -c(x|   - 1 jx2 - Xi + ' 

+ m(x^ + Xj) 

Xr, = x» ~ mx ■ 

^4  = - f\xl  - Ipc^  - ^3  - sees JTj 

- m(x2 + Xi) 

X5  = 2Kg 

We consider the free oscillations of the plasma to be 
modelled by two van der Pol oscillators with dc and ac 
coupling. 

4.  Discussion and conclusion 

The bifurcation diagram is a convenient way to identify 
values of the control parameter for which the system 
shows ordered and chaotic dynamics. However, there 
are situations, as shown in Fig.2, where the system 
presents intermittent transitions from periodicity to 
chaos. This behaviour could not be observed from the 
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bifurcation diagram, but it can be easily discerned from 
a stroboscopic representation as shown in Fig.2. 

mmmmmmffmfimmmfmmmmmmmm 
wmmmmmmfmmfmwmMmmwmmmfm 

time (units of T) 

time (units of T) 

(b) 

Fig. 2 Plot of the stroboscopically sampled amplitude 
xi in units of T, recorded for different values of the 
control parameter m, for c=f=\, e=2, g=0.5: (a) - for 

m=l to m=1.055; (b) - for m=1.07 to m =/. 125 

In Fig.2 is shown the temporal behaviour of the 
amplitude of the first oscillator {x\) for a range of 
values of the control parameter m. 
The data were stroboscopically sampled with the 
period (7) of the forcing signal. The period of the 
fundamental of the oscillation is found to be a multiple 
of the forcing period, between T and IT. This 
obviously is a consequence of a frequency locking 
between the frequency of the forcing signal and the 
frequency of the free oscillation of the system (e=0). 
Spectral analysis confirms this conclusion. 
The analysis of the dynamics of the system with 
respect to the amplitude of the forcing (e) for constant 
m shows that for values of e in excess of certain 
threshold values the forcing plays an important role in 
the synchronization of the system on frequencies which 
are subharmonics of the forcing. 

The computed data of our model are in reasonable 
agreement with the experiment and shows the 
possibility of control of the dynamics of the system by 
an external source. 
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In this paper we show some of the phenomena which take place in the plasma complex structures 
formed in the transition region between two negative glows. 

1. Introduction 

Tlie complex plasma structures which appear 
in glow discharges such as a plasma formation near an 
anode, the stratification of the positive column of a glow 
discharge, the free formation formed at the contact 
region between two negative glows and others, are 
striking examples of the self-organization of a strongly 
nonechilibrum systems. 

At the beginning of the 1970'' interpretation of 
the moving striations (ionization waves) was based 
upon hydrodinamic fluid models. However, in the glow 
discharges (low pressures and small currents) where 
most theoretical and experimental studies applied, a 
nonlocal kinetic analysis of the plasma is required. In 
the glow discharges where inelastic collisions prevail in 

Oscillosco 

t 

the electron energy balance, the instabilities that appear 
because of some resonance kinetic effects [1] 

Other recent research concerning the origin of 
coherent space charge configurations formed in plasma 
underlined that the key processes related to self- 
organization are the symmetry breaking of both the 
excitation and ionization cross section functions 
together with their spatial separation [2]. 

In this paper we show that the same 
phenomena take place in the plasma complex structures 
formed in the transition region between two negative 
glows. 

2. Experimental set-up and results 

The experimental device is presented in Fig.l 
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Figure 1 - The 

A cylindrical stainless steel tube contains the 
following components: Ki, K2-AI hole cathodes with 2.5 
cm in diameter and 3.2 cm in lengths; Ai, A2-cylindrical 
anodes with 7.0 cm in lengths and 4.0 cm in diameter, 
P- emissive probe (0.2 mm diameter Ta wire and 3 mm 
in lengths as a loop shape). Each anode was placed 
coaxial around the corresponding cathode and the probe. 

experimental set-up 

axially movable was passed through the K2 axis. Axial 
and radial distributions of light intensity and 
corresponding optical spectra was obtained using a 
system of illumination of a entrance slit of a double 
mono-chromator with high spectral resolution (0,5 cm" 
'). As it has been shown in many papers, the plasma 
double layers can be produced after a local acceleration 
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of the electrons towards a pozitevely polarized electrode 
which is imersed in a plasma at a thermodynamic 
equilibrum and asymptotically stable. Under such 
conditions the initially present symmetry of all the 
functions that describe the physical system took into 
consideration (DL) is broken. This is the initial 
condition for the appearance of self-organization. From 
these fiinctions the most important are the following: 
the excitation cross section, the ionization cross section, 
the ionization rate and the electron density. In these 
conditions, the sudden increase in different but adjacent 
regions of these functions determines the self- 
assemblage of an instability (for example a DL) whose 
stability is assured by electrostatic forces acting as long 
range correlation between the two space charges. The 
development of the axial instability is caused by the 
nonlocality of the electron distribution and ionization 
threshold, which results in the presence of phase shifts 
between the ionization rate and electron density [3]. 

The experimental device described above 
allows us to prove the role of the self organization 
processes in the apparition of plasma formations in the 
region between A| and A2 anodes. 

Thus, gradually increasing and decreasing the 
biased voltage on the anode A2 (U12) we obtained the 
I(V)-characteristic shown in Fig.2. The I(V) 
characteristic presents some non-liniarities which 
emphasize the existence of a multiplicity of states of the 
plasma formations created in the contact region between 
two negative glows by applying a positive voltage on 
the anode A^. 

In the voltage range, (Vi-Vj) (see Fig.2), the 
current, I12, increase only a little (biased voltage «50 
V). A further increase of the biased voltage (at V3= 55 
V) produces a sudden jump in the current (V3-V4). 

The free floating plasma formations generated 

60 U(V) 

between V3 and V5. When V is ftirther increased the 
plasma formation becomes pulsatory. 

For initiating the cascading self-organization 
processes it is necessary to bring the gaseous conductor 
in a bi-stable state obtained when V-value is between V, 
and V3 [2]. In this voltage range, the current is situated 
in the low current branch of I(V) characteristic and in 
the contact region between the negative glows, it 
spontaneously initiates the self assemblage of the 
plasma formations accompanied by a sudden jump of 
the current. The experimental investigations proved the 
presence of the complex space charge configurations 
whose self-consistances are ensured by electrical double 
layers. 

The study of the plasma formations, by means 
of electrical and spectral methods, shows that at the 
origin of the coherent space charge configurations 
formed in the plasma are the self-organization processes 
which begin when the symmetry breaking of both the 
excitation and ionizations cross section functions 
together with their spatial separation appears. 

The development of the axial instability (DL) 
appears when there are phase shifts between the 
ionization rate and electron density. 

In Fig.3 the axial profiles of the electron 
density and of the ion spectral line intensities, measured 
in the maximum, at different distances from de anode 
A2 along one plasma formation are given. 

d{RWl} 

Fig. 2: The I(V)- characteristic in the case of 
existence of three plasma formations 

this way are stable as long as the value of voltage V is 

Fig. 3: The space shift between electron density 
and ionization rate 
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We present a simple, effective and low-cost experimental method to control chaos in a DP- 
machine plasma. By using a capacitor, we can substitute the low-frequency chaos (uncorrelated 
oscillations), which appears in the S-type negative differential resistance region of the static I-V 
characteristic, by a nonlinear oscillation, the frequency of which is controlled by the external ca- 
pacitance. 

1. Introduction 
Control of chaos is one of the most important 

problems of nonlinear physics [1]. In plasma physics a 
great interest exists in this subject [2,3], especially in 
the view of controlled fusion projects. 

It is well known [4,5] that under certain ex- 
perimental conditions in the front of a positively biased 
electrode immersed into plasma, a complex space 
charge configuration (CSCC) in form of an electrical 
double layer (DL) can appear. The static /-F character- 
istic of the electrode shows at least two regions of nega- 
tive differential resistance, one S-type and one N-type. 
The S-type negative differential resistance is related to 
the appearance and disappearance of a CSCC [4,5], 
whereas the N-type negative differential resistance is re- 
lated to the spatio-temporal dynamics of a CSCC [6,7], 
or to the onset of a low-frequency instability [8]. Be- 
tween these two regions uncorrelated low-frequency os- 
cillations with a continuous spectrum can appear. Since 
the oscillations are not correlated, the plasma enters a 
chaotic state. To avoid this we have inserted a capacitor 
between the electrode and the ground. In this way a 
regular oscillatory state supersedes the chaotic one. The 
frequency of the observed oscillations depends on the 
time constants of the capacitor. 

2. Experimental results and discussion 
The experiments were performed in the DP 

machine of the University of Innsbruck, which was de- 
scribed elsewhere [9]. The plasma, created in the source 
chamber, was pulled away from thermal equilibrium by 
gradually increasing the voltage applied to a tantalum 
disk elecfrode with 2 cm diameter. The argon pressure 
was/>= 5x10"' mbar and the plasma density n= lO'" 
cm"''. At a certain value of the potential on the electrode 
a quasi-spherical luminous CSCC, confined by a space 
charge DL, appears in front of the elecfrode. Fig. la and 
Ic shows the current oscillations through the electrode 
and the FFT of these, respectively, recorded after the 
appearance of the CSCC. To characterise these oscilla- 
tions, we present the autocorrelation fiinction (Fig. le) 
and the reconstructed state space (Fig. Ig). From these 
figures we conclude that the oscillations are not corre- 

lated, giving rise to a low-dimensional chaotic state. By 
introducing a capacitor into the external elecfronic cir- 
cuit between the electrode and ground, we obtain a new 
oscillation [10], the period of which is determined by 
the charging and discharging time constants of the ca- 
pacitor. Fig. lb, Id, If and Ih show the time series, the 
FFT, the autocorrelation fiinction and the reconstructed 
state space, respectively, corresponding to these new 
current oscillations. 

Because of the strong nonlinearity of the 
CSCC, the noise, which is permanently present in the 
system, can induce some uncorrelated oscillations of the 
current, corresponding to jumps of the structure between 
various unstable states, characterised by different elec- 
tric conductivities. Usually it is very difficult to control 
the noise level experimentally. An alternative is to sub- 
stitute the chaotic dynamics by a periodically one and to 
control its dynamics by the frequency of the oscilla- 
tions. This is the method, which also we use. As de- 
scribed above, the periodical state is obtained by insert- 
ing a capacitor into the external electrical circuit. In this 
way we can control the dynamics of the CSCC by modi- 
fying the capacitance of the capacitor. 

3. Conclusion 
We propose a simple, effective and low-cost 

method to control chaos in a DP-machine plasma. The 
method permits the substitution of a chaotic state (un- 
correlated low-frequency oscillations) by a periodical 
one, the frequency of which can be easily confrolled. 
For this we only need a capacitor. 
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Fig. 1: Time series, FFT, autocorrelation function and recon.'structed space of the current oscillations, re- 
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We present a simple experimental method to obtain harmonic oscillations of the current in the 
presence of a ball of fire, in a DP machine plasma. By insertion of a coil in the external electrical 
circuit we can suppress all the higher harmonics, transforming the nonlinear oscillations into si- 
nusoidal ones. 

1. Introduction 
By applying a positive potential to an electrode 

immersed in a plasma, in front of it a complex space 
charge configuration (CSCC) in form of a spherical 
double layer (DL) can appear [1,2], which is also some- 
times called ball of fire. If the value of the potential on 
the electrode is large enough, the CSCC shows spatio- 
temporal dynamics related with the formation and dis- 
ruption of the DL [3,4]. The plasma system performs 
strongly nonlinear oscillations, characterised by the 
presence of many higher harmonics in their spectrum. 
But, for many applications, purely harmonic oscillations 
are required, so we need to suppress the higher harmon- 
ics. This is possible by inserting an inductance into the 
external electronic circuit, in series with the electrode 
and the power supply. The oscillation frequency de- 
pends on the inductance according to Thomson's for- 
mula. 

2. Experimental results and discussion 
The experiments were performed in the DP 

machine of the University of Innsbruck, which has been 
described elsewhere [5]. The plasma created in the 
source chamber was pulled away from thermal equilib- 
rium by gradually increasing the voltage applied to a 
tantalum disk electrode with 2 cm diameter. The argon 
pressure was p= 5x10"' mbar and the plasma density 
«= lO'" cm'l By applying a voltage VE=15W to the 
electrode we obtain high-amplitude current oscillations, 
represented in Fig. la. Fig. Ic shows the spectrum of 
these oscillations. We observe the existence of many 
higher harmonics, and the oscillations are strongly 
nonlinear. To characterise the oscillations, we present 
the autocorrelation fiinction (Fig. le) and the recon- 
structed phase space (Fig. Ig), obtained by using the 
method of delays, proposed by Packard et al. [6], Ruelle 
[7] and Takens [8]. To control these current oscillations 
we have inserted a coil with the inductance L into the 
external electrical circuit, in series with the electrode 
and the power supply. The proper choice of L can lead 
to the transformation of nonlinear oscillations into har- 
monic ones. Figs, lb. Id, If and Ih show the current os- 
cillations, the FFT, the autocorrelation function and the 
reconstructed space, respectively, for the case when the 
coil is inserted. We observe the disappearance of all 
higher harmonics from the spectrum, with the oscilla- 

tions assuming a sinusoidal shape. The reconstructed 
space has a perfect circular shape, which is characteris- 
tic for harmonic oscillations. The square of the oscilla- 
tion frequency depends on the inverse of the inductance, 
according to Thomson's formula. 

The oscillatory state before connecting the coil 
corresponds to the transition of the DL into a propagat- 
ing state, during which new DLs are successively gen- 
erated and detaching from the electrode [3,4]. The fre- 
quency of these oscillations is determined both by the 
values of external circuit elements and by the character- 
istics of the plasma (including the DL). The existence of 
many higher harmonics in the spectrum (Fig. Ic) is an 
indication for the strong nonlinearity of the oscillations. 
These higher harmonics can be very advantageous in 
some applications, as e.g. high frequency generators. 
But in most of the applications it is preferable to gener- 
ate harmonic (sinusoidal) oscillations. According to the 
Thomson formula, we can obtain harmonic oscillations 
by modifying the capacitance or the inductance either of 
the plasma, or of the external electrical circuit elements 
(capacitors and coils). Our choice was to insert an in- 
ductance into the external electrical circuit and to find a 
suitable value of the inductance in such a way that the 
obtained current oscillations will be harmonic (Fig. lb). 
In this case we obtain a resonance between the power 
source of oscillations (the dc power supply) and the os- 
cillatory circuit (plasma together with the external elec- 
trical circuit elements). 

3. Conclusions 
We propose a simple method to control the 

nonlinear dynamics of a ball of fire in DP machine 
plasma. The method eliminates all higher harmonics of 
a strongly nonlinear oscillation obtaining a purely sinu- 
soidal one. 
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Self-organization acting as physical basis for stimulation of oscillations in 
plasma devices 
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Oscillations stimulated by two kinds of negative differential resistance related to self-organized 
spatial, respectively spatio-temporal patterns are presented and discussed. 

1. Introduction 

When a gaseous conductor in a plasma device is 
subjected to an external constraint (electric field) that 
gradually drives the gaseous conductor away from the 
thermodynamic equilibrium, two phases of self- 
organization can be observed [1-3]. The first one is 
finished with the emergence of a stable complex space 
charge configuration known as fireball (FB). The 
second one is related to the transition of FB into an 
unstable steady state (regular in behavior) during which 
a proper dynamics of the double layer (DL) from its 
border ensures its existence [2,3]. Both phases of self- 
organization are related to abrupt nonlinear variations of 
the current transported by the gaseous conductor 
experimentally observed as an S-shaped, respectively a 
Z-shaped bistability. Their appearance attributes to the 
gaseous conductor the ability to work as an S- 
respectively an N-shaped negative differential 
resistance (NDR) [2-5]. 

2. Experimental results and discussion 

In this paper we present experimental results obtained 
on the DP-machine of the University of Innsbruck, 
Austria [6]. Thus, in Fig. 1(a) the current Ig collected by 
a positively biased disk electrode E immersed in the 
plasma of the DP-machine is plotted as a ftinction of the 
potential VE of E. The critical points on this 
characteristic are marked by letters. Note that the 
external dc power supply was connected to E through a 
resistor R = 10 Q. Fig. 1(b) presents the oscillations that 
appear simultaneously with the abrupt increase of IE 

(branch c-d), respectively those that appear when IE 

suddenly decrease (branch e-f). The corresponding 
power spectra are shown in Fig. 1(c). The electrode 
potential values for which the signals were collected are 
marked with the same letters in all graphs. 
From Fig. 1(a) results that the abrupt increase of IE 

marked by the branch c-d is accompanied by the 
appearance of strong oscillations in the voltage range d- 
e, the frequency of which depends on VE. The shape of 
the oscillations and the corresponding power spectra 
immediately after their appearance (point d in Fig. 1) 
and the abrupt transition of the system into another 
oscillation regime (point e in Fig. 1) are shown in Fig. 
1(b) respectively Fig. 1(c). When the voltage of the 
external dc power supply is gradually decreased the 

35 

30 

25 

p=3xI0 mbarr 
d: 70kHz (a) 
e: 85 kHz 
f: 138 kHz 
g: 153 kHz 
h: 120 kHz   .  d 

_ ,, ,i:67kHz       , 
KS 15-j.64kHz       ^ 

<  20 e 

10-1 

5 

0 
100 110 120 130 140 150 160 

VE(V) 

200 
v(kHz) 

Fig. 1 (a) Current versus voltage static 
characteristic; (b) oscillations stimulated by S-, 
respectively Z-shaped bistability; (c) power spectra 
of the oscillations shovra in Fig. (b) 

193 



I(V)-characteristic presented in Fig. 1(a) emphasizes 
two hysteresis loops, the first one proving the presence 
of an S-shaped bistability (that corresponds to an S- 
shaped NDR [3,4]) and the second one the presence of a 
Z-shaped bistability (that corresponds to an N-shaped 
NDR [3,5]). The NDR corresponding to the voltage 
intervals in which the gaseous conductor reveals 
bistability are marked in Fig. 1(a) by broken lines. 
For explaining the two kinds of the oscillations 
generated by the DP-machine we take into account that 
the oscillations with lower frequencies (64-85 kHz) are 
related to the presence of the S-shaped NDR, whereas 
the oscillations with higher frequencies (120-153 kHz) 
to the presence of the N-shaped NDR. As already shown 
[4], the S-shaped NDR stimulates oscillations only 
when the system is suitably connected to a resonant 
circuit able to perform natural oscillations with an 
amplitude sufficient to trigger the self-assembling and 
de-aggregation of FB formed in front of E. In that case 
the oscillations appear spontaneously with the maximal 
value of their amplitude. Such a stimulation mechanism 
corresponds to a subcritical Hopf bifurcation. In the 
case investigated by us the oscillatory circuit contains as 
reactive elements the capacitance of the DL from the FB 
border and an inductance related to the phase difference 
of the electrons and positive ions emphasized during the 
self-assembling and de-aggregation processes of the FB. 
The other kind of oscillations, the frequency of which is 
twice the frequency stimulated by the S-shaped NDR, is 
related to the N-shaped NDR. Usually the amplitude of 
these oscillations soflly increases, so that this can be 
classified as a supercritical Hopf bifurcation. 
The experimental results presented in Fig. 1 emphasize 
two essential facts. First, during the self-assembling 
process of FB matter and energy delivered from the 
external dc power supply are used to produce the 
ordered arrangement of opposite space charges inside 
FB, i.e. its self-organization process. Secondly, during 
FB de-aggregation the stored matter and energy can be 
used for stimulating oscillations when FB is suitably 
connected to a resonant system [4] or when FB acts 
itself as a resonant system. The sudden change of the 
oscillations regime at a frequency twice the frequency 
related with the self-assembling and de-aggregation of 
the FB and half of amplitude proves the appearance of a 
shelling-ofif process of FB (the DL periodically detaches 
from the FB border [2]), a dynamics that involves the 
presence of two DLs that form and disrupt successively. 
Since every of these DLs contains at its negative side a 
well located net negative space charge acting as a 
barrier for Ig, this new kind of oscillation regime 
appears simultaneously with the decrease of IE, i.e the 
appearance of the N-shaped NDR. 
For explaining the obtained experimental results it is 
necessary to elucidate the physical processes at the 
origin of the FB emergence. The knowledge of these 
physical processes also offers answers to the mechanism 
that explains the genuine origin of the nonlinear 
behavior of the studied gaseous conductor. These 
phenomena are explained in detail elsewhere [3,4]. The 

most difficult problem that must be solved concerning 
the phenomena described in this paper resides from the 
discrepancy between the well-located optical 
phenomena observed when FB emerges and the values 
of the mean-free path of electron impact excitation and 
ionization processes. For example, typical for the DP- 
machine plasma, the mean-free path for the ionization 
processes is in the range of 2m. Considering the very 
small value of the excitation and ionization probabilities 
corresponding to such large value of the mean-free path, 
such a plasma is usually considered collisionless. 
However, the observed light phenomena contradict this 
assertion. The emergence of FB with dimensions (2-3 
cm in diameter) much smaller than the mean-free-path 
of inelastic electron-neutrals collisions proves that the 
collision-less plasma model spectacularly fails when 
common experimental data, as those presented in this 
paper, have to be explained. In this context it is worth to 
mention that many important plasma theorists [7,8] have 
already expressed the opinion that the understanding of 
plasma experiments needs a substantial improvement of 
the used theoretical models. In this context, we agree 
with the opinion expressed by T. Sato [9], that this 
improvement is possible only by a paradigmatic shifl in 
plasma theory. We consider that this shift needs the 
abandonment of the collisionless plasma model when 
the nonlinear phenomena related with self-organization, 
and implicitly the stimulation of instabilities have to be 
explained. We consider that unsolved problems as those 
mentioned in [8] become potentially resolvable when 
collective effect related to the symmetry breaking and 
spatial separation of the regions where the excitation 
and ionization cross-sections suddenly increase are 
considered [3]. Such phenomena always appear when a 
gradient of electrons kinetic energy is locally 
maintained. In magnetically confined plasma as those 
produced in fusion devices such phenomena appear at 
the plasma edge where conditions for DL assembly are 
present. The collisionless plasma model remains, 
however, as a useful model for solving a part of the 
problems of the plasma physics, namely that do not 
imply the nonlinear behavior. 
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Relaxation oscillations in charged particle densities are seen in low-pressure 
electronegative inductive discharges, in the neighborhood of the transition between 
lower power capacitive operation and higher power inductive operation. The region 
of oscillatory behavior in both pressure and power increases as the plasma becomes 
more electronegative. Charged particle and free radical dynamics were investigated 
experimentally. A global model was developed which allowed to determine the 
parameters governing the transition to instability. 

1. Introduction 
Instabilities in electronegative discharges have been 

studied in high-pressure dc glows [1-3], in rf capacitive 
discharges [4] and recently in low-pressure inductive 
discharges [5,6]. An inductive discharge can exist in two 
modes: the capacitive (E) mode, for low power, and the 
inductive (H) mode, for high power. As the power is 
increased, transitions from capacitive to inductive modes 
(E-H transitions) are observed [7,8]. When operating with 
electropositive gases the transition occurs at a given 
power, and the discharge is always stable. In contrast, 
when operating with electronegative gases, the transition 
is usually unstable, and a wide range of powers exist 
where the discharge oscillates between E and H modes 
[5,6,9]. The relaxation oscillations in this E-H transition 
cause charged particle density, electron temperature and 
plasma potential modulations. The free radical 
concentration may also oscillate if the frequency is low, 
as observed by laser induced fluorescence in a CF4 
inductive discharge. 

2. Experiments in CF4 and SFe 
We have studied two different systems. The first 

device, located in Berkeley (USA), is a planar TCP, 30 
cm in diameter and 19 cm long, working with Ar/SFe gas 
mixtures. The coil is powered by 13.56 MHz rf power 
supply through a match box. The second device, located 
in the Ecole Polytechnique (France), is also a TCP (same 
diameter but 6 cm long) working with CF4 gas. In both 
systems, oscillations are seen in charged particle density, 
electron temperature and plasma potential using probes 
and OES measurements. When increasing power, we see 
a low power transition to enter the unstable region, and 
then an upper transition to a stable inductive mode as seen 
in figure 1. The instability windows get smaller as the 
argon partial pressure increases. It is also important to 
mention that a change in the matching network settings 
usually leads to a change in the frequency. 

The frequency of the oscillations lies between 5 and 
100 kHz for SFe, and are about 30 times smaller for CF4 
(see figure 2). This is predicted by theory and is mainly 
due to the fact that the attachment coefficient in CF4 is a 

lot smaller than in SF^, although there are some second 
order effects. 

—1 1 1 1 1 1 1 1 1— 

800 b) 
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Figure 1: Instability window in (1: l)Ar/SF6 mixture. 
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Figure 2: Instability frequencies versus pressure. 

Results presented figure 3 for Ar/SFg show that the 
electron and ion dynamics are different. This was not 
studied in CF4 since probe measurements are difficult in 
polymerizing chemistries. The electron density typically 
changes by a factor of 25, with fast rise and decay times. 
Over the same time, the ion densities only change by a 
factor of five and exhibit slower rise and decay times. 
Positive and negative ion densities decay at the same rate, 
which suggests that the ion losses are mainly due to 
mutual recombination. 
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Figure 3: Densities vs time in (l:l)Ar/SF6 mixture. 

The free radical dynamics were investigated using 
space and time-resolved laser-induced fluorescence. The 
CF and CF2 radical densities are strongly modulated 
during low-frequency instabilities, i.e. at low pressure. 
Several mechanisms were examined both from 
experimental and model results. Chemical reactions 
(either in the gas phase or at the wall) seem to be mainly 
responsible for the radical density fluctuations. Gas 
heating effects, observed previously in the inductive 
mode, probably make some contribution to the radical 
dynamics, but do not explain the major part of the 
observed time variations. 

3. Theory 
A global model has been developed to describe the 

instability [6,9]. This model is based on three differential 
equations: the particle and energy balance equations. 

dn , A 

dn_ , /i 

l(l"-^-)' p - p '^ah!      'loss 

These equations can be integrated considering quasi- 
neutrality in the plasma volume and at the walls to 
produce the dynamical behavior. However, to better 
understand the physics, one can look at equilibrium 
curves, i.e. setting dn^/dt = 0, dnVdt = 0, AlJAt = 0, and 
examine the stability in the n.(nc) phase plane. In figure 
4d the phase space representation of dn</dt = 0 (dashed 
line) is shown in the n. vs nc plane. "Below" the dashed 
line, dnc/dt is positive. We also plot (dot-dashed line) the 
equation for n.(nc) obtained by setting dnVdt = 0. Again, 
"below" the dot-dashed line, dn-/dt is positive. The 
crossing of the two n.(nc) curves gives the equilibrium. 
An examination of a small departure from the equilibrium 
will convince the reader that the equilibrium can be 
unstable only if both slopes obtained from the dn^/dt = 0 
and dnidt = 0 curves are positive at the crossing, and it is 
sufficient for instability if the slope of the dn^dt curve is 
larger. For the example shown in figure 4d we would 
therefore predict unstable behaviour. Superimposed on 
figure 4d is the actual trajectory in the phase plane, for 

which the complete time-dependent equations are solved. 
The intersection of the dynamical phase space trajectory 
with the dn^/dt = 0 curve indicates the stabilization of the 
falling electron density. 

To explore the details of the bifurcation we need to 
examine the dynamical behaviour in the transition regions 
between stability and instability. We do this for small 
variations of power near the capacitive-to-inductive 
transition. With increasing power where the dnVdt = 0 
curve intersects the dnc/dt = 0 curve near its minimum, the 
trajectory goes through a series of steps, as shown in 
figure 4. In figure 4a the motion is stable, collapsing to 
the fixed point. In figure 4b the bifurcation has occurred, 
leading to a periodic solution that grows out of the fixed 
point. In figure 4c the motion has become more 
complicated with a larger amplitude oscillation appearing 
somewhat randomly, which is often seen in certain types 
of chaotic dynamics [10, Sec. 7.5]. Finally, in figure 4d 
the attractor of the large amplitude relaxation oscillation 
has been established. 

n,(10Wcm3) n, (10'»cm ') 

Figure 4: Trajectories when increasing power near 
the capacitive-to-inductive transition. 
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Abstract. The dynamics of laser-ablated carbon plume propagation through different background 
Nitrogen pressure have been investigated with time and space-resolved emission spectroscopy. 
Results of temporal and spatial evolution of CI and CII emissions lines at4267A° and 
2478A°4267A° respectively under different nitrogen pressure show that there are two stages of 
expansion in accordance with shock wave and drag force model propagation model 

1. Introduction 

Reactive pulsed laser ablation deposition (RPLAD) 
consisting on the laser ablation of target in reactive gas 
has become an attractive technique for a wide variety of 
compound thin films synthesis. In order to produce high 
quality films with desired properties, the well 
understanding of the temporal behaviour of ejected 
species in the ablated plume is necessary. In this work, 
we report on emission spectroscopic diagnostic of 
carbon plasma in nitrogen environment at different 
pressures. 

2. Experimental set-up 

Carbon plasma is induced by KrF excimer laser 
radiation (e=248 nm, 6 =25 ns, f =10 Hz) at a fixed 
fluence of 12 J/cm^ The laser beam is focused under an 
angle of 45°, onto a rotating graphite target surface. The 
chamber is evacuated at 10'^ mbar and then filled with 
N2 at pressures in the range of 0.5 to 2 mbar. 
In order to identify the emitting species and to analyse 
the plasma propagation, the plasma plume is imaged on 
the entrance slit of 0.8m spectrometer (Spex, 
1200tr/mm) with a spatial resolution of 100 |im and a 
spectral resolution of O.sA. The light emission is 
collected by a fast photo-multiplier tube (Hamamatsu 
R928) connected to a fast digital oscilloscope 
(Tektronix TDS3032). 

3. Experimental results 

3.1. Temporal evolution 

we have studied the spatio-temporal evolution of CI and 
CII lines at 247.8 and 426.7nm respectively, starting 
from d =3mm to avoid the continuum emission in the 
vicinity of the target. 
The fig.l a,b shows the time of flight of the transient 
maximum emission intensity of the CI and CII lines for 
different observation distances, at different pressures. 

We show that as the gas pressure is increased, the 
propagation of the carbon species is more affected. We 
can see two stages of expansion. The first is well fitted 
using drag force model according to the following 
formula: 

d = df[l- exp (-Pt„ay)] + do (1) 

Where df =V(/fi\s the stopping distance, VQ the initial 
velocity, ;8the damping coefficient and do a boundary 
condition [1]. 

The second stage is well fitted by the shock wave model 
according to the expression [2]: 

d'^ aJ""+do    (2) 
Where a is constant. 
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Fig (1 .a): {t^ax, d) plots of the CI emission line 
(247.8 nm) at different nitrogen pressures. 
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The drag model fit parameters and the initial velocity 
Vo, are reported in table 1, showing that the stopping 
distance d/ decreases with increasing pressure in 
agreement with the expected confinement effect. The 
coefficient )Sincreases with increasing gas pressure. 
Initial velocity Vo remains the same independently from 
the used pressure. 
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Fig (1 .b): (/„,„, d) plots of the C 11 emission line 
{^^11 .(> nm) at different nitrogen pressures. 

CII(A = 427.6 nm) 

df(mm) P(M') Vo (m/s) 

O.Smb 7.27 3.74 2.7y. l& 

Imb 6.03 4.75 2.8 X 10' 

2mb 4.36 5.18 2.3 X 10" 

CI(A= 
df(mm) 

247.86 nm) 
Vo (m/s) 

O.Smb 8.07 2.15 1.7x10" 

Imb 7.44 2.12 1.6x10' 

2mb 4.51 3.02 1.4>^(f 

Tablel:rfy-,/S values inferred from the simulation of the 
experimental data for the emission lines of C I and of 
CII by using the drag model and the corresponding 
calculated initial velocity. 

3.2. Spatial distribution 

.£> 
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v., 
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Figure (2.a): The maximum emission intensity of the 
Cl transition at 247.8nm as a function of the distance at 
different nitrogen pressures. 

250 r-   
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Figure (2.b): The maximum emission intensity of the 
CII transition at 426.7nm as a function of the distance 
at different nitrogen pressures. 

Figures (2.a) and (2.b), show the spatial evolution of 
maximum    emission    intensities    of   Cl    and    CII 
respectively, at different nitrogen pressures. 
The curves are characterised by a strong continuum 
emission up to 3mm from the target surface, which 
masks the transitions lines emission. At larger distances, 
the one can see a structure with maximum moving to the 
target surface as the pressure is increasing. 
This effect is due to the plasma confinement by Nj gas 
molecules as it was previously observed with an inert 
gas [3] 
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In this contribution we present time and space evolution of plasma parameters during ablation of titanium 
target in vacuum and at low nitrogen pressure using KrF laser. Electron density is measured from Stark 
Broadening of singly ionised species; electron temperature is determined from Boltzmann plot of lines 

intensities of the same species. 

1 Introduction 

In recent years, pulsed laser deposition has become an 
attractive technique for depositing a wide variety of 
materials. Optimisation and control of such process 
require the understanding of vaporisation and plasma 
build-up mechanism, plasma playing a key role since it 
determine the formation of reactive species and high- 
energy ions [1]. 

Among the several diagnostics technique generally 
used to probe plasma plume, optical emission 
spectroscopy appear to be popular choice owing to its 
non-intrusive. Electron density and temperature can 
also be determined from spectral lines analysis. In this 
contribution, we present the spatial and temporal 
evolution of electron density and electron temperature 
at eariy stage of ablation. For electron density 
measurement, we have adopted a technique based on 
the line width analysis of selected emission lines. The 
electron plasma temperature is determined using the 
Boltzmann plot method. 

2 Experimental arrangements 

Material vapour is produced by focusing a KrF laser 
beam (248 nm, 30 ns) on a pure titanium target surface 
at fixed laser fluence of 16J/cm^ and at 1 mbar ambient 
nitrogen pressure. The plasma plume is imaged onto 
the entrance slit of 0.8m spectrometer (Spex 1704) 
equipped with 1200 grooves mm'' grating, blazed at 
0.3 \ixa. The entrance and exit slits of spectrometer are 
adjusted to 80)im, giving spectral resolution of 0.64A° 
and spatial resolution of 80nm. Signals are recorded by 
means of a fast phototube (Hamamatsu R928) and 
digital oscilloscope (Tektronix TDS3032). 

3 Results and discussions 

3.1 Electron density 

Titanium plasma emission is collected from region 
along the axis of the plume, and shows Ti^, Ti'^ and Ti 
emission. Assuming that the Stark effect is the mean 

broadening process taking place in the plasma, the 
electron density can be determined by measuring the line 
width through the relation AX,i/2 = 2w(ne/10'*) A, where 
w, Kkia and Ue are the electron impact parameter, line 
width (FWHM) and the electron density respectively [2]. 
In our case, the electron density is determined from line 
width of Ti* line at 3483A°. At each given distance of 
observation, the temporal evolution of electron density 
shows a fast increase with delay time up to the maximum 
value and decreases with increasing delay time (fig.l). 
The increase of electron density in titanium plasma at 
earlier times can be attributed to the low density of 
electrons reaching the observation zone with Ti^*. The 
plasma front is mainly constituted from Ti^* and Ti* ions. 
Assuming LTE equilibrium, the Ti^* density is lower 
than the Ti* density, so the electron density in the plasma 
front can be assumed less than the electron density in the 
plasma core. The fast droop of electron density after 
maximum value is due to the recombination process and 
the plasma expansion. 
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Figure (1): Temporal evolution of electron density at two 

distances from the target surface. 

On fig.2 the temporal evolution of the maximum electron 
density is well fitted by f' scaling law up to 350ns and t"^ 
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scaling law beyond. Assuming one-dimensional 
expansion at low distances and three dimensional for 
higher distances, our experimental results are in good 
agreement with theoretical plasma dynamics models 
[1]. 
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Figure (2): Temporal evolution of maximum electron 
density at different distances from the target surface. 

3.2 Electron temperature 

Plasma electron temperature is determined from 
Boltzmann plot method of 399.8nm, 334. Inm and 
319.9nm Ti lines. Fig.3 represents the temporal 
evolution of the electron temperature at 2.4mm and 
6mm from the target surface. At both distances, 
temporal evolution of plasma electron temperature 
shows a temperature increase with time at earlier stage 
of plume expansion and decreasing shape at longer 
time, the decreasing became slower at longer delay. 
The collision of the gas molecules with the plasma 
front leads to the dissociation and ionisation of the gas 
molecules, so the plasma thermal energy shows a 
decrease. 
Decreasing of electron temperature is due to the 
adiabatic expansion of plasma plume. During this 
expansion thermal energy is converted into kinetic 
energy and plasma cools down rapidly [3]. At later 
time electron temperature begins to decrease more 
slowly due to the energy released by the 
recombination, which compensates the cooling due to 
expansion process. Temporal evolution of plasma 
electron temperature is well fitted by f' in good 
agreement with adiabatic model of plasma expansion 
where 7 is equal to 1.33, fig.(3,4). 

4 Conclusions 

In this contribution, we report the spatio-temporal 
evolution of plasma parameters using lines emission of 
titanium plasma species. Both electron density and 
electron temperature show fast increasing shape at 
earlier times up to the maximum values and then 
decrease    rapidly    with    increasing    delay    times. 

Increasing of electron density is due to the low electron 
density in the plasma front reaching the observation zone 
with Ti^ species. For electron temperature, collisions of 
plasma front species with gas molecules lead to cooling 
dovra of plasma front and increasing gas molecule 
temperature. The droop of both electron density and 
electron temperature after reaching maximum values is 
due to the plasma expansion. 
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Figure (3): Temporal evolution of electron temperature at 
two distances from the target surface. 
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Figure (4): Temporal evolution of maximum electron 
temperature at different distances from the target surface. 
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Influence of dissipation on development of overlimiting electron beam instability caused by 
aperiodical modulation of beam density in medium with negative dielectric constant is 
investigated. It is shown that growth rates of dissipative instability of overlimiting electron beam 
depend on parameter characterizing dissipation more critically as compared with sublimiting e- 
beams. The influence of dissipation on mode structure, space distribution and development 
dynamics of overlimiting e-beam instability and its gradual transition to that of dissipative type 
with increase in level of dissipation is investigated in detail. 

Recently most of beam-plasma interaction experiments 
are gradually changed over to more and more high- 
current electron beams. It is known that beam current 
that can pass through given vacuum electrodynamlc 
system is limited by the beam space charge. Plasma 
filled systems can operate with beams current that are 
several times higher that limiting vacuum current. 
Overlimiting electron beam instability has distinction in 
kind of physical nature [1-4]. As the beam current 
increases the fields of beam space charge play more and 
more significant role and change physical character of 
beam-plasma interaction as compared with sublimiting 
electron beams. Traditional statement about physical 
nature of electron beam instability related to induced 
radiation of the system proper waves by beam electrons 
might not be applied to overlimiting beams. Physical 
character of their instability is due either to aperiodical 
modulation of the beam density in medium with 
negative dielectric constant [1,3] or to excitation of 
beam pace charge wave with negative energy. 

Along with the increasing of the beam current one 
more trend is dominant in contemporary microwave 
electronics: change over to higher frequencies. This 
trend leads to increasing of energy active losses in the 
walls of resonators due to decreasing of the skin depth. 
The Q-quality of resonators falls dawn and dissipation 
increases. Apart from increasing of beam current 
dissipation of high level also changes the physical 
namre of beam instability. Dissipation can play an 
important role in the dynamics of beam-plasma 
instability development. It can become not only 
deciding factors in the limiting spatial and temporal 
growth and determining the magnitude of the fields. The 
dissipation can also significantly influence on the mode 
structure of instability and reduce the growth rate [5-7]]. 
But dissipation never suppresses beam instability 
completely. Dissipation of high level transforms 
conventional beam instability to that of another type - 
dissipative beam instability. This type of instabilities 
comes to be developing in systems with electron beams 
where the beam space charge wave with negative 
energy exists. Actually dissipation is nothing else as a 
channel of energy withdrawal for excitation of the beam 
wave with negative energy. Growing of slow space- 

charge wave causes instability of charged particle beam 
under its interaction with dissipative or inductive walls. 
This type of dissipative instability is an important issue 
in particle accelerators and applications to microwave 
devices. Recently this phenomenon has received new 
attention especially in connection with its role in high 
current induction linacs as drivers for heavy ion inertial 
fusion. Dissipative beam instabilities have an array of 
characteristic peculiarities [5-7]. In particular dissipative 
instabilities differ from conventional beam instability by 
low growth rates as well as by relatively low energy of 
excited oscillations. Some aspects of gradual transition 
of monoenergetic e-beam instability to that of 
dissipative type with increase on level of dissipation are 
investigated in [8]. Dissipative and resistive wall 
instabilities of electron beam underly on the operation 
of so-called amplifier on dissipation. The idea of such a 
type of amplifier was proposed comparatively long ego 
and was developed further [9]. It has some characteristic 
peculiarities as compared with traditional TWT - wide 
bandwidth, absence (or very weak) of inner feedback, 
and its amplification does not depend on operation 
regime (beam current etc). It seems, change over to 
overlimiting electron beams keeps these properties 
unchanged. 

Dissipative instability of overlimiting electron beam 
has not been considered yet. Present investigation 
considers the influence of dissipation on development of 
overlimiting electron beam instability caused by 
aperiodic modulation of beam density in media with 
negative dielectric constant. Fully magnetized beam- 
plasma waveguide is considered. It is shown that the 
well-known dispersion relation [1-4] in the case of 
overlimiting beam currents has solutions for growth 
rates that are proportional (in absence of dissipation) to 
the beam Lengmuire frequency and inverse proportional 
to the parameter characterizing dissipation (in systems 
with high level of dissipation). But for sublimiting al) e- 
beams the respective growth rates have another 
dependence on these parameters. The change in the 
physical nature of the instability relates to the effect of 
beam space charge fields, which leads to distortion of 
the polarization of the waveguide fields. As we think, 
the dependences become more critical because of with 
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increasing of the beam current its proper oscillations of 
reveal themselves more efficiently, the mode related to 
beam wave with negative energy is excited and serve as 
a channel for energy withdrawal. 
In order to investigate the influence of dissipation on 
mode structure, space distribution and development 
dynamics of overlimiting electron beam instability we 
proceeded from the initial set of equations (Maxwell's, 
continuity and motion eqs for the beam and plasma 
electrons) and considered the evolution of an initial 
perturbation in the system. Using wide spread 
representation of growing fields as wave train with 
slowly varying amplitude we obtained equation for the 
envelope of waveform. This equation was solved and 
analytical expression for space-time distribution of the 
fields upon overlimiting e-beam instability development 
is actually derived. Characteristic properties of the wave 
train are following. It can be thought of as consisting of 
many unstable modes. In absence of dissipation the 
envelope is symmetric (see curve 1 in Figl). The front 
of induced waveform moves at beam velocity u, back 
edge - at group velocity of resonant wave in considered 
system VO<H. This shows the convective character of 
overlimiting electron beam instability in laboratory 
frame and the frames moving at velocities v < VQ, and 
V > « . Unlike to the case of sublimiting beam, in the 
absence of dissipation, the waveform induced by 
overlimiting beam is symmetric i.e. its peak places on 
its middle at all instants. 

14 

10 

zd , Ic ovl 
Fig I. Shapes of waveform vs on longitudinal coordinate z at 

fixed instant t = 3/5„vi (5ovi is the max growth rate overlimiting 
e-beam instability) of for various values of parameter 

*=w'5„>i;  k,= 0\  ki'- 0.4;  k, = IJ; k^^l.S; (vo/tt=0.4) 

The growth rate of most unstable mode is equal to 
maximal growth rate of overlimiting e-beam instability. 
In other words the maximal growth rate of instability 
usually describing instability in given system in fact is 
nothing else that the growth rate in the peak of wave 
packet. For conventional beam instability the peak 
placed on 1/3 of its length from front [14]. As the beam 
current increases the peak of induced waveform shifts 

backward to the middle of wave packet and the growth 
rate essentially changes its value and dependence on 

beam density (,y^^ _^ ^^ {o),, is the Lengmuire 

frequency of the beam). 
Dissipation significantly effects on growth rates and 

suppresses low-velocity modes. The length of induced 
waveform depends on dissipation level and tends to zero 
when the level of dissipation increases. In the limit of 
high-level dissipation, unstable perturbations move at 
velocity u and their growth rate is equal to growth rate 
of overlimiitng e-beam dissipative instability. If one 
considers injection and further propagation of an 
overlimiting electron beam into plasma-filled 
waveguide the dissipative instability can develop mainly 
near beam front. 

The dependence of maximal spatial growth rate on 
dissipation level is given by simple expression 

C"'(V) = 9„,(^/lTI-VI) 
where ^ovi  is the spatial growth rate in the absence of 

dissipation,       v = ImD„/(3D„/3w)       characterizes 

dissipation in considered system, X = {vl8   \ul\ \ 

5ovi is the maximal growth rate of overlimiting e-beam 
instability in plasma-filled waveguide. The dependence 
of the maximal growth rate on dissipation level is 
shown in Fig 2. 

0.5 

The maximal spatial growth rate of overlimiting e-beam 
instability vs on dissipation level and parameter p = M/VQ . 

PI =1.5, /J2 = 4,p,= 25. 
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The effect of dissipation on the instability of overlimiting electron beam caused by excitation of the 
beam wave with negative energy and transition of this instability to that of dissipative type as the 
level of dissipation increases is investigated. Growth rates are obtained. The interplay of two 
effects both leading to excitation of the beam wave with negative energy leads to more critical (as 
compared with the case of dissipative instability of sublimiting electron beam) dependence of the 
growth rate on dissipation. An equation describing the influence of dissipation on space-time 
development of the fields is derived and solved. Analysis of the solution is presented 

Two basic trends of high power microwave electronics 
are following: increasing power and frequency of output 
radiation [1,2]. First trend leads to increasing of beam 
current. In plasma-filled devices it can several times 
exceed limiting current in vacuum devices. But the 
physical character of beam-plasma interaction changes. 
Instability of overlimiting electron beam is due not to 
induced radiation of system proper waves, but either to 
excitation of the beam wave with negative energy, or to 
aperiodic modulation of the beam space charge in 
medium with negative dielectric constant [3-5]. The first 
type of overlimiting electron beam instability realizes in 
beam-plasma systems that are no uniform in cross 
section. Moreover many new physical phenomena 
exhibit themselves if system consists of spatially 
separated beam and plasma [6]. Change of the physical 
character of beam plasma interaction results in change 
of energy transfer from beam electrons to excited 
oscillations. 
At changing over to higher frequencies, for effective 
interaction of beam electrons with slowing down space 
harmonics the beam should be driven into resonators' 
walls [2]. The skin depth decreases, and the Q-quality of 
resonators falls dawn. Energy loss in the walls of 
resonators increases. Influence of dissipation on 
interaction of overlimiting electron beam with plasma 
may leads to an array of new phenomena that are 
significant for microwave generation because of 
dissipation also leads to excitation of the beam wave 
with negative energy. Dissipation is nothing else as a 
channel of energy withdrawal and such an excitation 
actually is dissipative beam instability. In systems with 
overlimiting electron beams the influence of dissipation 
is significant because (in contrary to sublimiting beams) 
actually the same mechanism of instability takes place 
without dissipation and dissipation intensify it. 
Influence of dissipation on the operation of microwave 
devices with overlimiting beam has not been considered 
yet. Superposition of the two effects that led to 
excitation of the beam wave with negative energy, 
results in critical effect of dissipation on the instability. 
The dependence of the growth rate on the parameter 
characterizing dissipation becomes more critical. The 
influence of dissipation on spatial-temporal 
development and mode structure of the instability is 
investigated.   Gradual   transition   of   this   type   of 

overlimiting beam instability to that of dissipative type 
is elaborated. 
Consider fully magnetized plasma filled waveguide 
penetrated by overlimiting relativistic electron beam. In 
such a system physical character of beam-plasma 
interaction essentially depends on transversal geometry. 
In the case of inhomogeneous beam and/or plasma the 
instability is due to excitation of beam wave with 
negative energy. 
Generally say, rigorously treatment of the problem may 
not be developed based on the perturbation theory with 
small parameter. But in the case of spatially separated 
beam and plasma when the integral describing fields 
overlap is small, the effect may be considered 
analytically. In this case Pb(.r±)pp(rj_) = 0 (functions 
/'p,b(ri) represent the profiles of the plasma and beam 
densities in the waveguige cross-section; for 
homogeneous beam and plasma Pp,b(ri)=l for thin 
annular beam pi, =d(r-r,,), where S is the Dirac function 
and rt is the beam radius). In zero approximation the 
system may be described by solving of following two 
independent problems 

Ax£.„- ̂ ^^-^[l-p„(rJ5£„]E,„=0 (1) 

with the conditions E^c^ 0 on the metallic surfaces. Here 
a = p, b for plasma and beam respectively, 

S£^=(ol/o){o} + iv); 5Eb=oJb^y'^(oi-kuy\ ^^ 
is the Laplace operator with respect to transversal 
coordinates, co and k are the frequency and wave 
vector of perturbations E. is the longitudinal electric 
field     which     is represented     in     a     form 
£,(rL,z,0=£,(rj.,«,'t)exp(-to-l-;fe). z is the coordinate 

along the waveguide axis, t is the time, (Op^i, are the 
Lengmuire frequencies for plasma and beam 
respectively, y is the relativistic factor of beam electrons 
y = (i-M^/c^)""^, «is the velocity of beam electrons, 

c is the speed of light. The zero order dispersion 
relations are 

/ 
D„(W,fe): Ka + 

0)' \-SeJ=0     (2) 

where k±a are determined by the proper function of zero 
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order problems respectively. If one applies the 
perturbation theory to this state he can obtain after 
cumbersome calculations the dispersion relation, which 
takes into account the beam-plasma interaction in first 
order approximation 

D^((o,k)D,((o,k)=G[(k' -f^)^5e/ej      (3) 

Here G>0 and it is nothing else as so-called geometrical 
factor of the space charge. It shows the overlap of the 
plasma and the beam fields and represents all specific 
properties of considered system. The factor D^ in the 
dispersion relation (3) coincides with the dispersion 
relation describing beam oscillations in magnetized 
waveguide in the case of full filling. In the simplest one 
dimensional limit the spectra of beam oscillations are 
given by well known simplest expression 

(0 = ku±Q.^ (4) 

where Q^ = ft)^y'^. In general case f2^ = £J,^ (<y, k) 

and the spectra take complicate form. Obvious 
expression for the spectra can be obtained if one 
neglects the biased current as compared with the high 
frequency beam current i.e. k «k y 

0)^=ku±a"^/Y (5) 

where a = col I kl^u^J^. Non-potential character of 

the beam waves is intrinsic for high beam current only, 
comparable or higher than the limiting vacuum current. 
If one search the solutions of (3) for the form b)=ku+5 
dispersion relation takes the form 

x + h + i 

where 

A = 

,i:L/Y,,^«V     G col 

(ol{\-2p'v'x 

(6) 

f- 2Y'i(ol-k'u'/c') ^    2Y'(k'u'/c'+<ol) 

Vo- is the effective collision frequency in plasma. The 
growth rate attains its maximum if (in absence of 

dissipation) A= - Va// and is equal 

5.,={2ynGfrk/ki,uyr     o) 
If dissipation in the system is high enough (Vo» 5,) the 
instability become of dissipative type with following 
groviih rate 

S,=^{G/4fy"(ol/(kV-col) (8) 

It can be written as 5  =S^ /v 

where   v = [\mD/{dDJdco)\ 

Consider now in detail how the increasing in level of 
dissipation changes the character of instability and 
transform it. The development of an initial perturbation 
in the system and influence of the dissipation on the 
shape of induced waveform will show as the details of 
this transition. In so doing we represent the field E. in 
form with slowly varying amplitude 

E,{rj_,z,t)= Eo{r^,z,t)exp(rio)ot+ikoz)     (9) 
where the dependence Eo(z,t) is week in following mean 

|a£o /dt\« (O^Eo ,       \dE^ I dz\ «k,E,,    (10) 
(OQ and ^0 is solution of zero order equations (2). The 
transversal structure of the fields may be obtained in the 
normal way by expanding on series of the 
eigenfunctions of given system. Longitudinal structure 
of   induced   waveform   is   described   by   equation 

where Vp and v^ are the group velocities of plasma and 
beam waves respectively. Solution of equation (11) 
gives us the following expression for slowly varying 
amplitude 

(12) E,iz,t) = - 
„XUJ) 

2^{u-wjs:iut-zf 
25 

xizj)=^^i{z-vA\'-z)yiv-z)Y' 
yo=const. 

M-V 

This expression explicitly shows convective character of 
instability in separated beam-plasma system. Unstable 
perturbation ranges as Vp < v < Vb. Growth rate in the 
peak is equal to (7). The peak of the wave train moves 
at average velocity w^=(Vp+Vb)/2. Dissipation suppresses 
slow perturbations. The threshold velocities 

v,h=(^Vb-)-Vp)/,/(1-HX) where A=VV4^^ Dynamics 
of instability in presence of dissipation may be obtained 
by analyzing the following equation 

^i^J-ziz-\,t)={w^t-zJ (13) 

Exact solution of the equation (11) leads to following 
expression for point of peak 

z=^{vb+Vp+A'(Vb-Vp)}      A'=VA/(1+A)       (14) 

Substitution of (14) into % (see (12)) leads to following 
maximal growth rate depending on dissipation level 

^max (V ) = 5,, (VlT^ - x) where X= Vl5si. 

In the limit V >>5;, the wave train significantly shortens 
and the growth rate in the peak is equal Sy (9) i.e. the 
dissipative instability of overlimiting electron beam 
develops and its growth rate has more critical 
dependence on dissipation 
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Optical emission characteristics of carbon plasma produced by 
single- and double-pulse laser ablation 
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The effect of additional laser irradiation on the optical emission of laser ablated carbon plasma 
have been examined to define plasma conditions for the controlled synthesis of carbon structures. 
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1. Introduction 

Laser ablation carbon plasmas have been intensively 
examined during the last years to define plasma 
conditions for the synthesis of carbon structures with 
unique properties in particular, fullerenes and 
nanotubes [1,2]. The physical properties of plasma 
plume, such as species concentrations and temperature, 
directly affect the properties of the material being 
formed. Successful syntiiesis is strongly dependent on 
the formation of atomic and molecular species with 
required chemistry and energy. For selection of optimal 
plasma conditions the detailed understanding the basic 
physical and chemical processes governing the ablation 
plume composition and reliable methods for 
controlling of the relative amounts of plume species are 
needed. Different laser-induced effects through 
mechanisms of laser-surface and laser-plasma 
interactions may be useful for the control of ablation 
plume characteristics. In this context, the double-pulse 
laser ablation technique leading to better coupling of 
laser pulse energy to the target and ablated matter is of 
great interest. This paper presents time-resolved 
emission spectroscopic studies of C2 and C3 species 
produced by single- and double-pulse laser ablation of 
graphite in helium atmosphere. It is suggested [1] that 
the small carbon molecules may serve as feedstock for 
carbon nanotubes formation. In this connection the 
study of the dynamics of these species in the plume is 
important for establishment of the growth mechanisms 
of carbon nanotubes in the laser ablation processes. 

2. Experimental 

The experiments were carried out using a set-up 
described elsewhere [3]. The Nd-YAG (1064 nm, 10 
ns, 5-10* W/cm^) laser radiation in combination with 
the second harmonic (532 nm, 5-10^ W/cm^) radiation 
of another Nd-YAG laser at different temporal delays 
between pulses were employed for ablation. The laser 
beams were focused on the surface of the graphite 
sample placed in the chamber under helium 
environments. The pressure of the helium atmosphere 
was about 600 Torr. In the experiment the sample was 
a new surface for each pulse that was achieved by 
rotating the target. 

Spectroscopic characterization of the ablated plume 
was performed by the time resolved emission 
spectroscopy and laser-induced fluorescence methods. 
The details of these diagnostic techniques were 
described in [4]. 

Optical observation of the plasma emission was 
performed by imaging the section of the plasma plume 
onto the entrance slit of monochromator equipped by 
the fast photomultiplier. The detection of the 
photomultiplier signals was accomplished by a 
digitizer, connected to a personal computer for data 
processing, storage and analysis. The review emission 
spectra of plasma were recorded in the UV and visible 
region using a spectrograph with a reciprocal 
dispersion of 1.6 nm/mm. Kinetic energies of ablated 
species were determined by measuring their time-of- 
flight characteristics. 

3. Results and discussion 

The plasma emission spectra (300-700nm) were 
recorded and compared for different ablation regimes 
(single pulse and double pulse in coincidence and in 
sequence at various delays between pulses and laser 
fluences). The major species including CI, CII, and C2, 
C3 radicals within the plume have been identified. The 
spectra were dominated by the C2 Swan bands (d^Ilg - 
a^IIu). The recorded Swan bands included Av = -Hi 
(470-475 nm); At) = 0 (510-516nm); Av = -1 (550-565 
nm); and Av = -2 (595-615 nm); where Av is the 
difference of the vibrational quantum numbers between 
the upper and the lower states of transition. The 
emission in the wavelength range 390 - 410 nm was 
identified as the C3 (Comet Head System: A'IIU - 
X'E/). The C2 high-pressure bands in the spectra were 
also recorded including the (6 - 7) band at 543.4 nm 
and (6 - 8) band at 589.9 nm. The high-pressure bands 
are known to be part of the Swan system with v' = 6 
levels excited at relatively high pressures. 

Transient emissions from the plume zone (1 mm 
from the target) were detected at 543.4 nm, at 473.7 
nm, (C2 Swan system), and at 404.9 nm (C3 Comet 
Head System). The emission of C2, C3 molecules 
persisted for 3-5 us after the laser pulse, although the 
radiative lifetime of the upper states much shorter (only 
about 100 ns for C2 Swan bands). This implies that 
formation of the excited carbon species must continue 
for at least a fewmicroseconds after the laser pulse. A 
maximum of emission is reached not later than after 
300 ns. Except for amplitudes there were no significant 
differences between wave forms of molecular 
emissions originated from different electronic- 
vibrational levels as well as between the temporal 
shapes of C2 and C3 bands. 
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The coupling of the second laser beam into the 
laser-ablated plume caused changes of molecular 
plume dynamics. The temporal evolution of the 
emission of C3 molecules is presented in Fig. 1. As can 
be seen from Fig.l the C3 band intensity in plasma 
produced by the sequence of two laser pulses is larger 
in comparison to the single pulse mode. In contrast to 
the ionic lines in double-pulse laser produced plasma 
[5] the enhancement of molecular emission was 
observed in a rather small interval of pulse separations 
(0-5 |is for C3 molecules). It should be noted that when 
two pulses were fired simultaneously the effect was 
more than just additive both for the Cj and C2 band 
intensities. 

The effect of preplasma produced by the first (IR) 
laser pulse on the spectrum of plume formed by the 
second (green) laser depends on the time delay between 
pulses. Fig.2 presents the ratio of the emission 
amplitudes of C2, C3 molecules from the 1054-532 nm 
double-pulse and from the 532 nm single-pulse laser 
ablation plasma versus the temporal delay between two 
laser pulses (At). It should be noted that for At <2 [is 
the intensity of C2 emission from the double-pulse 
plasma increases but for 2 <At < 30 |js decreases. The 
intensity of C3 emission from the double pulse 
produced plasma increases until the time separation 
between laser pulses does not exceed of 5 |is. For time 
delays At > 5 ps the presence of preplasma does not 
exert influence on the emission characteristics of C3 
molecules. As for Cj emission it ceases to be 
influenced by the preplasma for time delays At > 30 
|is. So, plasma produced by the first laser pulse seems 
to decay completely after 30 |is. 

Several mechanisms may be responsible for the 
observed features of double-pulse laser-produced 
plasma spectra. The enhancement of the molecular 
emission may be related to the production of the 
excited C2, C3 molecules through the decomposition of 
carbon clusters (fullerenes) and evaporation of the 
particulates (soot particles) formed after action of the 
first laser pulse. The Rayleigh scattering measurements 
supported the presence of particulates in the plume. 
The subsequent laser pulse may fragment carbon 
clusters as well as heat and evaporate carbon particles. 
It is known that electronically excited C2 is a photo- 
fragmentation product of laser-excited fullerenes [6]. 
Laser vaporization of suspended particles also 
generates C2 and other small carbon molecules. It 
should be noted that surface temperature increasing 
after the first laser pulse resulting in enhancement of 
the amount of vaporized species may also contribute in 
observed emission features. 

So, experiments demonstrate increased plasma 
emission, higher degree of particle atomization in dual- 
pulse ablation regime at the optimal pulse separations 
compared to the plasma produced by one laser. The 
double-pulse laser ablation enables the plasma to be 
further affected in a controlled way. By proper 
selection of the pulse separations and wavelengths in 
the sequence of two laser pulses the parameters of the 

near-surface plasma can be adjusted to optimize its 
applications. 

3 
CO 

Fig.l. Time-resolved C3 band emission intensities 
(A.=404.9nm) for the cases of single-pulse 1064 nm 
laser ablation (7), single-pulse 532 nm la,ser 
ablation (2), and double-pulse mixed wavelength 
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Fig.2. The ratio of the emission amplitudes of C2 (/) 
and C3 (2) molecules from the 1064 - 532 nm double 
pulse and from the 532 nm single-pulse laser ablation 
plasmas as a function of the temporal delay between 
laser pulses (At). 
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Direction-Selective Free Expansion of Laser-Plasmas From 
Planar Targets 
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Direction-selective expansion of laser-plasmas from planar, slab targets ofAl, Ni, Mo and Ta are 
reported. Angular distributions of the particles emitted from the targets, produced by a 130mJ- 
Snsec, NdLYAG laser, were obtained by means of a retarding potential analyzer and a quartz 
crystal. It was observed that the angular distribution of the particles was preferentially focussed 
towards the target normal with the increase in the focal spot size, atomic mass of the target 
material and the ionization state of the expanding particles, for a given value of the laser energy. 
Our experimental results confirm, for the first time, the Monte Carlo simulation results of the 
earlier workers, taking into account collision and recombination processes. 

I. Introduction 
In the field of material preparation such as fabrication of 

fliin films of high Tc superconductors, oxides, 
semiconductors and diamond-like carbon laser pulsed- 
deposition technique (LPD) has been found to be 
interesting and useful [1-3]. The partition of energy as 
well as the angular distribution of the emitted materials 
have a great influence on the quality of the deposited 
layers [4]. Experimental investigations of Mueller and 
Rohr [5] demonstrated that the free-expansion of laser- 
produced plasmas from planar targets is directed 
essentially towards the normal to the target surface. The 
causes for this direction-selective behaviour of the freely 
expanding plasma are not well knowm. Itina et al [6] 
observed that the non-equilibrium chemical reactions in 
the gas phase during ablation affected the angular 
distributions in the way opposite to elastic collisions. 
Itina et al [7], in their subsequent works, presented the 
results of a Monte Carlo simulation of the laser 
desorption-process. They concluded that the chemical 
process, the recombination-dissociation one, gave rise to 
the broadening of the angular distribution and the 
collisions were found to be responsible for the focussing 
effect 

In the present work we have investigated the 
direction-selective free-expansion of laser-produced 
plasmas from the slab targets of Al, Ni, Mo and Ta using 
a 130mJ-5nsec, Nd:YAG laser. We report the 
experimental observation of the following results. For a 
given laser energy and the target material the angular 
distribution showed more preferential focusing towards 
the target normal as the values of the focal spot size B 
increased. For the given laser-energy and the given focal 
spot diameter, the focusing toward the target normal was 
more pronounced as the value of the atomic mass 
number increased. For a given laser-energy, a given 
focal spot diameter and a given target element, the 
angular distribution showed more preferential focusing 
as the ionization state of the emitted particles increased. 
The results are well explained on the basis of the 
estimates of recombination and collision rates. 

II. Experiment 
The plasma is created by an Nd:YAG laser (EL = 
130mJ, T = 5nsec and X = 1.06|i,m) incident on planar, 
slab targets at a fixed angle of -45° with respect to the 
target normal [5]. Target materials consisted of Al, Ni, 
Mo and Ta. The particles of the freely expanding 
plasma were detected in an angular range relative to the 
target normal between 50° to -10° for ions and 80° to - 
15° for the total number of particles by moving the 
analyzers within the plane of incidence, at a distance of 
35° from the target. Positive sign before the angle 
signifies the analyzer being away from the direction of 
incident laser with reference to target normal. The ion- 
spectra were fully resolved by the time-of- 
flight/retarding-potential method, which made it 
possible to obtain the absolute number of each species. 
The second detector consisted of an rf-excited quartz 
crystal. From the freqiiency change of the crystal after 
the plasma has been deposited, one obtains the total 
mass or, in the case of monoatomic beams, the total 
number of particles. The number of the neutral particles 
could be deduced from the difference between the total 
particle signal and tiie summed specfra of the different 
ion-species. Full experimental details are given in the 
works of Mueller and Rohr [5]. 

III. Results 
Fig.l typically displays the integrally normalized 
angular distributions of the total number of particles of 
Ni as a frinction of tiie angle 6 for tiiree sizes of the 
spot size B, where 0 is the angle between the direction 
of observation and tiiat of the target normal. We note 
that although all the distributions are focussed towards 
the direction of the target normal, the focussing effect 
increases as the focal spot size increases. The combined 
result from Al, Ni, Mo and Ta were observed and found 
that the focussing significantiy increases with increase 
in atomic mass number. For two focal sizes B = 
8.34mm^ and 0.61 m^ 
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Fig.l  A typical distribution of normalized integrated 
emissions from Ni for three focal spot sizes 

the experiments were repeated on the four materials and 
the angular distributions of neutral as well as upto three 
times ionized particles were obtained. The results 
showed tfiat the particles with higher ionization states 
were much more focussed towards the target normal. 
Approximate calculations of the recombination rates and 
the particle collision frequencies were performed. It was 
seen that when recombination rate dominated, the 
focussing was less pronounced and when particle 
collision frequencies dominated, the focussing effect was 
sharper, in agreement with the results of Monte Carlo 
simulations of Itina et al [6,7] and Sibold and Urbassek 
[2]. 

collisional or recombination is dominating, which 
seems, at this stage, a difficult question. When the focal 
spot size varies from B=0.16mm^ to B=8.34mm^ , Te 
decreases from 85 to 75 eV i.e. by a factor of 1.2 and 
the average decrease in the average ionization states, 
for all the four elements is also around a factor of 1.17. 
That is to say, the fractional decrease in Te and Z is 
neariy the same. From a simple calculation one can see 
that, because of this change in the plasma parameters 
three-body recombination rate decreases by a factor of 
approximately 1.3. The electron-ion collision frequency 
Vei also increases by a fector of about 1.1. Hence, these 
two processes neariy neutralize each other. But when 
we consider the radiative recombination rate and the 
electron-electron collision frequency v„ we find 
encouraging results. For the same amount of variation 
in the plasma parameters the radiative recombination 
rate decreases by a factor of 1.31 and, at the same time, 
the electron-electron collision frequency also increases 
by a factor of 1.31. As a result, for larger values of the 
focal spot size, the focusing toward the target normal 
increases. These experimental results support the 
simulation results of Itina et al [6,7]. 
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Experimentally obtained maximum ionization 
states for Al, Ni, Mo and Ta were observed to be 
approximately as 2.4, 1.9, 1.5 and 1.3 respectively. It 
should be noted that these values represent the average 
values of the ionization states after the recombination, in 
the core of the plasma, has taken place. The estimated 
values of the average ionization states from Mosher's 
calculations [8] are approximately 11, 16, 17 and 22. 
This means that a strong recombination has taken place 
during the time-interval of the laser pulse duration. But 
this is not enough. One has to know which process. 
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Plasma Channel Dynamics Created by High-Current Relativistic Electron Beam 
When Being Distributed in Gaseous Media of Various Types 
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Experimental results of determination of plasma channel dynamics created by high-current beam 
(energy of electrons E, =l,l-l(f eV, beam current Ii,=2,4-}0^ A, with pulse duration t=60W'^c.) in 
gases: helium (He), nitrogen (N2), neon (Ne), Air (Air),argon (Ar), krypton (Kr), xenon (Xe),humid 
air (Air:H20) at pressure from 1 to 760 Tor are presented. It is showed that in gases with low value 
relation of collision rate v to ionization rate u;(vlUi <1) electron beam forms wide plasma channel of 
high conductivity: RiJRp<l, (where Rb- beam radius, Rp- plasma channel radius), which provides 
suppression of large-scale resistive hose instability (RHI). 

1. Introduction 
Great interest towards applied utilization of high- 

current relativistic electron beams (REB) interacting 
with various gaseous media is predetermined not only 
by their unique capacity for transportation of energy of 
high density through gas, but also by possibility of 
realization of a number of selective plasma chemical 
reactions or synthesis of compounds in beam plasma 
[1]. Immediate research of REB distribution dynamics 
in various gaseous media can give a full idea about 
development and effect of large-scale instabilities 
among which the dominant is: resistive hose instability 
(RHI) [2]. The results of this research can built the basis 
for RHI suppression or stabilization methods being 
worked out. 
2. Experimental technique 

Research was done at accelerator «Tonus» [3] 
generating high-current REB with the following 
parameters: electron energy Ee =l,110*eV, beam 

current Ib=(2,0-2,4)-10'' A, pulse duration t=60-10"'c. 
Electron beam with a diameter at accelerator outlet of 
~5-10'^m, was injected through anodic titanic foil 50-10" 
*m. thick, to metal drift tunnel (DT) with a diameter of 
9,2-10'^ m, and being filled up with one of the gases 
mentioned above at pressure from 1 to 760 Tor. In order 
to determine plasma channel dynamics created by 
heavy-current REB in various gaseous media previously 
used equipment and technique for radial conductivity 
profile measurements was utilized [4]. 
3. Results and discussion 
Radial conductivity profile of plasma channel created 
by REB in gases (at pressure P = 300 Tor) and its time 
dynamics are displayed at Fig. 1. Formed by heavy- 
current REB, homogeneous wide plasma channel Rb / 
Rp <1, (where Rb- beam radius, Rp- plasma channel 
radius) of high conductivity in Ne, Ar, Kr, Xe with 
characteristic maximum at beam periphery testifies for 
past gas electrical break-down in radial direction. This 
provides REB steady distribution and dampening its 
transverse vibrations throughout the whole distribution 
length. At the same time, for gases He, Air, N2, Air : 
H2O, with the increase of pressure P radial conductivity 
profile   tends to Rp=Rb and experiences synchronous 

vibrations corresponding to REB displacement relative 
to distribution axis thus decreasing its effectiveness 
essentially. Differences obtained in conductivity profiles 
of plasma channels can be explained with the help of 
distinctions of gas and kinetic parameters of the gases 
used. 

After full REB space charge neutralization is reached, 
secondary electrons do not leave beam anymore and 
take part in ionization process, accelerating in induced 
longitudinal electrical field E^. Appearance of induced 
field Ej is conditioned by rate of beam current change lb 
and is proportional to ~ L dl/dt, where L - inductance of 
system. TTiis field induces plasma current Ip flowing 
inside the beam and by its field compensating REB 
magnetic field. Electrons accelerated in induced field 
and reaching the energy of keV, form electron 
avalanche. 

Process of electrical break-down has strongly 
pronounced threshold character. Existence of such a 
threshold is connected with strong dependence of atoms 
ionization rate by electron impact u;, from the value of 
electrical field and also with the fact that besides 
ionization there are mechanisms which prevent 
avalanche from development. In work [5] by the 
example of numerical model it was shown that for gases 
in which relationship of collision rate v to ionization 
rate ui is relatively small, i.e. (v/uj <1) formation of wide 
(Rb/Rp <1) plasma channel is the most possible. The 
results which we obtained for gases: Ar , Ne , Kr , Xe 
can serve as experimental confirmation to this 
numerical model. Of course, one of the most important 
addition to the mechanism of plasma channel formation 
described above is taking into account radial constituent 
of electrical field determined from the condition: E(r) = 
U/r ln(r2/ri), where U-voltage (V), r2-drift tunnel radius, 
T]- beam radius. Value estimation E (r) gives the order 
of magnitude~10'-10*kV/sm. In [6] it was demonstrated 
that in this case radial electrical field is displaced to 
beam periphery in charge neutralization process. At the 
same time amplitude maximum of electrical field E 
=(E2^-i-Er^)"^ moved to the "wings" of the beam and 
avalanche multiplication of electrons lead to formation 
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of  conductive   channel   wrapping   beam,   essentially 
decelerating development of resistive hose instability 
(Fig.2.) It is break-down in the radial direction that 
forms maximum of radial conductivity profile at the 
edge of REB (gases: Ar, Ne, Kr, Xe). 
4. References 
[1] V.D. Rusanov, A. A. Fridman. Physics of chemically 
active plasma. Moscow, 1984. P.230-232. 
[2] H.S. Uhm, M. Lampe. Phys. Fluids. 1980. Vol. 21. 
N 8. P. 1574-1585. 
[3] I.Za. Gleizer, et al. At. Energy. 1974. N.36. P.378. 
[4]   N.A.   Kondratiev,   et   al.   Physical   Letters   A. 
1990.Vol. 148. N2.P.89-94. 
[5] G.A. Sorokin. Collective acceleration methods and 
beam-plasma interactions. 1982. P. 180-185. 
[6] G.Y. Kurevlev, G.A. Sorokin. THT. 1990. Vol.28. 
N. 3. P.433-438. 

0, Ohm''-m' 

1.0 

0,6 
4 6 2  5   3   1 

Ulllll 

R-JO'm 

Fig.l. Radial conductivity profile of plasma channel 
created by REB in gases (at pressure P = 300 Tor.). The 
time elapsed from the beginning of a pulse: 1-10 ns., 2- 
20 ns, 3 - 30 ns., 4 - 40 ns., 5- 50 ns., 6- 60 ns., 7- 70 
ns., 8- 80 ns. 
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Fig.2.    Formation   of   conductive   (o*)(2)   channel 
wrapping beam jb(l). Ref. [6]. 
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Electric discharge parameters and amplitude-temporal and spectral parameters of laser radiation in 
gas mixtures of SFg with hydrogen and hydrocarbons are studied. High discharge uniformity 
obtained with the use of special shaped electrodes along with uniform UV preionization is key 
parameter for improving intrinsic efficiency of discharge HF-laser. Experimental conditions 
providing high intrinsic efficiency of a non-chain HF laser are determined. 

1. Introduction 

Lasers with non-chain chemical reaction excited by a 
self-sustained discharge are the most promising for 
many practical applications [1-7]. In certain 
experimental conditions high radiation parameters were 
obtained without preionization of the laser active 
volume [1,2]. The use of intense preionization allow us 
to obtain the same pulsed energy of HF laser using 
mixtures of SFg with hydrogen and hydrocarbons and it 
was suggested to use profilated electrodes for 
improving discharge stability and output parameters of 
non-chain chemical lasers [3]. Importance of 
preionization for efficient operation of HF laser was 
also demonstrated in [4,5]. In [3,6] intrinsic efficiency 
of a non-chain HF laser was improved using pulse 
generator with inductive energy storage. In the present 
paper, effects of preionization and pumping pulse 
parameters on output parameters of discharge HF laser 
are studied. 

2. Experimental technique 
The installation was similar to the long pulse excimer 
laser excited by the inductive energy storage with 
semiconductor opening switch [7]. The laser has active 
volume 2-3,8x0,6-1,4x70 cm' (discharge gap d = 2 or 
3,8 cm). The active volume and cathode surface was 
uniformly preionized by 72 spark gaps evenly 
distributed along both sides of anode. Some 
experiments were made without preionization. Six 
SOS-50-2 diodes were used as the opening switch. 

3. Discharge stability and HF laser output 

Gas mixture of non-chain HF laser contains more than 
70% of SFg. However volume discharge in these 
mixtures is relatively easy to form. The laser action 
was obtained in wide range of gas mixture composition 
and pumping pulse parameters. Development of small- 
scale roughness on electrode surfaces (especially on 
cathode surface) improves conditions for volume 
discharge formation in gas mixtures with hydrocarbons 
without or at low intensity preionization. Therewith 
uniform electric field in the discharge gap of a laser on 
SFe-hydrocarbone mixture is not necessary [4]. 
However, discharge in Ha-based mixtures is more 
sensitive to the preionization conditions and electric 
field strength in the laser gap. In our experiments, the 

laser output lower 0,2 J was obtained with the gap of d 
= 2 cm. Arc formation was evident 50-200 ns later the 
gap breakdown due to non-uniform electric field 
strength across the laser gap and on the cathode surface 
independently on the preionization parameters. 
Therefore further experiment were made with d = 3,8 
cm and electrodes providing uniform electric field. 
Disconnection of preionization resuUs in two - tree 
fold increase of the breakdown voltage. However, 
strong deterioration of discharge stability is evident in 
hydrogen based mixtures. At low pressure chaotically 
distributed anode and cathode flares with different 
length penetrate into the discharge volume and short 
down the gap, the laser output decreases by a factor of 
1,5. The number of these arc channels in the laser gap 
increases with the mixture pressure accompanied by 
sharp increase of discharge current and 50-100 ns later 
the breakdown and fiirther decrease of the laser output. 
The use of preionization removes anode flares and arcs 
fi-om the laser volume and improve the laser output. 
However, large number cathode flares grows into the 
laser gap during current pulse. 

In the case of gas mixtures with pentane preionization 
has much lower effect on the discharge quality. In both 
cases a large number of small bright spots on the 
cathode surface and very uniform discharge 
luminescence without any sign of arcing and minor 
difference of the laser output only at low C/Q are 
evident. In the absence of preionization discharge 
appears in several local points and than expands on full 
electrode surface, the time of discharge formation 
decreases at high [/Q resulting in lower energy losses 
during discharge formation [2]. Therefore the laser 
output was independent on preionization at Uo>30 kV. 
Additional indication of the discharge uniformity is 
partial discharge of the storage capacitor Co and 
residual voltage U^s is measured across the gap after 
the discharge current termination. U^^s increases 
directly to the mixture pressure and inversely to the 
charging voltage. Maximal Ures was observed in the 
mixtures with H2 (see Figure 1). Development of 
discharge non-uniformities results in zero Ures- At low 
pressure and high L/Q stored energy is totally deposited 
into the volume discharge (see Figure 2) and Ures=0, as 
well. 

The use of the inductive generator and preionization 
similarly to [3,6] increases breakdown voltage by a 
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U =30 kV 

t, ns 
Figure 1: Voltage across the laser gap and discharge 
current in SF6:H2=60:7,5 Torr mixture. 

factor of 1,5-2, shortens rise-time of discharge current 
and in some conditions increases discharge current 
amplitude. In the case of the inductive generator f/r„ 
depends on the discharge resistance and is determined 
by recharging of capacitor Cp from Q during current 
pulse. Breakdown voltage up to 50-60 kV and 50-100 
ns excitation pulse with current amplitude up to 30 kA 
was obtained with the inductive generator. It is 
important that considerable part of input energy is 
deposited into the laser active media at high E/p across 
the laser gap during voltage drop after the gap 
breakdown. As it is seen from Figure 2, the inductive 
generator improves discharge homogeneity. Similarly 
to pentane based mixtures highly uniform discharge 
fluorescence without cathode flares was observed in 
mixtures with H2. Note that about half of the energy 
stored in Co is lost in SOS diodes during current 
interruption and remains in the Cp-Lp-Co-Lo circuit. 
With the use of preionization the laser output in H2 
based mixtures was close to that with the capacitor 
generator, and decreases in C5H12 based mixtures. 
Without preionization the output decreases by a factor 
of about 2 for all mixtures with H2. 

The laser efficiency with respect to deposited energy 
up to Tjin ~10 % is obtained using discharge excitation 
by the inductive and capacitor generators in the SF6-H2 
mixtures. Therewith output spectra of the HP laser 
significantly widens and cascade laser action on some 
rotational lines of HF molecule vibrational transitions 
v(3-2) -> v(2-l) -> v(l-O) is observed. Specific output 
of the non-chain HF-Iaser over 8 J/1 (140 J/lxatm) and 
total laser efficiency TIO~4,5% were achieved., as well. 

4. Conclusion 

It was shown that discharge parameters have strong 
effect on the HF laser output. Application of the 
inductive generator, electrodes of uniform field and 
intense preionization allows to form uniform volume 
discharge and improves intrinsic laser efficiency. 
Excitation modes with maximal intrinsic efficiency Tiin 
=10% was realized using the capacitor and inductive 

Figure 2: Waveforms of voltage across the laser gap and 
discharge current and discharge view (negative) in 
SF6:H2=24:3 Torr mixture, Uo=33 kV. 

generators. The use of the inductive generator allows to 
improve r],„ in wide range of input electric energy (10 - 
100 J/1). The generator provides breakdown electric 
field strength up to Eo/p = 200 kV/cmxatm and 
significant part of stored in the inductor energy is 
deposited into the laser active volume at high E/p value 
across the laser gap during short current pulse. The 
laser energy up to 1,4 J, specific output of 7 J/1 and 
total laser efficiency over 3% were easily achieved. 
Discharge uniformity, increase of the rate of fluorine 
atom formation in the laser active volume [4] and 
cascade laser action can explain high intrinsic 
efficiency of the discharge HF laser. 
Maximal output up to 1.9 J and total laser efficiency r|o 
= 4,5% were obtained in the SF6-H2-C5H12 mixtures 
using the capacitor generator with low circuit 
inductance, electrodes of uniform field and intense 
preionization. 
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1. Introduction 

There exist many papers devoted to investigations of 
X-ray radiation and electron beams formed in gases at 
elevated pressures (see [1], and references to this 
paper). However, electron beams with high current 
density and efficiency is actually achieved at relatively 
small gas pressures [2,3]. A number of papers report on 
accelerated electrons obtained at pressure of about 1 
atm, still there are either small current and e-beam 
densities realized [1]. This work was aimed at 
theoretical and experimental study of the probability to 
obtain high e-beam current at elevated pressure values 
of helium. 

2. Theory 

A theoretical examination and simulation of 
multiplication process of electrons in discharge gap 
was done in order to recognize the conditions for 
running electrons. The main results obtained are as 
follows: Some part of electrons (-1%) start to run away 
when the electron accumulates the energy e = mcV^I2 = 
eEl of about two energy orders of atom ionization on 
the free path / = l/OiN. Here a, is cross section of 
ionization; N is density of neutral atoms; v, itig are 
velocity and mass of an electron; E is strength of 
electrical field. Correspondingly, the condition for the 
voltage U between anode and cathode when electrons 
appear has the following form: U > U„\ = NLO(^e, 
where L is distance between planes; OQ is cross section 
of ionization with energy of an electron as e ~ Eo ~ 27. 
The fair quantity of electrons (~50%) run away at the 

m.,N 
pU/n 

condition realized -^—      a,(v)vJv > 1. If in the 
eE      { 

range of energies EJ < e < eU, most significant for 
integration, the cross section of ionization may be 
approximated by dependence inversely proportional to 
the energy a/(e) = o \t\lz, one might write the condition 
of running away electrons in the following way: 

U>U^a = NLOiEMieU/Ziye. 
We may set for helium Oi » 4-10"'^ cm^ Ei « 500 eV. 
Being headed for f/ ~ 100 kV, for the presented critical 
field strength we will have EcJN = UcJLN = 
a,£iln(ef//ei)/e « lO'^ cm^-V/cm or E^lp = U^JLp = 
{Nlp)-o^\\Ti{eUIZi)le « 3.4 kV/Torr-cm. Here p is 
pressure of gas at room temperature. 
Numerical simulation of the processes of electron 
multiplication and running away between two planes at 
distance L and voltage U was performed using one of 
particle method modifications. The results of modeling 

are in accord with presented estimation. For example, 
for the pressure values of 13.5 Torr and 25 Ton- 
corresponding to the part T| = 50 % of accelerated 
electrons (from the total number of the electrons 
reached the anode) at £ = 62.5 kV/cm and £ = 125 
kV/cm, we have accordingly Elp = 4.6 kV/Torr-cm and 
Elp = 5 kV/Torrcm. Notice that with E< E^ at 
intensive multiplication of electrons the beam current 
occurs to be much higher than with E> E„2, though the 
part Tj of running away electrons with E< E^a is less 
than with E> E^. In other words, at the given 
electrodes voltage, the beam current may increase both 
with pressure and distance between electrode increase. 
It should be noted, by the way, that the mentioned 
above takes place only in the case if the field strength 
in plasma is not yet dropped due to screening by free 
charges. 

3. Experiment 

The pulsed generator earlier used for e-beam formation 
in vacuum [4] was taken for experiments. The 
generator had 30-Ohm impedance and formed with 
matched load an impulse with Voltage of 200 kV and 
duration at FWHM 4 ns at voltage leading edge of 
about 1 ns. The diode used in experiments was filled in 
with helium at pressure from 0.1 up to 760 Torr. Two 
cathodes were used in experiments. The cathode Xsl 
constituted a set of three coaxial cylinders (12, 22, and 
30 mm in diameter) made from 50-fjm Ti foil, inserted 
one into other and fixed on duralumin substrate 36-mm 
in diameter. Height of rings decreased by 2 mm from 
the smaller to the greater. The cathode JVsZ was made 
from graphite in the form of a tablet of 29-mm in 
diameter with rounded edges being convex in the foil 
direction with 10-cm radius of curvature. The graphite 
cathode was placed on a copper holder of 30-mm in 
diameter. E-beam extraction was realized through 45- 
jim thick AlBe foil mounted at the end flange. The 
beam current was measured using graphite electrode 
mounted at the distance of 10 mm from the foil and 
connected by low-value shunt with the case of 
accelerator. Besides that, at the same time, the total 
diode current on the end flange was measured too, the 
end flange being connected with cylindrical case of 
vacuum diode through the second shunt. 
The basic experimental results are as follows. There 
were four typical modes of diode operation. The first 
mode was observed at small helium pressure in the 
diode (0.1-i-l Torr, Elp > 70 kV/Torrcm) for the 
cathode K2I which provided additional electrical field 
acceleration on the foil selvages. With this well-known 
mode  of accelerator  operation,   the  highest  beam 
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current values behind the foil (> 1 IcA) were registered. 
With further decrease of residual pressure of helium in 
the diode (>0.01 Torr) the diode beam current was 
equal by amplitude to the "total" diode current. 
The second mode was observed at average pressures of 
helium (1+10 Torr, Elp > 7 kV/Torr-cm) being 
different by high instability from pulse-to-pulse due to 
helium breakdown with low voltage values. In this 
mode, beam current was registered only in separate 
pulses for the cathode K2I made from foil. As for the 
cathode J^22 made from graphite, it was not possible to 
register the beam current in the first and second modes. 
The third mode was observed with helium pressure 
values 10-40 Torr {Elp > 1.5 kV/Torrcm) also for the 
cathode K2I made from foil. Increase of helium 
pressure leaded as compared with the second mode to 
increasing of the time of breakdown delay, voltage 
increase at the gap, and appearance of beam current 
comprising behind the foil of up to 30 % as compared 
to the bean current of the mode 1. 
At helium pressures above 100 Torr for the graphite 
cathodes }k\ and JV22, there was observed the fourth 
mode. This mode is characteristic for low values of Elp 
< 0.7 kV/(Torrcm). 
It is necessary to note that with the use of this generator 
with the pulse of 4-ns duration, a short-circuit 
discharge and (or) the discharge between anode (foil) 
and cathode was observed in the diode resulting in 
diode short-circuit to voltage pulse end, 
correspondingly, the total diode current was close to 
short-circuit current, and beam current pulse was 
shorter than the voltage pulse on the matched load. 
Increase of the beam current extracted behind the foil 
was recorded with increasing of the cathode-anode gap 
from 7.5 to 28 mm. The electron energy estimation 
show that the half current is being transferred by the 
electrons possessing energy above 100 keV (the current 
beam behind two foils) and the part of such electrons is 
proportional to the total current of the beam. For the 
graphite cathode N°2, the maximum of beam electron 
distribution by energy was corresponded to the energy 
of -150 keV. Let us note that similarly to [I], we 
registered electrons with abnormally high energy 
exceeding the value of eU. 
The form of the gas-filled diode discharge during the 
fourth mode essentially differed for the cases of 
cathodes K2I and Nsl. With the foil cathode X2I, there 
were observed single channels, and with the graphite 
cathode Jf22, the discharge was more uniform, similar 
form of discharges was earlier observed in [1]. 
In our opinion, most important is the experimental 
result obtained with the use of the graphite cathode 
N°2, when essentially higher beam current (up to 140 
A, current density above 10 A/cm^) was increased. In 
these conditions, in contrast to [1], the beam electrons 
reached anode either with greater gaps. Diameter of the 
electron beam trace of the foil in the case of the 
cathode was -40 mm, and uniform change of foil color 
along the beam aperture was registered. 

4. Discussion 

Numerical analysis of theoretical and experimental 
results is difficult due to the circumstance that there are 
no yet means to take into account shielding of electrical 
field correctly. Really, plasma is formed during 
breakdown having high conductivity as compared with 
the rest part of the discharge gap, and within fractions- 
units of nanoseconds it bridges the gap. The plasma 
may serve, in particular, as a source of electrons, i.e. to 
be plasma cathode. Nevertheless, some qualitative 
conclusions may be drawn. 
It is possible to determine the value of the parameter 
Elp > 3 kV/cmxTorr with which an essential rise of 
beam current was observed. This value of Elp is in 
accord with calculated value of Elp, when the part of 
running away electrons increases (the mode 3). Some 
difference is connected with change of voltage value at 
the gap in experimental conditions. Duration of voltage 
pulse of 4 ns was sufficient for gap short-circuiting in 
all modes with which e-beam was stably registered. 
The beam current behind the foil was registered with 
both cathodes cases at Elp < 0.7 kV/cmxTorr when the 
part of beam electrons is small. As for the cathode K21 
made from the foil, the beam current value increased 
with pressure from 150 to 760 Torr, with that the value 
of the parameter Elp decreased from 0.5 to 0.1 
kV/cmxTorr. It may be connected with the results of 
calculations, demonstrating the rise of beam current 
with decrease of Elp. 

5. Conclusion 

Thus the experimental and theoretical investigations 
performed with the aim to study conditions for obtain 
of running away electrons in helium show that the 
accelerated electrons are being formed both at the 
values of Elp above 3 kV/cmxTorr (in these conditions 
a high e-beam efficiency may be reached) and at the 
comparatively low values of the parameter Elp = 0.1- 
0.5 kV/cmxTorr. An electron beam has been obtained 
in atmospheric helium with amplitude of 140 A (beam 
current density is above 10 A/cm^) with electron 
energy of-150 keV. 
The authors express there thanks to Sergey Korovin for 
provision of a pulsed generator used in experiments. 
The works were performed under the financial support 
oflSTCgrantNo. 1270. 
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Considering new methods of nonstationary plasma diagnostics, we investigate an appearance of a 
new type of laser spectrum generation, which is a direct consequence of underlying principles of 
light-matter interaction. The spectrum "condensation " and amplification observed originate from 
the collective coherent interaction between atoms of a dense resonant medium trough the 
electromagnetic field. 

With a view to develop new methods of nonstationary 
plasma diagnostics, experiments on probing the 
decaying plasma of pulsed discharge, which contains 
great amount (lO'^ cm"^) of metastable atoms, were 
carried out by the intracavity-laser-spectroscopy method 
using a dye laser. The essential role of collective 
phenomena under interaction between polychromatic 
laser radiation and a dense resonantly absorbing 
medium was shown for this method of plasma 
diagnostics. The principle possibility for two types of 
generation spectrum to appear is proved under 
intracavity spectroscopy with broadband pumping: (1) 
ordinary type, with a deep at week absorption lines, (2) 
the so-called "collective" type of generation spectrum. 

601 
|tdclay=24 US 

On the basis of experimental and theoretical results 
obtained, a new method of light generation under 
intracavity interactions with broadband pumping is 
proposed and proved - parametric excitation of 
collective effects under interaction of electromagnetic 
field and matter, which is accompanied by the so-called 
"condensation" of lasing spectrum. 

In the intracavity experiments, decaying plasma of a 
Ne pulsed discharge (initial gas pressure is 4 Torr, 
current density is tens of A/cm^, current pulse duration 
is 10-100 (is) was placed inside a dye laser with lamp 
pumping. Figure 1 shows a set of "condensation" 
spectra corresponding to generation close to 594.5 nm 
spectral line, that were obtained at different phases of 
pulsed-discharge plasma decay. 

tdday=35 us 

0.2 
Sk (nm) 

Fig. 1. "Self-splitting" of the generation spectrum at different time moments in the afterglow pulsed discharge, that 
corresponds to different absorbing metastable atom densities in the intracavity absorbing cell; Ne, X=594.5 nm. 
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The density of absorbing atoms, calculated by 
expression A = (x)c^T2 (A is a distance between 
components of "condensation" spectrum, co,. is a 
cooperative frequency, which is also known as optical 
plasma frequency, T2 is a phase relaxation time of the 
corespondent spectral transition), are in agreement, at 
least in order, with analogous measurements by the 
Rozhdestvensky "hook" method. 

It should be emphasised, that the results obtained are 
truly the consequence of the fundamental principles of 
light-matter interactions, but not that of some cavity 
effects. To demonstrate that, we carried out the free- 
space experiments on the dye-laser pulse amplification 
under pumping of afterglow plasma of a Ne pulsed 
discharge. In these experiments, the decaying plasma 
was created after a current pulse of lO-IOO \is with 
current density of tens A/cm^ and initial Ne pressure of 
18 Torr. Under certain experimental conditions, the 
spectrum "condensation" at a strong absorption line 
was also observed. The correspondent effective 
amplification coefficient of a laser beam, probing the 
plasma, is shovra in Fig. 2. 
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Fig. 2. Transmission of the probe laser field in the absence of the pump beam (1) and it's amplification in the presence 
of the pump (2); Ne, A.=640.2 nm. 
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Dynamics of the field and plasma at the gas breakdown produced by 
the Bessel (axicon-focused) laser beam is studied with the effects of 
natural plasma waves generation and reflected wave spectrum con- 
version taken into account 

We study in this paper the dynamics of the field and 
plasma in the discharge column created by axicon fo- 
cusing [1-3] of a high-intensity laser radiation in homo- 
geneous gas. We focus on the effect of natural plasma 
waves generation considered previously for other types 
of the optical and microwave discharges [4, 5]. 

The spatiotemporal evolution of the electric field 

E = Re[E(r, Oexp(-/(0 01 is calculated numerically 

based on the vector wave equation for the slow time 
envelope of the field E(r, /): 

2ii^+52v(y.E)+eE—L[Vx[VxE]]+fE = 0(l) 
(0 dt k$ 

This equation takes into account the spatial and time 
dispersion and allows us to describe the processes of 
resonance excitation and Landau damping of Langmuir 

waves in the time-varying plasma. In Eq. (1), T is the 

model dissipation operator: rE = -/a5 V(V-E), e = 

1-{N/NcYl-i\/(0) is the complex permittivity of 

the plasma, N^ = m(oi^ + V'^ ) / 4n e-^ is the critical 

density, V is the electron collision frequency, a is the 

coefficient of order unity,  kQ=(i>/c,  5 = y3 Vf/ui, 

Vf « c is the thermal electron velocity. 
Gas breakdown is caused by the optical-field-induced 

ionization processes. As an example we consider tunnel 
ionization of hydrogen atoms and determine the time 
averaged ionization rate by the known expression 

■exp 
3 E 

(2) 
dt       "^   «        '^7t|E| 

Here £„ =5.14x10^ V/cm and £1= 4.16xl0'^s'' are 

the atomic field and frequency units, and Ng is the 

concentration of neutral atoms before the process of 
ionization. The parameter range we are interested in 
here is the following: the wavelength A,~ 0.6-10 fim, 

laser pulse intensity S~ lO'"*-10'^W/cm^ and the 

gas pressure p~0.3- 70 atm. 
We consider the model of the axially symmetric dis- 

charge: N{r,t) = N{r,t) produced by the rotating cy- 

lindrical wave with the complex envelope of electric 
field E(r, /) = E(r, (p, z, 0 = E (r, 0 exp(/(p + /IQ ^ cos 9) 

(A-,q),z  are the cylindrical coordinates). Outside the 

plasma {r>R, N(r >R) = 0) the field is a superposi- 

tion of- the converging (incident) and diverging (re- 
flected) TE and TM waves with a given angle of incli- 
nation 9 to the axis of symmetry z . The incident wave 
is given by the axial components of electric and mag- 

(2)/ r(w) netic   fields:    E^'"'=C{t)H^^'■'(kQrsme),   H 

-icosQEi'"\ C(t) = Aexp(-{t-t(,f/x^), ///^^ is 

the first-order Hankel function describing the converg- 
ing wave. The correlation between the amplitudes of 
these components (the coefficient -/cosO) is chosen so 
that the transversal components of the fields in the ab- 
sence of plasma are circular polarized and are the zero- 
order Bessel function of radius r:  E^(r)=iE^(r)~ 

JQ (AQ r sin 0). We note that, in the presence of plasma, 

the field remains circularly polarized only on the axis. 
Equations (1) and (2) were solved numerically in the 

space interval 0 < r < ^ with the initial conditions: 
Nir,0) = 0,      E^ (r,0) = -2 C (0) cot 6 JQ {k^r sin 6) = 

iE, (r,G), £ 2 (r, 0) = 2 C (O) J, (io r sin G) and the 

following boundary conditions: (i) the solution is ana- 
lytical at r = Q: E^=0, dE,,^/dr=0, (ii) all field 

components (including E^ ) are continuos at r = R (for 

detailed expressions and explanation see [6]). 
It has been found that the scenario of the breakdown 

process depends greatly on the convergence angle of the 
wave. If this angle is less than some critical value 

9c ~ 25°, the maximum plasma density Nj^ax ~ ^c^ 
that is less than the critical one. However, at the angle 
exceeding the critical one, the plasma density at the axis 
increases in the sharpening regime and passes the criti- 
cal point, after that the fast ionization wave containing 
the plasma resonance point at the leading front propa- 
gates in the radial direction. The results of numerical 
calculations are presented oil Figs. 1 and 2 in dimen- 
sionless  variables   k^r ->r,   cat-^t,   E/ E^ ->E, 

NIN^=n for the parameter values: 9 = 30 , 

Q/(0=22, A:o8= ^Vjlc^dm, v/(0 = 0.01, 
a = 0.1, Ng = l.5Nc, to(ii=lOO, x(0=50, 

Al Ea= 0.0204, A: 0 /? = 4. At the given values of A , 

the maximum field at the axis in the absence of plasma 
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Fig. 1. Evolution of the plasma density n(r,l) and the field 

amplitude | E(rO | at 6 = 30°. Curves 1-9 correspond to the 
time instants /= 80, 90, 95, 105, 110, 120, 130, 150, and 
200, respectively. The dashed curve shows the unperturbed 
field I E,.„(r) | (in the absence of a plasma) at / = /„ = 100. 

is the same: | E |n,ax / E^ = 0.1. The above dimension- 
less parameters correspond to the vacuum wavelength 
X. = 0.8 |Xm, maximum pulse intensity 

5 = 3x10*'' W/cm^ pulse duration (at the level of 

l/e) x-Jl  ~30 fs, and the gas pressure p ~ 60atm. 

The transition of the plasma density through the criti- 
cal value at 9> 9,, (Fig. 1) is accompanied by the exci- 

tation of intense Langmuir oscillations, whose ampli- 
tude reaches its maximum (twice as high as the ampli- 
tude of the unperturbed electric field at the axis) at the 
front of the ionization wave at /• = 1. 

The coupling of the excited Langmuir oscillations to 
an external electromagnetic field (due to the presence of 
a fairly sharp boundary of the ionized region) gives rise 
to the partial emission of their energy into the sur- 
rounding space, i.e., to the occurrence (along with the 
fundamental frequency component w) of one or several 
components    at    frequencies    close    to    (0^ -"pmax 

/ 4jte N gl m ~\ .220) in the spectrum of the cylindri- 

cal wave reflected from the discharge. In view of the 
linear character of the "transition" resonant excitation of 
Langmuir oscillations, the intensities of the shifted 
spectral components are proportional to the intensity of 
the incident wave. This linear parametric conversion of 

OE+0 

ReG 
-lE-4 

-2E-4 

-3E-4 

t 
Fig. 2. Time behavior of the amplitude function ReG(/) of 
the reflected TE wave at large times. The curve illustrates the 
radiation from the discharge at  the upshifted  frequency 
w„„„. =1.22(0. 

the scattered spectrum of an ionizing electromagnetic 
wave (previously described in the model of a thin gas 
slab [5]) is illustrated in Fig. 2 by the time dependence 
of the quantity ReG(/) determining the amplitude of 

H. -component   of   the   reflected    wave    A/i'"' = 

G(/)//,*'^(*x/-) at large times / > 220 (after the end of 

the incident pulse), when the signal amplitude at the 
fundamental frequency has already substantially de- 
creased, but the Langmuir oscillations still exist and 
continue emitting. The transversal wave number at the 
frequency      co pmax *l=(«pmax''c)sine    = 

^ l^pmax/'^y ~^0 <^°s   0, that is the corresponding 

reflected cylindrical wave is inclined to z-axis at the 
angle   e^>e   (cosG^ = ((o/(Opmax)cose).   In   the 

given numerical example,  G = 30^, 0„=45^; at / = 

250 the intensity of the frequency shifted component is 

about 10      of the maximum intensity of the incident 
wave. 
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Overcooling of the Hot Spot of Laser Plasma by Electron Conductivity 
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A hot spot of laser plasma is surrounded by extensive region of weakly ionized gas and the elec- 
tron conductivity in background cold plasma is main reason for plasma electrons cooling. 

1. Introduction 

The possibility of developing a x-ray recombination laser 
by intense, ultrashot laser pulse has been considered in 
many papers [1-3]. But a residual energy is determining 
by above-threshold ionization and inverse-bremssrahlung 
heating may be significant. Cooling is usually achieved 
either by hydrodynamic expansion or by radiative cool- 
ing. A hot spot of laser plasma is surrounded by exten- 
sive region of weakly ionized gas. Our calculations 
indicate that the main channel of a plasma electrons 
cooling of a hot spot is electron conductivity in back- 
ground cold plasma. 

2. Radiative cooling of laser plasma spot 

Let us estimate the time of radiative cooling for high 
residual energy of electrons after laser pulse. 
The energy withdraw from the electron component due 
to bremsstrahlung is expressed as [4] 

Qt,=1.54xW"z^Tj'^N^,    W/cm^- 
The energy loss due to photorecombination is expressed 
as [5] 

Qpr=^5.xlO-^'z%'"^NiN, W/cml 
The ratio of specific powers of bremsstahlung and pho- 
torecombination radiation is QbJQpr=TJ30^. For z=7 
and Te<l keV photorecombination radiation is predomi- 
nant over bremsstrahlung radiation. At first let us con- 
sider a low electron density case 

N,<N,pr=3.1xlO'^T/"/z cm"^ 
where photorecombination is predominant collisional 
ion-electron recombination [6]. For z=7 and Ne=2xlO^° 
cm'' the electron temperature T^ pr=50 eV is lower 
bound of the low electron density case. The time of 
electron cooling due to photorecombination at initial 
electron temperature 7^=100 eV is Tph.rec=3TJ^J2Qpr=l 
ns, the time cooling from 1 keV is rph.rec=30 ns. Thus the 
cooling due to bremsstahlung and photorecombination 
radiation in not effective to create overcooled plasma 
withz»7. 

3. Overcooling by electron conductivity 

We shall consider the problem, from which it is possible 
to determine time dependence of hot spot temperature 
due electron conductivity in surround weakly ionized 
gas. 

Suppose, that hot spot of plasma is surrounded by cold 
plasma. Assume, that a cold surrounded plasma has a 
mean ion charge ZQ, electron temperature To«T^x , 
density if ions Nj in hot spot and surround plasma are 
equal. Let the hot spot of laser plasma has radius ro , 
electron temperature T^ax > mean ion charge Zmax- Propa- 
gation of heating wave is described by equation 

where s=0, 1, 2 for plane, cylindrical and spherically 
symmetric cases. A temperature conductivity coefficient 
may be writing as ;^=a7^, for the electron conductivity 
n=5/2. Let background electron temperature isTo=0 and 
instantaneous thermal energy put in point r=0 at time 
t=0. 
In spherical symmetry case s=2 the solution depends 
from self similar variable ^=r/(aQ"t)'"^"*^' and this 
solution is T(^)=TJl-(rlrff]"", where thermal heating 
front radius is rj=^j(aQ"t) ,nfJI(3n+2) Tc - temperature at 
center, constant ^/ ==7 , a temperature source constant 
Q=frdV [6]. A mean temperature of electrons in volume 
inside heating wave r</y is Tpi =3QI4n rf and one little 
differents from temperature in center T^ [6]. Therefore 
for estimation of Tc value we will consider 

TM^'^latf^'^^-t-"'' 
The validity of this model is districted by condition To< 
Tc< Tmx- Here Q is a temperature source constant 

Q=4nz„aJ^iroT^ l3zo, 
a coefficient electron temperature conductivity at zd=J is 
X=2Kj3Ne'=6.32TeTjme, where K^ is the thermal electron 
conductivity, Te=3.5xlO'*Tj"^l(AllO)^oNi sek is the time 
between electron collisions, A - Coulomb logarithm [7]. 
When rj<ro , the self similar solution is not correct. In 
this case we can use the estimation for r/ as rf= 
ro+(Xt)"^- Therefore for T^ value we will consider 

Tp, =3QI4Tt(r}+( z^J Zo-I) rd') = 
— ZmaxTmax /(''/ 1^0 +ZmaJ Zo'l) ■ 

In cylindrical symmetry case s=2 for T^ estimation we 
will consider 

Tc'-(Q/at)""*'~f"', 
where Q=ltri Zmax Tmax Izo • When rfCro, we will esti- 
mate rf as   rf= ro+(XO"^   and for mean plasma tem- 
perature have 

Tpi = Q/K(r/+( z„J Zo-1) ro^) = 
=ZmaxTmax K^f /ro +ZmaJ Zg-l)■ 

Plasma temperature depends from time as TV ~ t""' for 
spherical symmetry and us Tc ~ t '^'^ for cylindrical 
symmetry case. Space picture of plasma spot may be 
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very complex in real experiment. Simple formula for 
T^(i) allows to estimate a temperature with good accu- 
racy. 
Table presents same results of calculation [8]. A hot 
spot plasma parameters rg , T^, , z„,^, and surround 
plasma parameter zo are taken from experiments for 
nitrogen [9], neon [2] and helium [10]. Calculations 1- 
12 are for nitrogen, 1-8 in spherical symmetry and 9-12 
in cylindrical symmetry, the electron density in hot spot 
is Ne=2xl(f'' cm"^ and z„,„=7. Calculations 13-18 are 
for neon in cylindrical, electron density in hot spot is 
^=10^° cm-' , Zn,ax=JO . Calculations 19-23 are for 
helium in cylindrical symmetry, electron density in hot 
spot is N^=6xl0'^ cm"', 2„,„=2. 
Recent studies have extended the validity of the electron 
conductivity equation in collisionless limit by using non 
local transport coefficients [11,12]. It makes possible 
using of the simple self similar solution in a weakly 
collisional regime. 

4. lonization cooling in heating wave 

The velocity of heating wave is rapidly decreased after 
30 - 100 fim in our plasma parameters of a hot spot and a 
background plasma. The ionization of surrounded gas by 
electron impact is a next possible cause of the hot spot 
cooling. For example, the time of ionization is 
Tio„=l/OjonNaVj =10 ps and this time corresponds to the 
time of ionization cooling in heating wave. 

5. Conclusion 

The results of the estimations and calculation permit to 
do the following conclusion. The main reason of plasma 
electrons cooling of a hot spot of laser-produced mul- 
ticharged ion plasma is electron conductivity in back- 
ground cold plasma. 
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Table 

A' Zo ro T ' max 

eV 
TM eV, at time (s) 
10'^ 10'^ 10" 10'" 10-^ 

1 1 5 100 49 30 17 9 4 
2 1 5 1000 121 62 31 15 7 
3 5 5 100 91 51 27 13 7 
4 5 5 1000 183 94 46 22 11 
5 1 20 100 74 53 33 19 10 
6 1 20 1000 254 138 71 36 18 
7 1 5 100 60 42 26 15 8 
8 I 5 1000 200 113 62 33 17 
9 5 5 100 86 64 37 20 11 
10 5 5 1000 272 146 77 40 21 
11 1 20 100 82 64 45 29 17 
12 1 20 1000 367 224 128 70 37 
13 1 5 200 80 50 29 16 9 
14 1 5 2000 218 119 63 33 17 
15 8 5 200 141 78 42 22 1,7 
16 8 5 2000 307 161 84 44 3 
17 1 20 200 123 87 56 33 8 
18 1 20 2000 431 246 135 72 38 
19 1 2 100 42 24 13 7 4 
20 1 2 500 77 41 22 12 6 
21 0,1 2 100 26 15 8 5 2,4 
22 0,1 2 500 48 26 14 73 4 
23 0,1 10 500 07 61 34 18 9 
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The measured anomalous low maximum energy of ions emitted by TW-ps laser pulses in contrast to ns 
pulses led to the skin layer interaction model. Consequences are the nonlinear (ponderomotive) force 
acceleration of plasma blocks against the laser and into the target for a possible alternative laser- 

fusion scheme. 

The measured drastic difference between the maximum ion 

energies from targets irradiated by TW-ps laser pulses was 

explained [1] by a skin layer interaction mechanism. This 

is basically different to the generation of very high ion 

energies by relativistic self-focusing and implies a very 

high contrast ratio for the suppression of any prepulse 

before the main pulse arrived at the target apart from the 

some pre-irradiation of less than 500 ps before the main 

pulse. Details of the theory of the involved nonlinear 

(ponderomotive) force generation [2 of plasma blocks will 

be reported. The main energy of the laser energy is 

converted into the fast motion of the two plasma blocks, 

- one moving against the laser light and 

- the other into the target. 

Numerical results indicate that the reflectivity losses are 

low as long as the von-Laue-type density ripple is 

moderate as known for longer pulses as the reason for the 

stochastic pulsating interactions [3]. The block motion of 

the plasma against the laser light 

a) may advantage the application of this operation 

as laser ion source while the block into the target 

and 

b) is important for application to laser fusion. 

For the case (a) a detailed explanation of different 

plasma groups for longer pulse interaction [4] needed a 

detailed interpretation. These include relativistic self- 

focusing as confirmed experimentally ant theoretically in 

numerous experiments. The second fast group can be 

identified as due to the generated hot electron as detected 

from the energetic x-ray spectrum where the thermalization 

is immediately given by the quantum correction of the 

collision frequency. This is a proof of mutual agreement of 

these theories and splendidly explains also recent 

measurement for ions emitted with 0.6 GeV energy. For 

further slower ion groups further mechanisms for ion 

generation [5] were considered. In contrast to theses 

processes, the (prepulse controlled) TW-ps interaction is 

very different and simplified as seen from the experiments 

and as expected from the model of the skin layer laser 

plasma interaction as expected form the theory of nonlinear 

(ponderomotive) acceleration and as shown in extensive 

numerical calculations. 

For the process (b) or results is essential that the blocks 

moving into the target produce ion current densities 

exceeding 10'° A/cm^ as necessary from the earlier theory 

of light ion beam fusion. In order to achieve the necessary 

energy flux density of more than 2x10^ J/cm^, the 

application of shorter laser wavelengths may be interesting. 

We further studied the need of some prepulse during the 

last 100 ps before interaction of the ps mail laser pulse in 

order to receive some swelling of the laser field energy 

density in the interaction range and for enlarging the 

effective skin depth as a result of swelling.. 
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Further questions refer to the generation of the fusion 

reaction front in uncompressed (or low compression) 

nuclear fusion fuel. These are discussed in view of the 

recent Nuckolls-Wood model [6] of an electron beam 

mechanisms for ignition for the fast ignitor. The Nuckolls- 

Wood scheme needs the usual very high-density prc- 

compression of DT fuel as usual in the fast ignitor but the 

basic aim of the PW-ps laser pulse is to produce a very 

high intensity relativistic electron beam. The physics 

problems of the relativistic effects are not all e4xploerd yet, 

even the ele4ctron acceleration mechanism is still open 

whether it is a wake field acceleration of the "free wave 

acceleration" which was succesccul to explain recent 

experiments quantitatively. 

In contrast to this Nuckolls-Wood scheme, the 

nonlinear force produced plasma block ignition excludes 

the relativistic effects from the beginning, and it does not 

need the compression of the plasma beyond about ten times 

the solid state density what process is performed 

automatically by the one dimensional ablation process of 

the skin layer process, which conditions may now be 

applied for the ignition similar to the well known light ion 

beam fusion. 
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Liquid plasma produced by intense laser light 
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The plasma produced in liquid by the excimer and YAG laser light is studied and the basic data about 
breakdown threshold of liquid and the development behavior of plasma are examined. 

1. Introduction 

When the laser light is focused at the solid or gas, a 
hot and dense plasma is produced. [1~7] However, the 
laser induced plasma in liquid hasn't been studied enough. 
When a laser light is focused in liquid, a hot plasma is 
produced at the focal spot. The mechanisms of the 
breakdown and the plasma development have not almost 
been investigated. In liquid, the laser induced plasma 
may be able to resolve the hazardous material called the 
environment material, or the plasma produced in a 
physiological saline may become to be the basic data 
when the human body is irradiated by the laser light. 
Then, plasma produced in liquid by the laser light is 
studied and the basic data about breakdown threshold of 
liquid and the development behavior of plasma are 
examined. 

2. Experimental arrangement 

The experiment arrangement is shown in Fig. 1. 
Excimer or YAG laser light is focused in liquid. The 
maximum laser power of excimer laser is 500 mJ with a 
wavelength of 308 nm and a pulse half width of 30 ns. 
While the maximum laser power of YAG laser is 340 mJ 
with a wavelength of 1064 nm and a pulse half width of 
15 ns. Moreover, the YAG laser is able to drive the 
second harmonic oscillation with a power of 180 mJ, a 
wavelength of 532 nm and a pulse half width of 15 ns. 
The YAG laser is operated at the wavelength of 532 nm. 
The chamber is made of acrylic and has three quarts 
glass windows of height of 25 mm, width of 30 mm and 
thickness of 2 mm. The ultra pure water or the ultra pure 
water with a melted NaCl is used as a test liquid. The 
excimer laser is focused using the concave mirror to 
avoid influence of refraction at liquid surface. The 
backside of acrylic chamber is able to attach the concave 
mirror. The diameter of the focal spot is 96 |xm when the 
laser light is focused using the concave mirror of focal 
length 25.4 mm. On the other hand, the YAG laser light 
is focused from the out side of the chamber using the 
lens of the focal length 60 mm, because the intensity of 
YAG laser light is so high that the concave mirror can 
not be used. The diameter of focal spot is 130 ^m. The 
laser power is controlled using the optical filter. 

To examine the attenuation of laser light in liquid, 
the photodiodes are set up at back and front of the 
chamber. The transmittance is measured from the ratio of 
transmitted laser power to the incident one. 

When NaCl concentration is varied, the threshold 
value of light intensity is measured taking into account 
the absorption of laser light in liquid. The threshold laser 
intensity is defined as an intensity at which the plasma 
production probability is 50 %. 

The plasma development is observed using the 
streak camera. The plasma luminosity is focused on the 
incident slit of the streak camera by relay lens with a 
focal length of 100 mm. The streak image is displayed on 
a monitor by a dummy color of light intensity. The 
plasma boundary is determined by a threshold intensity 
because the plasma boundary of the streak image is not 
so clear. The plasma boundary is drawn by a plotter. 

CCD Camera        Relay Len: 
Chamber 

—I Computer ] 
Image Processing [^  
System Trig. Switch 

Fig. 1. Experimental arrangement. 

3.   Experimental results 
3.1 Transmittance 

The transmittance of the laser light through NaCl 
solution is measured. The transmittance as a ftmction of 
NaCl concentration is shovm in Fig. 2. When the excimer 
laser is used, the transmittance decreases with increasing 
concentration. The attenuation of laser light in NaCl 
solution is not negligible because NaCl molecular 
absorbs the laser light. However, the transmittance of 
YAG laser is 40 %, which is almost a constant 
independent on NaCl concentration. The scattering loss 
of YAG laser light may be so large that the transmittance 
turns out large because the temporal coherent of YAG 
laser is better than one of excimer laser. 

3.2 Threshold characteristic 

When NaCl solution is irradiated by the laser light 
with the intensity near threshold, we watch whether the 
plasma is produced or not. From 20 observations, a 
plasma production probability is examined. The 
threshold characteristic for NaCl concentration using 
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excimer laser or YAG laser is shown in Fig. 3. The 
threshold intensity of plasma produced by YAG laser is 
lower than that by the excimer laser, because the spot 
size and the absorption coefficient of YAG laser are 
bigger than those of the excimer laser. The threshold 
values decrease with increasing NaCl concentration 
because the ionization coefficient increases with 
increasing the NaCl concentration. If the NaCi 
concentration increases moreover, the threshold value 
may increase again because the collision occurs more 
frequently with increasing NaCl concentration. 

Excimer laser 

0 10 20 
NaCl concentration [%] 

8  80 c m 

1 
c 
s 

40 

YAG laser 

0 10 20 

NaCl concentration (%] 

Fig 2. Transmittance. 

0 10 20 
NaCl concentration [%] 

Fig. 3. Threshold characteristic. 

3.3 Streak image 

The typical streak image of the plasma, which is 
produced by YAG laser, is shown in left figure of Fig. 4. 
The laser light is irradiated from the right hand side, the 
time is scanned from top to bottom, and the inside of the 
boundary shows the plasma. The YAG laser is operated 
at 1064 nm. The plasma produced in liquid develops 
only backward because the plasma frequency is higher 
than the laser frequency and laser light is absorbed at 
only backward plasma surface. The plasma consists of a 
group of plasmas produced from many seeds because the 
electrolytes in liquid as seed may initiate the plasma 

production. 
On the other hand, the plasma produced by the 

excimer laser is produced at the focal spot and develops 
backward and forward asymmetrically as shown in right 
figure of Fig. 4. The development mechanism of forward 
plasma is different from that of backward plasma. When 
the concentration of sodium chloride is higher, the 
plasma develops forward widely. However, when the 
concentration is too high, the plasma develops hardly 
because the laser light is absorbed in liquid. 
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Fig. 4. Streak image. 

4. Conclusion 

When the liquid is irradiated by the ultraviolet 
laser light or visible laser light, the plasma is produced at 
the focal spot. The characteristic of transmittance is 
different when the YAG laser or excimer laser is used. 
The transmittance of excimer laser light decreases with 
increasing the NaCl density. However, the transmittance 
of YAG laser light is a constant. Threshold intensity 
decreases with increasing NaCl concentration. Threshold 
intensity of plasma produced by YAG laser is lower than 
that by excimer laser, because the focal spot size of YAG 
laser is bigger than that of the excimer laser. The 
dynamic behavior of the laser produced plasma is 
observed by the streak camera. The plasma produced by 
excimer laser develops not only backward but also 
forward. However, The plasma produced by YAG laser 
develops only backward. 
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Effect of ultraviolet light irradiation on thermionic energy converter 
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The laser light is irradiated to the converter and the output current characteristics are studied. The 
output current may be mainly produced by light of ultraviolet region when the sun light is irradiated 
to the converter 

1. Introduction 

A thermionic energy converter is a generator that 
directly converts a heat into an electricity. In order to 
operate with lower emitter temperature, the method of 
light irradiation to the converter is proposed.[l] The 
output characteristics are examined in detail when the 
visible light is irradiated. [2] In wide wavelength range 
about 627nm, the output current is increased, and the 
peak current is about 40A/m^ at the laser energy of 15mJ. 
But, this value is not enough for the practical application. 
The resonance light of infrared region is irradiated and 
the output current characteristics are measured. The very 
high output current is obtained by irradiating the 
resonance light at fairly lower laser energy comparing 
with that by the visible light. [3,4] When the wavelength 
is 852 nm, the emitter temperature of 945K, the vapor 
pressure 1.93Pa and the laser energy ImJ, the output 
current is about 500A/m^, the peak current is more than 
the 100 times of the visible light irradiation. However, 
the wavelength width of resonance light is very narrow. 
Then, the ultraviolet laser light is irradiated to the 
thermionic energy converter and the output 
characteristics are examined. 

2. Experimental arrangement 

The experimental arrangement is shown in Fig.l. 
The converter is made of cylindrical Pyrex glass with a 
diameter of 50mm and a length of MOmm. The converter 
has three windows for an incident light. The emitter has a 
txmgsten spiral heater inside a cylinder made of nickel. 
The heater current can control the emitter temperature. 
On the other hand, the collector is a disk made of 
stainless steel and has a mesh made of molybdenum with 
a diameter of 20mm in center. The converter is set in an 
electric oven. The vapor pressure of cesium gas can be 
controlled by adjusting the oven temperature. A light 
source is a XeCl excimer laser. The excimer laser is a 
wavelength of 308 nm and a pulse half width of 30 ns. 
The diameter of laser beam is about 8mm and the 
maximum laser power is 15 mJ, because an aperture puts 
on the optical pass of the laser light. The laser light is 
irradiated to the space between the electrodes being 
parallel to both electrodes. 

3. Output characteristics witli  ultraviolet 
light irradiation 

3.1 Voltage-current characteristic 

The voltage-current characteristic is shown in Fig. 
2. "Short circuit current density" is defined by the output 
current density when the voltage between the electrodes 
is OV. The waveform of the output current by the 
ultraviolet light irradiation has a very long half width 
comparing with that by the visible light irradiation, 
which is same as that by resonance light irradiation. 

Excimer Laser 
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Converter 

i 
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Fig. 1. Experimental arrangement 

600n ■ 1 ■ 1 ■ r 
Cesium vapor pressure 7.10 Pa 

. Emitter Temperature 1150 k 
Wave length 308 nm 
Laser energy 15 mJ 

c 
o 
C 

o 

3 o 

400 

200 

0 
-0.5 1 0 0.5 

Collector Voltage [V] 
Fig. 2. Voltage-current characteristic 

3.2 Cesium vapor pressure characteristic 

The cesium in the converter adheres the electrodes 
and effectively reduces the work function. The work 
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function of emitter is decided by the cesium coating rate. 
The work function of cesium is 1.69 eV and one of 
tungsten is 4.62 eV. In high cesium vapor pressure, the 
work function of emitter reduces by absorbing the 
cesium on the surface of emitter. On the other hand, 
since the cesium of emitter surface evaporates in high 
emitter temperature, the work function increases. 

The dependence of short circuit current density on 
cesium vapor pressure is shown in Fig. 3. The short 
circuit current density increases and reaches a peak 
because the work function of emitter decreases with 
increasing cesium vapor pressure. The movement of 
thermal electron and diffusion of cesium ion are 
prevented by cesium atoms. Therefore, the short circuit 
current density may increase by closing the space 
between the electrodes in high cesium density. When the 
emitter temperature is higher, the cesium vapor pressure 
at which the short circuit current density reaches a peak 
shifts to higher vapor pressure. 
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Fig. 3. Short circuit current density vs. cesium vapor 
pressure 

3.3 Laser power characteristic 

The short circuit current density vs. laser power is 
shown in Fig. 4. The short circuit current density 
increases with increasing laser power. In low cesium 
vapor pressure, the work function of emitter is the value 
which is high value of closely tungsten. The ion to 
neutralize the space charge is few, because the emitted 
thermal electron and the space charge are low. When the 
cesium vapor pressure is low, the short circuit current 
density shows a saturation. 

3.4 Absorption characteristic 

The absorption rate of ultraviolet light by cesium 
vapor is shown in Fig. 5. The absorption rate of 
ultraviolet light increases with increasing cesium vapor 
pressure. The absorption rate of ultraviolet light is lower 
than one of resonance light. However, it reaches to 70 % 
in this experimental condition, and is not negligible 
small. 
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Fig. 5. Absorption rate 

4. Conclusion 

The ultraviolet laser light is irradiated to the 
thermionic energy converter and the output 
characteristics are measured. The short circuit current 
density obtained by ultraviolet irradiation is higher than 
that by visible light. The maximum short circuit current 
density reaches about 400 A/ml This is slightly low 
comparing with that by the resonance light. However, the 
absoiption of ultraviolet light hardly depends on the 
wavelength, while the wavelength width of resonance 
absorption is very narrow. The output current may be 
fairly improved by ultraviolet light when sun light is 
irradiated to the converter. 
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Guided-wave-produced-plasmas 

A. Shivarova 
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The abstract of a topical lecture on diffusion-controlled gas discharges sustained in the field of 
travelling waves is presented in this contribution. Based on discharge models within the fluid 
plasma theory, the maintenance of discharges without and in external magnetic field is discussed. 
The mechanisms of the discharge self-consistency and of the electron heating are shown. The final 
results from the models are for the self-consistent axial structure of the discharges. 

1. General    comments 
produced plasmas 

on    guided-wave- 

The guided-wave-sustained discharges (GWSDs) are 
comparatively new plasma sources [1]. In these 
discharges, the wave produces the plasma and the 
plasma produced sustains the wave propagation. 
Depending on the type of the waves, the GWSDs show 
up in two modifications: surface-wave-sustained 
discharges as plasma sources without external magnetic 
field and Trivelpiece-Gould sustained discharges for 
plasma production in an external magnetic field. These 
discharges exist in the total gas-pressure range (p = 
10"' Torr+ 1 Atm) of the gas discharges and in a very 
wide range of variation of the wave frequency {f= 
5D0 kHz -^ 10 GHz). This flexibility makes the GWSDs 
very attractive for the gas-discharge applications [2]. 

In the GWSDs, the plasma column is extended far 
away from the wave launcher. The characteristics of the 
plasma (plasma density n, electron temperature T^, etc.) 
and of the wave (wavenumber A:= p + ia, wave energy 

flux S, intensity of the wave electric field |£| ) vary 

along the discharge length (z-direction) being self- 
consistently related to each other. This clear display of 
self-consistency makes the GWSDs a "pure" example 
for the definition of the gas discharges - as- nonlinear 
systems which unify in a self-consistent manner 
plasmas and fields - and motivates the interest in their 
modelling [3]. 

2. Structure of the fluid-plasma models of 
the guided-wave-produced plasma sources 

According to the nature of the GWSDs, the models of 
the discharges combine electrodynamics with gas- 
discharge physics. 

The wave-energy balance - dSJdz = -Q - is the first 

equation of the electrodynamical part of the models, 
with Joule heating g(r,z) and S integrated over the cross 
section of the waveguide structure (a plasma column in 
a glass tube with permittivity Eg and internal and 
external radii R and Ri, surrounded by free space). This 
equation is usually used in its well-known form [4]: 

dn _ -2an ,., 
j^     .    n rf0    n da 

where n is the averaged - over the plasma column 
cross section - plasma density, a is the space damping 

rate of the wave and 0(z)= Q {z)/nR^n{z) is the power 

absorbed on average by an electron. 
Equation (1) shows that the self-consistent 

description of the axial structure of the discharge 
requires to have the (n-a)- and (n-9)- relations 
known. 

The (n-a)-relation comes out from the dispersion 
law of the wave 

Z)((o,A: = P + ia,e,7?,/f,,eJ=0 (2) 

which is the second equation of the electrodynamical 
part of the discharge models. Here e{r, z) is the plasma 

permittivity. 
The (n-0)-relation results from the gas-discharge 

part of the models. It is completed by the balance 
equations of production and losses of charged particles 

(3) ^K-^ 
5/ Jhss 5t 

1 + — 
@ dn 

specified for the given discharge considered, and by the 
electron energy balance 

dP^+dP.o„=Q (4) 
in which, energy losses through thermal conductivity 
and collisions are taken into account. 

Equation (3), describing the radial (r-) structure of the 
discharge, results into the condition of the discharge 
maintenance expressed by a [7^-K(r = 0)]-relation 

provided nonlinear processes are taken into account. 
With eq. (4) relating 7, to 9, both (3) and (4) finally 
determines the («-©)-relation. Since @ is related to 

the maintenance field intensity, the (H-6)-relation 
expresses the basis of the description of the discharge as 
a nonlinear structure. Whereas the (K-a)-relation is a 

specific characteristic of the GWSDs, the (K-9)- 

relation is a basic concept of self-consistency of the 
high-frequency discharges, in general. 

The numerical models [5-12] presented here of 
discharges in different gases (argon, helium, helium- 
argon gas mixtures and hydrogen) as well as of 
discharges in an external magnetic field, being 
extension and fiirther development of ideas from the 
analytical modelling of surface-wave-sustained 
discharges [3], stresses the mechanisms of discharge 

a dn 
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self-consistency and of the electron heating in the wave 
field. 

3. Electron heating in the wave field 

The mechanisms of the wave damping determine the 
mechanisms of the electron heating. In the numerical 
models presented here, the wave dispersion law (2) is 
for radially-inhomogeneous collisional plasmas, with 
radial profile of the plasma density and electron-neutral 
elastic collision frequency as obtained in the gas- 
discharge part of the models. Regimes of weak (v < u) 
and strong (v > (o) collisions could be considered which 
permits covering the total range of the variation of the 
gas pressure of diffusion-controlled discharges in a 
combination with the total range of variation of the 
wave frequency. A display - along the discharge length 
- is shown of conditions of local heating with wave 
power deposition in the total plasma volume and of 
nonlocal heating with spacially-localized power 
deposition, including regions of resonance absorption of 
the waves. 

4. Mechanisms    of   the    discharge    self- 
consistency 

The nonlinear mechanisms relating n to 0 or, 
equivalently to the maintenance field intensity, ensures 
a self-consistent description of the discharge. It could be 
achieved if the condition for the discharge maintenance 
obtained fi-om the charged-particle balance (3) relates 
the plasma density «to the electron temperature 7^. 

In the models of discharges in atomic gases - argon, 
helium and helium-argon gas mixtures - the nonlinear 
processes of step ionization and recombination are the 
mechanisms, which ensure the self-consistency. The 
condition for the discharge maintenance obtained, e.g., 
in the models of argon discharges is: 

U; I + Tl«(r = 0) 
Here D^^ is the corresponding - without and with 

external magnetic field - ambipolar diffusion 
coefficient, \i is the parameter characterizing the radial 
plasma density inhomogeneity, v, is the fi-equency of 

direct ionization, p^, is the rate of step ionization with x] 

being the coefficient of its saturation and p^ is the 
recombination coefficient. 

Being an obvious generalization of the Schottky 

condition - (iL/RfD^^=v, - in a sense that the total 

losses through diffusion and recombination are 
compensated by the total ionization (direct and step 
ionization), condition (5) relates the plasma density n to 
Te and, respectively, to 0, and ensures the self- 
consistency of the models. Regarding GWSDs, this 
means that the required interrelation between the axial 
profiles of n and 0 is achieved. 

The models of gas discharges in helium and helium- 

argon gas-mixtures show that the ambipolar diffusion 
coefficient defined - after detailed analysis of the ion 
dynamics - as an effective one, is an additional factor of 
self-consistency. 

The model of hydrogen discharges shows that the 
hydrogen atom yield in the discharge is the main factor 
which ensures the discharge self-consistency. 

5. Axial   self-consistent   structure   of   the 
discharges 

The final results from the models are for the self- 
consistent axial structures of the discharges composed 
out from the interrelated axial variation of n , T^, 0, p 
and a. In discharges in helium-argon gas mixtures and 
in hydrogen discharges, the axial profiles of the 
concentration of the ion components also enter the 
discharge structure. Moreover, in hydrogen discharges, 
the axial variations of the concentration of the neutral 
gas species and of the gas temperature are important 
component of the structure of the discharge. 
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1. Introduction 

Modem inductively coupled plasma (ICP) sources tend 
to operate at low frequencies (several MHz and less) that 
reduces capacitive coupling and transmission line effects 
and leads to simpler and lower cost rf power sources and 
matching circuits. Together with a low neutral gas 
pressure (1-10 mTorr) this creates a unique combination 
of conditions where two features of inductively coupled 
plasmas become most prominent: anomalous (non- 
collisional) heating and nonlinearity due to the Lorentz 
force. When the electrons are weakly coUisional, the 
collisionless wave particle interaction (Landau damping) 
replaces real collisions and becomes the main mechanism 
of the wave absorption and plasma heating [1]. In this 
regime, the electron mean free path exceeds the 
characteristic plasma length scale so that electrons 
"sample" the electric field over large distance resulting 
in the electric current being not a local function of the 
electric field. This regime is often referred to as nonlocal 
regime as opposite to the local, or short mean free path, 
highly collisional regime of the classical skin effect. The 
related propery of the low frequency ICP is due to the fact 
that the nonlinear Lorentz force can be much larger than 
the force of the inductive electric field [regime of the 
electron Hall magnetohydrodynamics (EMHD)]. 
Nonlinear forces in ICP may significantly affect plasma 
density profile [2], generate higher harmonics of the 
electric current [3], electrostatic potential [4,5], and 
modify the skin-effect [6]. In this paper we review the 
experimental data and theoretical models describing these 
effects. 

Experiments have been carried out in a cylindrical low 
pressure argon ICP, with a metallic chamber with 
diameter 2R = 20 cm and length L = 10.5 cm, and a 
quartz window separating a planar coil from plasma [7]. 
To enhance nonlinear processes the driving frequency and 
gas pressure were reduced, correspondingly, to 0.45 MHz 
and 1 mTorr. The rf discharge was maintained at a 
discharge power P = 200 W. The basic plasma 
parameters: n^ T^, the rf and dc plasma potential have 
been measured with a Langmuir probe moved along the 
axial (z) direction. Nonlinear harmonics of the 
electrostatic potential were directly obtained from 
Langmuir probe measurements. The ponderomotive 
potential was calculated as the difference between the dc 
potential and plasma density. Measurements were made 
on the discharge axis (r= 0) and at a fixed radial position r 
= 4 cm, which corresponds to the maxima of the radial 
distribution of the azimuthal rf electric field and the radial 
magnetic field. The electromagnetic fields and the plasma 

current density distributions were inferred fi-om magnetic 
probe measurement made along the axial direction at r=4 
cm and along the radial direction at z=3.2 cm. Langmuir 
and magnetic probe measurement were made over a wide 
frequency range (0.45 - 13.56 MHz) but here we mainly 
consider data for f = 0.45 MHz where nonlinear effects 
are largest. 

2.  Nonlinear plasma polarization in the 
ICP 

Nonlinear polarization potential has not been observed 
earlier in experiments with inductive discharges. One of 
the reasons for this was that for a typical ICP driven at 
13.56 MHz nonlinear effects are negligibly small. They 
are significantly increased for lower frequency. 
Polarization potential is created due to the potential 
component of the nonlinear Lorentz force [5], while the 
solenoidal component of the Lorentz force is responsible 
for the nonlinear harmonics in the electric current [3,5]. 

—     1 ^ 
m 
c . 
8.  0.1 
t: 

0.01 • 
0 2 4 6 8 

harmonics 

Fig. 1   The frequency spectrum of the polarization 
potential in the middle of the skin layer, at a distance of 1 
cm from the quartz window (z=lcm, r=4 cm) in an ICP 
driven at 0.45 MHz. 

Note that dc plasma potential (zero frequency, 03=0) has 
been deduced from the plasma density and plasma 
potential profiles while the oscillating rf harmonics have 
been measured directly. The dc potential corresponds to 
the nonlinear ponderomotive force. As it is seen in Fig. 1, 
the first (fundamental) harmonic, induced by parasitic 
(capacitive) coupling from the induction coil, is smallest, 
while the second harmonic exceeds the electron 
temperature and dominates all others. Amplitudes of the 
second harmonic and dc (ponderomotive) potential are 
approximately equal for small dissipation. 
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Fig. 2 The experimental value of the ponderomotive 
potential Ucxp shown together with the Miller potential 

As shown in Fig. 2 the experimental value of the 
ponderomotive potential is significantly different from 
the classical expression for the cold plasma (Miller 
potential). We have derived an expression for the 
ponderomotive force in hot plasmas (the strongly 
nonlocal regime) [8]. This expression can be cast in a 
form similar to that of the local case, i.e.Fp 
=<Opc /8(07tEoV5,h, where the characteristic gradient 
length of the electric field Sis replaced with the 
characteristic length of the particle excursion over the 
wave period, 8|h=v,h/a3. 

t-Jnu 
Sit CO 

This expression is in reasonable agreement with the 
experimental data [8]. 

3. Plasma heating at low frequencies 

Typically, in the low pressure ICP operating in the 
anomalous regime, the power absorption due to the 
interaction with thermal electrons significantly exceeds 
the collisional absorption. There is an optimal frequency 
when the power absorption reaches the maximal value. 
It has been shown that for low driving frequencies and 
low collisionality v <© the effects of the particle 
thermal motion reduce the absorption below the 
collisional value so that the total electron heating due to 
both collisional and collisionless mechanisms of wave 
energy dissipation becomes smaller than it would have 
been if only the collisional mechanism was involved. 
This linear effect is illustrated in Fig. 3. Nonlinear 
effects that are most important for low frequencies may 
further affect plasma heating [3]. Nonlinear effects have 
been investigated via direct numerical simulations. In 
Fig. 2 the ratio of total S,„, to the collisional Scoii 

frequency (MHz) 

Fig. 3: Ratio of the total to collisional absorbed power. 
Solid curve represents the linear theory (without rf 
magnetic field), circles -- the result of PIC simulation 
without rf magnetic field, squares -- the PIC simulation 
with rf magnetic field. The parameters are: E=0.5 V/cm, 
T=10eV,n=2.7xlO"'cm\v=1.5xlO's"'. 

heating, r| = S,„, / Sc„ii, is shown as a measure of the 
influence of the electron thermal motion on the electron 
heating. In numerical calculations the measured 
absorbed power is averaged over the rf field period. 
The simulations included electron-atom collisions 
(implemented into the PIC code with a direct Monte- 
Cario method) and the electron-electron collisions 
(implemented via the Langevin equation) as a 
mechanism for the "maxwellization" of the electron 
distribution function. At low frequency there is 
significant reduction of plasma heating due to the rf 
magnetic field as a result of expulsion of electrons from 
the skin layer by the ponderomotive force leads as well 
as a result of nonlinear trapping of electrons in the rf 
magnetic field [3]. 
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High density thermal plasma expanding in low-pressure region is of immense 

scientific interest and has numerous applications. The monomer seeded plasma is 

utilised for plasma processing of surfaces, i.e. deposition, surface etching, nitriding 

and for many more applications depending on the seeding materials. Conditions 

prevailing in the Tokomak edge plasma can also be simulated using the low 

temperature, high flux obtained with cascaded arc thermal plasma source. Various 

species of the high density flowing plasma generated in a narrow channel (few mm 

diameter) of an arc discharge are usually in thermal equilibrium. In this presentation 

experimental measurements made in the tiiermal plasma with particular reference to 

the kinetics in molecular plasma and surface nitriding will be discussed. The cascaded 

arc source is coupled to a low-pressure chamber wherein the plasma generated in the 

source expands while propagating in the axial direction. Typical parameters of argon 

plasma in the expansion region are: plasma density, lO'^ m"^ , electron temperature, 

3000 K for argon flow rate of 3 slpm and 60 A arc current. The current in the arc is 

distributed over three water-cooled tungsten cathodes, which not only prolongs the 

life of electrodes but also improves the uniformity of the system. If argon is replaced 

with molecular gas hydrogen / nitrogen, recombination processes set in the expanding 

plasma. The plasma density drops significantly and the electron temperature also 

reduces. In hydrogen plasma, charge transfer between the rovibrationally excited 

hydrogen molecules followed by dissociative recombination reactions provides the 

fast loss mechanism. Axial magnetic field helps to contain and prolong the hydrogen 

plasma beam in the chamber. Side injection of hydrogen in one of the cascaded arc 

plates stabilises the arc, improves the ion flux, and is also beneficial for improving the 

cathode life. A combination of nitrogen and hydrogen plasma generated in the system 

has led to an efficient process for nitriding of machinery components. 
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Aspects of Turbulent Transport 
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Turbulence is an ubiquitous phenomenon in plasmas, which have usually large amounts of 
free energy available that can drive the turbulent velocity fluctuations. Universal properties 
of turbulence are its abilities to mix and to transport. The turbulent transport is often 
found not to be described by a transport coefficient, as Pick's law suggests. We discuss the 
consequences of this and the relationship between passive particle and plasma transport, that 
is mixing and transport. 

1. Introduction 
A characteristic feature of turbulence is the ability 
to disperse and mix particles and heat. This process 
is rather complicated even under idealized conditions 
of homogeneous and isotropic turbulence and is af- 
ter many years of research still far from being un- 
derstood in general. Covering a variety of important 
areas from the diffusion of pollutants in environmen- 
tal flows to the particle and heat diffusion in magne- 
tized plasmas this topic connects basic research with 
applications. 
For magnetized plasmas it is agreed that the en- 
hanced levels of cross-field transport (anomalous 
transport), observed in a wide variety of devices 
including tokamaks and stellarators is due to low- 
frequency, electrostatic, micro-turbulence, with the 
E X 5-drift as the dominating velocity. A good 
candidate to understand and explain the anomalous 
transport from first principles is drift-wave turbu- 
lence [1, 2, 3]. We investigate turbulence of magne- 
tized plasmas and discuss the influence of structures 
on the transport. 
2. Particle Dispersion... 
The mean square displacement of an ensemble of par- 
ticles in a velocity field w(£, t) is given by [5]: 

(a^it)) = 2t (w2> y' (l - I) RL{T)dT        (1) 

with {u{x{t)) ■ u{x{t'),t')) = RUt - t') («2) . Here 
RL is the normalized Lagrangian velocity correlation. 
For vei-y short times the correlation is close to unity 
in the so-called ballistic limit: 

{^{t))=e{u^). (2) 

For very long times the integral evaluates to the La- 
grangian integral n 

ri 
ft pea 
/    RL{T)dT^   I       RUT)dT=: 

Jo Jo 

and provided that n is finite we obtain 

{x\t)) = 2tTL («') = 2TLD 

This limit {t > TL) is often called the diffusion 
limit. Note that TL differs from the Eulerian correla- 
tion time available to laboratory measurements. For 
homogeneous, isotropic turbulence and times longer 

(3) 

(4) 

than the Lagrangian correlation time the particle dif- 
fusion will thus be normal. However, there might be 
large intermediate ranges depending on the correla- 
tion times and scales, especially if the correlations 
reach the spatial or temporal extend of the system. 
3. ... and Transport 
The question if test particle transport is connected 
to the turbulent radial transport of plasma 

r = (nvr) 

by the ExB velocity {vr = -dy(j>) is far from trivial. 
We consider the Hasegawa-Wakatani equations 
(HWE) [4] as minimal model for drift-wave type 
plasma turbulence: 

dtn + dy4> + {<t>, n) = -C{n-(!>) + fiV^n , (5) 

dtV^(f>+{4>,V^<}>} = -C{n-4>) + fiV^(l>    (6) 

The deviation from adiabaticity, given by the param- 
eter 1/C, leads to an instability. The HWE Eqs. (5, 
6) contain two limits: i) C —^ 0, where the density 
and potential decouples, thus the system describes 
standard 2D Navier-Stokes turbulence with n pas- 
sively advected. ii) C —> oo, which corresponds to 
the adiabatic density response (f> tv n and the HWE 
reduce to the Hasegawa-Mima equation (HME). 
The evolution of the energy E=^ fi{vi)^+n'^)dV 
and generalized enstrophy W = 5 /(w - n)^dV is 
governed by 

dtE -I -ndyip-C (n - ^)^-/i(w24-(Vn)2)dV ,(7) 

dtW =  / -ndy^ - /i(V(n -ij)fd!^r . (8) 

Here w = V x v = V'^ip is the vorticity. The driving 
term is the integrated E x B-flux 

Fo = / Td^r = / nuifd^r = / -ndytpd^r, 

which mediates the instability when n ^ (j). In the 
inviscid limit the HWE has a Lagrangian conserved 
quantity H = (w - n 4- a;). We employ the conserva- 
tion of n to estimate the radial dispersion of the fluid 
elements. From a; - XQ = - (^ - Co), where ^ = w - n. 
We obtain: 

{{x - Xof)p ■■ r>p + (Co%-2(Coa,        (9) 
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Figure 1:  Diffusion coefficient and Flux for various 
values of C. 

where the average (•)p is taken over all fluid ele- 
ments/particles. If the turbulence is homogeneous, 
we can replace the averaging over the fluid elements 
with averaging over the fields ((•)p = (•)/). In the 
time asymptotic limit we may then assume that the 
last term on the rhs vanishes (this designates the 
correlation between the fluid PV and the initial fluid 
PV). Taking the time derivative and using Eq. (8) 
we obtain: 

dt{{x - xof)j, = dt(C^)/ = 2dtW. (10) 

Finally we arrive at 

£>x = Fo , (11) 

what is confirmed by numerical experiment see Fig- 
ure 1. 
4. Transport PDF 
In models where the fluctuations are driven by a local 
instability and the density fluctuation-level is small 
compared to the background density the probability 
distribution function (PDF) of as well density and 
radial velocity is given by a normal distribution. 
When evaluating for the PDF of F we note that the 
folding of two normal distributions is not a normal 
distribution. Moreover if n and (p are correlated the 
average of the PDF may become non-zero and lead 
to a net transport. 
If the transport PDF is evaluated not for the lo- 
cal values of the transport, but averaged over some 
domain, the transport PDF has to converge to a 
stable distribution. If the second order moment is 
finite, the central limit theorem tells us that this 
is a normal distribution. If the second order mo- 
ment does not exist, than we have a Levy-Pareto 
stable PDF and thus expect a power law tail in the 
PDF, as long as all the averaging procedures are car- 
ried out for times/lengths well below the correlation 
length/time-scales. A power law tail in the PDF of 

the averaged flux reflects thus the existence of long 
range correlations in the system, respectively that 
the turbulence is intermittent. Correlations that can 
manifest themselves via the occurrence of coherent 
structures within the turbulence. 
5. Turbulence and Structures: The 
quest for correlations 
Two dimensional turbulence, as the turbulence of 
magnetized plasmas, is characterized by a dual cas- 
cade: of enstrophy to the small scales and energy to 
large scales. Moreover if the vorticity is a function of 
the potential, then the convective non-linearity van- 
ishes and thus turbulent de-correlation mechanisms 
are no longer very eff'ective. The regions of reduced 
nonlinearity and correlated potential and vorticity 
are also known as coherent structures. These struc- 
tures form out of the turbulence and can sui-vive for 
long times compared to the turbulence dc-corrclation 
time. Tiacking particles in the turbulence and stat- 
ing if they are trapped inside structures we could find 
that this introduces an intermediate regime for the 
transport [6]. 
6. Turbulent Equipartition 
Usually turbulence takes place in an confined vessel 
with boundary conditions and the plasma is contin- 
uously driven. The arguments used above are then 
no longer valid. Indeed based on the consei-vation of 
Lagrangian invariants we could show, that the turbu- 
lence sets up characteristic gradients, independently 
of the magnitude of the flux generated. Clearly this 
breaks Pick's law. Moreover it leads to a bursty type 
of transport, where plasma is pushed outwards in 
large structures [7]. 
7. Summary 
It is found that as long as the spatial/temporal 
extend of the plasma is close to correlation 
times/length scales the turbulent structures induce 
a power law tail in the PDF of the transport. This 
transport is then not described by Pick's law on dif- 
fusion and turbulent profiles might be sustained at 
various levels of flux through the system. 
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Turbulence and anomalous transport in magnetized plasmas: hints from 
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Coherent structures are observed to emerge from turbulence background in the edge region of plasmas 
confined in Reversed Field Pinch configurations. These structures have features reminiscent of single vortices 
in ordinary fluids and their versus of rotation depends on the local shear of the plasma mean velocity. 

Plasma fluctuations are commonly recognised as the 
leading mechanisms ruling particle and energy transport 
in magnetically confined plasmas for thermonuclear 
fusion research [1]. This enhanced transport is 
commonly refen-ed as 'anomalous' transport as it is 
much larger than the classical one due to collisions. 
Fluctuations contributing to the transport span a finite 
range of frequencies usually comprised between the ion 
cyclotron frequency and frequencies close to those of 
magnetohydrodynamic (MHD) activity. The time 
behaviour reveals that both electrostatic and magnetic 
fluctuations exhibit bursts in a wide range of 
frequencies including those relevant for transport and 
this feature seems independent of the specific magnetic 
configuration, as it is observed in tokamaks [2, 3], 
stellarators [4] and Reversed Field Pinch (RFP) 
experiments [5]. An extensive study of the features of 
these bursts has been carried out in the edge region of 
RFP experiments RFX and EXTRAP-T2R. In this 
region it has been found that most of the particle 
transport is carried by electrostatic fluctuations. It 
results that the range of fluctuations time scale 
contributing to the transport are respectively from 5 to 
50 fis in RFX and from 2.5 to 20 H-s in T2R, while the 
corresponding toroidal wave length ranges from 0.15 m 
to 1 m in RFX and from 0.06 m to to 0.6 m in T2R. 
The statistical analysis of the Probability Distribution 
Function (PDF) of fluctuations has shown that these 
bursts belong to the tail of the distribution and that the 
PDF's tend to develop non gaussian tails at the smaller 
time scales. These statistical features allowed the bursts 
to be classified as 'intermittent' events according to the 
fluid turbulence theory [6]. 
In both experiments, intermittency was observed in 
primary electrostatic quantities, such as floating 
potential and electron density, as well as in derived 
quantities, like the electrostatic particle flux [5,7]. A 
study of the bursts observed in the electrostatic particle 
flux, [5], has evidenced that these events, although 
representing a small fraction of the signal, carry a large 
fraction of the particle flux losses up to 50%. The 
investigation of their time behaviour has shown that 

they tend to cluster during magnetic relaxation 
processes which cyclically takes place in a RFP [8]. 
This property has lead to the interpretation that they are 
the effect of some non linear coupling of the internal 
resonant MHD modes [7]. Sorting out the intermittent 
events from the turbulent background has allowed the 
reconstruction of the spatial structure associated to 
these bursts, to be carried out using different arrays of 
Langmuir probes inserted in the edge region of the two 
experiments. In this contribution a review of the salient 
properties of these structures is presented. 

RFX and EXTRAP-T2R experiments are both 
toroidal devices with aspect ratio R/a = 2m/0.5m and 
R/a = 1.2m/0.183m respectively. More detailds on the 
experiments can be recovered from references [9,10]. 
The results presented refer to data collected in low 
current discharges, 300 kA and 80 kA respectively, to 
allow the insertion of the probes. The average electron 
density was about 1.5 lO'^m"' in RFX and 1 lO'^m"' in 
T2R. The statistical analysis was performed taking into 
account the most signiflcant time scales for the 
electrostatic flux, which are peaked around 10 ^s and 5 
US respectively for the two experiments. 

Fig.l Floating potential fluctuations vs time, the 
small frames show an expansion of a negative 
and a positive intermittent event respectively. 

Measurements were performed with 1 MHz 
sampling rate for RFX data and 3 MHz for T2R data; 
the maximum bandwidth was 400 kHz in both cases 
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due to the electronic conditioning of signals. In fig. I is 
shown a floating potential signal with the 
characteristics bursts. An expansion of positive and 
negative bursts is also shown. The bursts correspond to 
intermittent events identified with the above mentioned 
technique. 

Time correlation indicate that 'frozen turbulence' 
hypothesis [6] can be applied, so that the bi- 
dimensional structure can be reconstructed from a radial 
array of probes and assuming the structure flowing 
through the probe by a velocity equal to the local 
electric drift flow. Since in a RFP the magnetic field in 
the outer region is mainly poloidal and a radial electric 
field is commonly observed to set up directed inward, 
the drift velocity is in the toroidal direction with versus 
opposite to that of the toroidal current. 

An example of the radial structure of floating 
potential for positive and negative intermittent events 
is shown as a function of time in figure 2. The radial- 
toroidal structures for the two classes of events are also 
shown in fig. 2: the corresponding electric field can be 
deduced and the ExB velocity pattern is derived. In the 
same fig. 2 the resulting drift velocity is overlaid. The 
intermittent events are found to correspond to single 
vortex structures rotating in different versus depending 
on the sign of the the peak of the floating potential. In 
RFX the toroidal extension of these structures results 
in the range 10^-15 cm while their average radial extent, 
obtained by a weighted averaging, results 3 + 4 cm, 
almost independent of the radial position where the 
centre of the structure lies. The versus of rotation of the 
vortices has been found to be strongly dependent on the 
local mean ExB velocity shear [11]. 

Shot«11763, V,.<y>[v] Shor«11724   V^^Vf^ 

ph,- [„„] ph.- |mml 

Fig.2 Upper pan: radial structure vs time of positive (left) 
and negative (rigth) floating potential events. Bottom part: 
deduced radial-toroidal structure for the two classes, the 
vector plots represent the calculated ExB velocity 
patterns, data from RFX. 

Figure 3 shows the relative fraction of negative and 
positive peaks vs normalised radial position r/a 
obtained in the edge of T2R. It can be observed that in 
the region r/a<l negative peaks are the majority while 
the opposite occurs in the outermost region. 

In the same figure the radial profile of the mean ExB 
velocity is also shown. A correlation has been deduced 

between the two mentioned regions and the sign of the 
shear dv^ydr. A similar correlation has been observed 
also in RFX. The relative abundance of vortices with a 
preferred rotation direction, has suggested that they 
survives longer_ when the condition co-VxV>0 
applies, where V is the mean flow velocity, i. e. V^^B 

in our approximation, and (0=Vx5v represents the 
structure vorticity with 5v the fluctuating part of flow 
velocity[l 1]. The result has a remarkable analogy with 
vortex dynamics in ordinary sheared fluids and in non 
neutral plasmas [11]. In particular it has been shown 
that vortices with versus_'adverse' to the mean 
vorticity, i.e. with coVxV<0, are fragmented and 
eventually expelled from the region with unfavourable 
shear, therefore shortening their average life-time. This 
result confirms the role of the ExB velocity shear in 
turbulence regulation as it affects not only the 
background turbulence but also the emerging structures. 

In conclusion intermittent events which emerge 
from turbulent background as bursts of activity have 
features reminiscent of single vortices observed in 
ordinary fluids. These vortices have preferred versus of 
rotation depending on the local mean ExB shear. 
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Fig.3 Radial profile of Vp^„ measured in the 
edge of EXTRAP-T2R experiment (a), relative 
fraction of positive and negative events in the 
same region (b). 
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Studies of non-linear dynamics of MHD modes in the EXTRAP T2R reversed-field pinch 
experiment have demonstrated such phenomena as mode rotation, phase-locking and wall locking. 

1. Introduction 

The reversed field pinch (RFP) is a magnetic fusion 
device. It is similar to the Tokamak in that it is a 
toroidal configuration. However a significant 
difference between the RFP and the Tokamak is that 
for an RFP the toroidal magnetic field, B^, and the 
poloidal magnetic field, Bg are about equal in 
magnitude whereas for the Tokamak, Bg. is much 
stronger than B^,. In the RFP equilibrium, the toroidal 
magnetic field is maximum on the minor axis of the 
torus and decreases with increasing radius. At the 
plasma edge, the toroidal field is reversed relative to 
the field on axis. Clearly B^, and Bg vary strongly over 
the minor cross-section of the reversed-field pinch. 

Tearing mode instability is a common phenomenon in 
magnetised plasmas. In the RFP configuration, the 
tearing modes exhibit very complex (and very 
interesting) dynamics. Indeed the non-ideal tearing 
mode fluctuations produce electric fields in a non- 
linear dynamo action. This well-known "RFP dynamo" 
sustains a part of the plasma current and is therefore 
important for sustaining the characteristic RFP 
equilibrium. The process that establishes the RFP 
equilibrium is called relaxation. The dynamic 
behaviour, described by Taylor [1], is based on the 
general principle that the plasma tends to relax toward 
a state of minimum magnetic energy. Magnetic 
reconnection (tearing modes), leading to a 
redistribution of helicity, characterises the relaxation. 

The MHD modes in an RFP are characterised by a 
toroidal mode number n and a poloidal mode number 
m. The tearing modes are resonant with the magnetic 
field when k» B = 0 where k is the wave vector of the 
mode and B is the equilibrium field. This resonance 
occurs on rational flux surfaces where the field winding 
number, q = rB^RBg, has the value q = m/n. Since the 
fields vary strongly over the cross-section, there are 
potentially a large number of resonant modes in the 
RFP. 

2. Experimental observations 

A variety of MHD modes are predicted by theory and 
are indeed seen in experiments. Studies of tearing 
mode dynamics have been made in the EXTRAP T2R 
RFP located at the Alfven Laboratory. The device is a 
medium-sized RFP with an aspect ratio R/a = 1.24 m / 

0.18 m [2]. A unique feature of the device is that the 
conducting boundary, or shell, has a magnetic 
penetration time of about 6 ms, which is shorter than 
the pulse duration (20 ms) but much longer than the 
typical tearing mode growth rates. The RFP 
configuration is dependent on a conducting wall for 
MHD stability. The device is therefore suitable for the 
study of the effects of a non-ideal boundary on both 
ideal MHD modes and tearing modes. 

For tearing modes, there is good agreement between 
linear MHD stability theory and the observed existence 
of the modes. The perturbations associated with the 
observed modes are m=l (resonant on flux surfaces 
where 1/n = rB^RBg) and ffj=0 (resonant at the 
reversal surface where B^ = 0). The qualitative picture 
is that the tearing modes form magnetic islands lying 
on nested (resonant) toroidal flux surfaces. 

The existence of the perturbations is predicted by linear 
theory but the dynamics of the modes that are 
experimentally observed is of course generally non- 
linear. Therefore the RFP is a very good device for the 
study of non-linear MHD mode phenomena. Examples 
of phenomena that have been experimentally studied in 
the EXTRAP T2R device are as follows [3]: 

• Spectra of saturated mode amplitudes. 

• Phase alignment (locking) of several modes to form 
a localised perturbation in the flux surfaces. 

• Toroidal rotation of the modes due to viscous drag 
oil the islands produced by the flowing plasma 
fluid, either in a phase-locked formation or with 
velocities independent of each other. 

• Wall locking of the modes due to electromagnetic 
braking forces on the modes caused by stationary 
fields from currents in the boundary structure. 

Saturated modes form magnetic islands that are 
immersed in the plasma. In Fig. 1 the power spectrum 
for m = 1 modes is shown as a fiinction of the toroidal 
mode number n. The spectrum is derived from 
measurements of the magnetic perturbations made 
using arrays of pick-up coils placed at the plasma edge. 
Each mode is a Fourier harmonic of the total 
perturbation. The dominant «-numbers are in good 
agreement with the predicted values of « for the 
equilibrium magnetic field profiles. The amplitude of a 
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mode perturbation is typically about 1% of the 
equilibrium field. 

Three or more modes can interact with each other and 
become phase-locked thus producing a localised flux 
surface perturbation at the point where the phases are 
aligned. The inter-mode electromagnetic forces 
between the different modes cause the phase-locking. 
This phase-aligned state often appears spontaneously 
and is quite robust. Indeed the phase-aligned 
configuration is frequently observed to rotate in the rest 
frame of the torus in a direction determined by the 
global toroidal flow of the plasma fluid. 

-30 -20       -10 0 10 20 
Toroidal mode numbers 

Fig. 1 Power spectrum ofm = 1 tearing modes. 

The degree of phase alignment can be quantitatively 
represented by a quantity called a, which is the sine of 
the phase difference between two modes summed over 
a collection of at least three modes. If the phases are 
aligned, the sine of the phase difference between two 
modes is zero at that toroidal position. Three or more 
modes must be involved for the alignment to be non- 
trivial. The phase alignment is visualised by examining 
the inverse of this sum and a plot of 1/a versus toroidal 
position and time is shown in Fig. 2. 

Fig. 2. The signature of phase-alignment, l/a, as a 
function of toroidal position, ^, and time. 

In Fig. 2 it can be seen that the phase aligned structure 
makes a complete toroidal revolution in about 150 fis, 
which corresponds to a velocity of about 50 km/s. This 

velocity is comparable to the ExB drift velocity of the 
plasma fluid in the toroidal direction. 

The dynamics of a mode is affected both by viscous 
forces due to plasma flow relative to the island and 
electromagnetic forces between the mode and other 
modes or between the mode and externally produced 
fields. For example, image currents in the in the close- 
fitting conducting boundary surrounding the toroidal 
pinch interact with the rotating perturbations causing a 
drag which slows down the rotation. Also, non- 
axisymmetric magnetic field errors due to ports or gaps 
in the conducting boundary produce electromagnetic 
forces on the modes that lead to wall-locking, which is 
a form of phase-locking to stationary features. 

One extremely important phenomenon is the fact that 
rotation of tearing modes suppresses the radial 
component of the magnetic perturbation at the 
conducting boundary. In Fig. 3 the amplitude of the 
radial component of the n = 12 tearing mode and its 
helical phase velocity are shown as a function of time. 

4 6 8 
Time  (ms) 

Fig. 3. Perturbation amplitude and helical phase 
velocity for then=\l tearing mode. 

At about t = 8 ms, the rotation frequency goes to zero 
due to wall locking of this mode. The perturbation 
immediately starts to grow at a rate determined by the 
magnetic penetration time of the wall. 

3. Concluding remarks 

The presence of MHD activity of course negatively 
affects the confinement properties of the RFP 
experiments. The goal is to reduce the fluctuations. 
However the studies of the non-linear MHD dynamics 
that are carried out on RFP configurations contribute to 
the general understanding of MHD. 
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We present a new cyclotron maser type instability 
driven by a crescent or horseshaped electron 
distribution function. Such distribution functions 
are easily created by an electron beam moving 
into a stronger magnetic field region, where 
conservation of the first adiabatic invariant causes 
an increase in their pitch angle. This produces a 
broad region on the distribution function where 
there is a +ve slope in the perpendicular 
component of the velocity space distribution 
function. Planetary dipole magnetic fields are 
examples of where these types of distributions can 
be found, giving rise for example to the earth's 
auroral kilometric radiation and Jupiter's 
decametric radiation signatures. 

We examine the stability of these electron 
horseshoe distribution functions for right-hand 
extraordinary mode (R - X mode) radiation close 
to the electron cyclotron frequency propagating 
perpendicular to the magnetic field using both 
non-relativistic and relativistic beams. A quasi- 
linear theory is developed which is used to 
analyze the saturation process. Saturation occurs 
when the perpendicular slope in velocity space 
forms a plateau. This provides an estimate of the 
efficiency of such a process. Calculations suggest 
that efficiencies as high as 20% can be achieved. 
Finally, a laboratory experiment to investigate this 
new type of instability will be discussed. 
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