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Abstract 

 

Phytochromes are a superfamily of photoreceptors that harbor linear tetrapyrroles as 

chromophores. Upon light illumination, the linear tetrapyrrole chromophore undergoes a double 

bond isomerization which starts a photocycle. In this work, we studied the photoisomerization of 

chromophore models designed based on the C- and D-rings of the phycocyanobilin (PCB) 

chromophore. In total, five different models with varying substitutions were investigated. Firstly, 

the vertical excitation energies were benchmarked using different computational methods to 

establish the relative order of the excited states. Based on these calculations, we computed the 

photoisomerization profiles using the extended multi-state (XMS) version of the CASPT2 method. 

The profiles were obtained for both the clockwise and counterclockwise rotations of the 𝐶15 = 𝐶16 

bond in the Z and E isomers using a linear interpolation of internal coordinates between the Franck-

Condon and MECI geometries. In the minimal chromophore model that lacks the substitutions at 

the pyrrole rings, the isomerization involves both 𝐶14 − 𝐶15 and 𝐶15 = 𝐶16 bonds of the methine 

bridge between the C- and D-rings, resembling the hula-twist motion. The MECIs are 

characterized by a partial charge transfer between the two pyrrole rings pointing towards a twisted 

intramolecular charge transfer. Systematic introduction of substituents leads to an increase in the 

steric repulsion between the two pyrrole rings causing a pretwist of the dihedral around the 𝐶15 =

𝐶16 bond, which creates a preference for the counterclockwise isomerization. Upon introduction 

of the carbonyl group at the D-ring the charge transfer has increased.  This changes the 

isomerization mechanism from hula-twist to one-bond flip.  
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Introduction 

Phytochromes constitute a superfamily of photoreceptor proteins that are present in plants, 

bacteria and fungi.1 The photoreceptor core has a unique three domain architecture consisting of 

PAS, GAF and PHY domains (Fig. 1). A linear tetrapyrrole chromophore is bound to a conserved 

cysteine residue within the GAF domain (Fig. 1). Depending on the organism, the chromophore 

can vary between biliverdin (BV), phycocyanobilin (PCB), phytochromobilin (PФB) and 

phycoviolobilin (PVB) (Fig. 2).2 The differences between these tetrapyrroles are highlighted in 

orange in Fig 2. Despite the numerous classes of phytochromes from different organisms and the 

variations in their chromophores, the primary event is the light-induced isomerization that 

proceeds around the 𝐶15 = 𝐶16 bond located in the methine bridge between the C- and D- pyrrole 

rings of the chromophore.  

 

Fig 1. Cyanobacterial Phytochrome (Cph1) with PCB as the chromophore. The three domains PAS, GAF 

and PHY are colored accordingly.  

Typically a double bond photoisomerization is initiated by an excitation from the ground 

state minimum to the Franck-Condon (FC) point of an excited state. Further, relaxation on the 

excited state occurs by twisting the double bond. As the twisting approaches 90° the excited and 

the ground states become degenerate, ultimately leading to a conical intersection (CI).3,4 A CI 

serves as a non-radiative decay channel for the excited state population to the ground state (Fig. 

3). This results in the formation of the primary photoproduct which usually is complete on the 
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femtosecond to picosecond timescale depending on the presence of a barrier. However, it is unclear 

how this general description of the photoisomerization is transferred to linear tetrapyrrole 

chromophores. To address this issue, we have applied computational methods to explore the 

excited state topology, locate the CI and characterize the initial excited state relaxation of linear 

tetrapyrrole models. 

 

Fig. 2 Molecular structures of tetrapyrroles found in phytochromes. The isomerization scheme is shown 

only for PCB. 

A plethora of experimental spectroscopic studies5–10 have been used to characterize the 

primary step in the phytochrome photochemistry. Computational studies, however, are scant 

compared to other photoreceptor proteins. This is due to the large size of the chromophore and the 

associated computational demand when using highly correlated methods to describe the full π-

system. By employing computationally feasible linear response TD-DFT (LR-TD-DFT), Durbeej 

and co-workers11,12 computed excited state relaxed scans for the full BV chromophore along 
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different torsion angles. Although LR-TD-DFT is a cost-effective approach in describing vertical 

excitation energies, it is a single-reference method and fails to describe the portion of the potential 

energy surface near the CI.13,14 

 

Fig. 3 Model potential energy surface of the photoisomerization in phytochromes. 

Multiconfigurational wave function based methods were designed to describe the topology 

of such crossings between different electronic states.15 The widely used multiconfigurational wave 

function method Complete Active Space Self Consistent Field (CASSCF) has been applied to other 

chromophores from photoreceptor proteins.4,16,17 The CASSCF method requires a selection of an 

active space which typically comprises the full π-system of a chromophore. However, for the BV 

chromophore an active space of 32 electrons in 29 orbitals is required.18 Such an active space size 

is computationally intractable since the maximum size currently achievable is 18 electrons in 18 

orbitals.19 Therefore, in previous studies a compromise was chosen to either employ approximate 

electronic structure methods, such as a semi-empirical method,20–22 or to truncate the 

chromophore.23–28 In the latter approach, typically, the propionic acid groups23 are replaced by 

hydrogen atoms because they are not part of the conjugated π-system. Other strategies to reduce 

the model size include removal of methyl groups24,25 or even truncation of the pyrrole rings.26,27 

Zietz and Blomgren28 used the CASSCF method with varying active spaces to locate CIs on a 

truncated model comprising of two pyrrole rings in the gas phase. They found that the calculated 

CIs were 12 kcal·mol-1 lower in energy than the FC point and can be reached by a concerted twist 

of the 𝐶14 − 𝐶15 and 𝐶15 = 𝐶16 bonds. Klan and coworkers29 used CASSCF with a minimal active 

space of 2 electrons in 2 orbitals to study the nonadiabatic dynamics of a dipyrrinone unit. A larger 
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model of the PФB chromophore was used by Garavelli and co-workers30 in the gas phase to 

compute relaxed scans in the excited state using CASPT2//CASSCF(10,11) methodology. They 

found that the 𝐶9 − 𝐶10 and 𝐶10 = 𝐶11 bonds of the central methine bridge have a higher preference 

for isomerization. A similar finding was obtained by Lan and coworkers20, who used the 

semiempirical method OM2/MRCI for carrying out non-adiabatic dynamics. As exemplified by 

the latter two studies, it is clear that several photochemical channels exist in the gas phase through 

which the chromophore decays to the ground state. However, the isomerization of the 𝐶15 = 𝐶16 

bond between the C- and D-rings is exclusively observed in experiments or crystal structures of 

the photoproducts31, signifying the cruciality of the protein environment in the photoisomerization. 

Recently, computational studies of the photoisomerization taking into effect explicit 

interaction of the protein environment using hybrid QM/MM techniques were reported. Using RI-

ADC(2), Slavov et al32 reported excited state relaxed scans for a phytochrome-like GAF domain 

namely all2699g1 that harbors PCB as the chromophore. In this study, it was shown that the protein 

environment induces a preference for counterclockwise rotation of the D-ring compared to a 

clockwise motion. This is consistent with the recent QM/MM non-adiabatic molecular dynamics 

(NAMD) study by Groenhof and coworkers33 with SA2-CASSCF/3-21G as the QM level of theory 

on the Deinococcus radiodurans phytochrome. For the same phytochrome, Mennucci and 

coworkers22 carried out non-adiabatic molecular dynamics. They observed a concerted rotation of 

a single and double bond, which is known as a hula-twist isomerization mechanism. This 

isomerization was found to have a preference for the counterclockwise rotation of the D-ring.  

The main focus of this work is to apply a highly accurate quantum chemical method to 

study the excited state potential energy surface including the CI. To this end, we used the Complete 

Active Space Perturbation Theory (CASPT2) method, which is a multireference second-order 

perturbation theory applied on top of the CASSCF method. The benefit of CASPT2 is that it can 

recover the dynamic electron correlation which is missing in CASSCF. Recently, the analytic 

gradients became available for CASPT234,35 making geometry optimizations feasible. Due to the 

high computational cost, we used a tetrapyrrole model of two pyrrole rings. This permits to include 

the full π-system in the active space. It also allowed us to avoid the loss in selectivity of the 

isomerizing bond which was observed in previous gas phase studies23. Further, we analyzed the 

contribution of the functional groups by systematically introducing substitutions to the C-D 
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dipyrrole model. We computed excited state profiles for both 15-Z and 15-E isomers because they 

may exhibit different photochemical paths (Fig. 2). An additional motivation for the use of 

truncated models is that we can apply the accurate XMS-CASPT2 method, which is too demanding 

for the entire chromophore. Therefore our results can be used as a benchmark for affordable 

electronic structure methods such as LR-TD-DFT or algebraic diagrammatic construction to 

second order (ADC(2)).  

Recently, truncated tetrapyrrole models have been also studied experimentally.27,29,36–38 

Ultrafast spectroscopy experiments of  model chromophores in solution have been reported. These 

experiments have found an ultrafast relaxation of the chromophore where the isomerization takes 

place on a picosecond timescale. However, the models in the latter studies are not identical to the 

models described in this study and the differences are discussed in the following section. 

This paper is organized as follows: Firstly, we compared the vertical excitation energies of all the 

dipyrrole models in both the 15-Z and 15-E isomers. Then we determined the minimum energy 

conical intersection (MECI) geometries. Finally, we discussed the photoisomerization profiles 

obtained by a linear interpolation of internal coordinates (LIIC) between the FC and the respective 

MECI geometries.  

Computational Methodology 

Model compounds. Several models of the linear tetrapyrrole chromohores were reported in the 

literature. Zietz and Blomgren28 used a dipyrrinone (DPN) model of bilirubin where all the alkyl 

groups were replaced by hydrogen atoms. Dean and coworkers27 reported a combined 

spectroscopic and computational study of two truncated models: DPN and dipyrrole (DPY). 

However, the DPN model is structurally different from the one studied by Zietz and Blomgren28, 

as the former was designed to  mimick the A-/B- or C-/D- rings of bilirubin. The DPY model was 

designed to mimic the B- and C-rings of phycourobilin (PUB). Three different conformations of 

the DPN and DPY models were studied. Klan and coworkers29,37 measured transient absorption 

spectra of a fragment of bilirubin containing the C- and D-rings with the functional groups as found 

in bilirubin. In all these studies discussed above, only the DPY model of Dean and coworkers27 is 

positively charged, while all the other chromophores are neutral. 
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In this work we are interested in studying the photoisomerization of the D-ring in linear 

tetrapyrrole chromophores, therefore our models comprise only the pyrrole rings C and D. In the 

minimal model the carbonyl and methyl groups are substituted by hydrogens. This model is named 

“DPY − CDmin” (Fig. 4) to avoid confusion with the aforementioned models. The propionate chain 

at the C-ring was replaced by a hydrogen atom.   Hence, this model has a net positive charge. Three 

additional models were obtained by systematically increasing the size and complexity of the 

substituents. The introduction of methyl and methylidene groups resulted in the “DPY − CD” and 

“DPY − CDCH2
" models, respectively. The addition of a carbonyl group to the minimal model and 

the DPY − CD model, resulted in the “DPN − CDmin” and “DPN − CD” model, respectively. The 

 DPN − CD model resembles the C-D dipyrrole subunit of the PCB chromophore.  We have 

calculated both the Z and E isomers of the 𝐶15 = 𝐶16 bond for all the models. An overview of all 

the models in our study is given in Fig. 4. The numbering of the atoms in the models is identical 

to the full chromophore (Fig. 2).  

 

Fig. 4. Overview of the chromophore models studied in this work. The figure in the inset represents the 

fragmentation scheme used to calculate the Mulliken charge distribution 
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Active space selection. The choice of the active space depends on the model size. The models 

lacking the carbonyl and the methylidene groups namely DPY − CDmin and DPY − CD were 

described by an active space of 10 electrons in 9 orbitals (10,9) accounting for all the π-type 

orbitals. For the model including the methylidene group, namely DPY − CDCH2
, an additional 

double bond increases the active space to 12 electrons in 11 orbitals (12,11). For DPN − CDmin 

and DPN − CD  models, which have a carbonyl group, the latter active space was augmented by 2 

electrons and the corresponding lone pair orbital at the oxygen atom, resulting in a CAS of 14 

electrons in 12 orbitals (14,12). The active space orbitals for the largest model (DPN − CD) is 

shown in Fig. 5. 

 

Fig. 5. Active space orbitals (14,12) for the DPN − CD model used in the XMS-CASPT2 calculations.  

Ground state optimization and vertical excitation energies. In the calculations of the vertical 

excitation energies three states were averaged in the CASSCF wave function. The dynamic 

electron correlation was recovered by a subsequent CASPT2 calculation in the extended multistate 
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(XMS) formalism. A level shift parameter of 0.2 Eh was employed to overcome the problem of 

intruder states in the XMS-CASPT2 calculations. The basis set used in all calculations was def2-

SVP which was chosen to be a trade-off between computational cost and accuracy. The truncated 

models were optimized on the ground state using XMS-CASPT2 in ChemShell39 interfaced to the 

BAGEL34 program.  

Vertical excitation energies were also assessed by computing five excited states using TD-DFT 

and ADC(2) methods which do not require a selection of the active space. A range separated hybrid 

functional, CAM-B3LYP40 with and without employing the Tamm-Dancomff approximation 

(TDA) was used. These calculations were done with dispersion correction and Becke-Johnson 

damping (D3BJ).  ADC(2) was used in the resolution of identity formulation (RI-ADC(2)).41 In 

addition, we have used two variants of ADC(2) namely Spin-Component-Scaled (SCS-ADC(2) 

and Spin-Opposite-Scaled (SOS-ADC(2))42. Both methods use scaling parameters for the same-

spin and opposite-spin contributions. The recommended parameters of 1.200 and 0.333 were used 

for the opposite and same-spin components, respectively, in the SCS-ADC(2)43calculation. 

Whereas for SOS-ADC(2)44 the corresponding parameters were 1.300 and 0.000, respectively. The 

TD-DFT and ADC(2) calculations were done in Gaussian0945 and Turbomole 7.346, respectively. 

Photoisomerization profile. The MECIs were computed in both clockwise and counterclockwise 

pathways by optimizing the CI between the 𝑆1 excited and ground state using XMS-CASPT2. 

Typically, this requires the computation of both non-adiabatic coupling vectors (NAC) and 

analytic gradients of the electronic states.47 However, we performed the CI optimization using the 

CIOpt48 program since it does not require the NACs and works for any method that is able to 

compute energies for the electronic states of interest. A LIIC between the FC point and MECI 

geometries was computed using  the Columbus program.49–51 

In addition, excited state relaxed scans at the XMS-CASPT2 level were done for all the models 

starting from a CASSCF optimized ground state geometry. The scans were computed by rotating 

the 𝐶14 − 𝐶15 = 𝐶16 − 𝑁𝐷 dihedral (hereafter called 𝜙𝐷 where D stands for double bond) in steps 

of 10° in both counterclockwise and clockwise directions. At each step, a constrained optimization 

was done on the excited state by fixing 𝜙𝐷 and relaxing all other degrees of freedom. These 

calculations employed a CAS(10,9) for DPY − CDmin and DPY − CD models, while an active 

space CAS(12,11) for the DPY − CDCH2
, DPN − CDmin and DPN − CD models. Due to the high 
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computational demand of excited state geometry optimization at the XMS-CASPT2 level, we have 

omitted the lone pair orbital on the carbonyl oxygen atom of the DPN models. Consequently, the 

nπ* state was also omitted and only two states were averaged in the CASSCF wave function. This 

is justified by the immediate separation between the ππ* and the nπ* state as described in the LIICs 

below. 

Mulliken charge distribution. To analyze the changes in the charge distribution, Mulliken 

charges were computed from the relaxed density matrices at the XMS-CASPT2 level of theory. 

The dipyrrole models were divided into two fragments where fragment 1 consists of the C-ring  

and the linking methine bridge while fragment 2 consists of the D-ring (Fig 4). The sum of atomic 

charges was calculated for each fragment. 

Results  

Vertical excitation energies. The XMS-CASPT2 excitation energies are presented in Fig. 6. In 

the models lacking the carbonyl group, the 𝑆1 state is dominated by a ππ*-type transition. 

Introduction of a carbonyl group (DPN −  CDmin and DPN − CD ) leads to an additional state with 

nπ* character in close proximity (<0.24 eV) to the spectroscopically bright ππ* transition. For the 

DPN − CDmin model the nπ* state is lower in energy than the ππ* state. 

In addition to XMS-CASPT2, we computed the excitation energies using the black box methods 

ADC(2) and TD-CAM-B3LYP. The ADC(2) excitation energies (Fig. S1 and Table S1) 

corresponding to the ππ* transition are slightly higher (~0.1-0.2 eV) than the XMS-CASPT2 

counterparts (Fig. 6), with the exception of the DPY − CDCH2
 model. However, at the ADC(2) 

level of theory, the nπ* state is lower than ππ* state for the DPN-type models with the exception 

of the 𝐸 − DPN − CD model. In contrast to XMS-CASPT2, the energy gap between the nπ* and 

the ππ* states is larger for DPN − CDmin than for DPN − CD models at the ADC(2) level of theory. 

The SOS and SCS variants of ADC(2) remediate the order of these two states (Fig. S2 and S3).For 

the DPN − CDmin model the S1and S2 are nearly degenerate as the energy difference is below 0.05 

eV at the XMS-CASPT2 level. The exact order of the nπ* and the ππ* states is difficult to establish. 

Overall the SCS-ADC(2) method has the closest agreement with XMS-CASPT2. However, we 

refrained from using it for the geometry optimization in the excited state due to the report of the 
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failure of ADC(2) to describe the CI of carbonyl containing compounds by Curchod and 

coworkers.52 

The vertical excitation energies computed with TD-CAM-B3LYP with and without TDA are 

shown in Fig. S4 and Fig. S5, respectively. These systematically overestimate the excitation 

energies of the ππ* transition by ~0.4-0.6 eV relative to the XMS-CASPT2 counterparts. Using 

TDA increases the deviation to ~0.6-0.8 eV (Fig. S5). However, for the nπ* transitions, the 

deviations of the full TD-DFT and TDA relative to XMS-CASPT2 are similar. For the 

DPN − CDmin model, the latter deviation is ~0.3 eV. For the bigger DPN − CD  model, the 

deviation is sligthly higher and is between ~0.4 - 0.5 eV.  

Fig. 6. Vertical excitation energies for all the models at the XMS-CASPT2 level of theory for the Z and E 

isomers. The ππ* transitions are shown in red and nπ* transitions are shown in blue. 

Photoisomerization profiles at the XMS-CASPT2 level.  

𝐃𝐏𝐘 − 𝐂𝐃𝐦𝐢𝐧 model. The interpolated paths computed for the DPY − CDmin model for both the 

Z and E isomers are given in Fig. 7. This model lacks both carbonyl and methyl/ethyl groups, 

which makes it the smallest model studied in this work. 
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Fig. 7. Photoisomerization profile for the DPY − CDmin model. A, B Relative energies of the ground and 

excited state at the XMS-CASPT2/def2-SVP level of theory of the Z and E isomer. The MECIs are indicated 

for the clockwise and the counterclockwise directions. The geometries of the FC point as well as both 

MECIs are visualized. The dihedral angle values are shown for 𝜙𝑆 and 𝜙𝐷 in orange and black, respectively. 

The pyramidalization at the nitrogen atom greater than 2° is indicated in pink. C, D Charge distribution at 

critical points for both Z and E isomers. 

Z isomer. The 𝜙𝐷 dihedral in the 𝑆0𝑚𝑖𝑛
 geometry is deviating from ideal planarity due to the 

repulsion between the hydrogen atoms at the pyrrole rings. This repulsion induces a pretwist of 

the  𝜙𝐷 dihedral (12°) which makes the clockwise and counterclockwise rotation different.  The 

counterclockwise path in the 𝑆1state is rather flat with a negligible barrier (0.07 eV) to reach the 

MECI. This barrier is determined as a difference between the energetically lowest and the highest 

point of the LIIC in the excited state. The MECI in the counterclockwise direction is 0.09 eV lower 

than the FC point and has a +63° twist of the 𝜙𝐷 dihedral. The clockwise path shows a barrier of 
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0.47 eV while the MECI is ~0.01 eV lower than the FC point. The clockwise MECI is characterized 

by a -84° twist of the 𝜙𝐷 dihedral. The relaxed scans (Fig. S6) exhibit a excited state profile with 

a steadily increasing barrier in both directions. However, the scans, failed to reach the MECI since 

the geometry did not converge after a certain twist of 𝜙𝐷. Hence, on the basis of the LIIC, we 

deduce that the isomerization in the counterclockwise direction is favoured. 

However, in both directions of rotation, the single (𝐶14 − 𝐶15) and double (𝐶15 = 𝐶16) bonds are 

extending from 1.40 Å to 1.47 Å from the FC point to the MECI. This was also observed along 

the relaxed scan (Fig. S6) At the MECI point the dihedral 𝑁𝐶 = 𝐶14 − 𝐶15 = 𝐶16 (hereafter called 

𝜙𝑆, where S stands for single bond) is also twisted in addition to the 𝜙𝐷 dihedral angle. In 

clockwise direction, 𝜙𝑆 is -87° and 𝜙𝐷 is -84°. In the counterclockwise direction these two angles 

are -84° and +63°, respectively. This is reminiscent of the hula-twist isomerization mechanism53,54 

where these two adjacent bonds isomerize. Due to the concerted twist of two bonds, there is a 

disruption in the conjugation which leads to a charge redistribution between the C- and D-rings. 

At the FC point, the charge distribution is close to equal between the C- and D-rings in the ground 

and the excited states (Fig. 7 C). This indicates a negligible charge transfer upon excitation. But at 

the MECIs, there is charge transfer between the C- and the D-rings. This points toward a twisted 

intramolecular charge transfer (TICT)23. The positive charge at the C-ring is smaller at the MECI 

compared to the FC in the excited state (Fig. 7 C). This charge transfer is also reflected in the 

pyramidalization of 30° and 16° in the counterclockwise and clockwise directions, respectively, at 

the pyrrole nitrogen of the C-ring. The evaluation of the pyramidalization at the nitrogen atoms 𝑁𝐶 

and 𝑁𝐷 requires the sum of three bond angles involving the 𝑁𝐶 and 𝑁𝐷 atoms. The sum is 

subtracted from 360° and the deviation is reported as pyramidalization.  

E isomer. The FC geometry of the E isomer lacks a pretwist and is planar. Therefore the geometry 

is nearly symmetric with respect to the molecular plane. As a consequence, both senses of rotation, 

clockwise and counterclockwise, are identical. The evolution on 𝑆1 is barrierless, leading to MECIs 

that are ~0.4 eV below the FC point with 𝜙𝐷 of -97° and 𝜙𝑆 of -95° in the clockwise and 

counterclockwise directions, respectively. The relaxed scans also exhibit symmetric profiles with 

a flat excited state topology (Fig. S6). Similar to the Z isomer, both 𝐶14 − 𝐶15 and 𝐶15 = 𝐶16 bond 

lengths show elongation from 1.40 Å to 1.47 Å (Fig. S6). Another common feature with the Z 
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isomer is a charge transfer at the MECIs in both directions, however, the magnitude is smaller. 

The same applies to the pyramidalization, which is 4° at the 𝑁𝐶 and 𝑁𝐷 atoms.  

𝐃𝐏𝐘 − 𝐂𝐃 model. This model is obtained by substituting two hydrogen atoms of the C-ring in the 

DPY − CDmin model with methyl groups as well as the two hydrogens of the D-ring with methyl 

and ethyl groups as in the original chromophore (Fig. 4). Hence, this model is used to study the 

steric effect of the methyl/ethyl groups on the photoisomerization. The interpolated paths for the 

DPY − CD  model for both the Z and E isomers are given in Fig. 8. 

 

Fig. 8. Photoisomerization profile for the DPY − CD model. A, B Relative energies of the ground and 

excited state at the XMS-CASPT2/def2-SVP level of theory of the Z and E isomer. The MECIs are indicated 

for the clockwise and the counterclockwise direction. The geometries of the FC point as well as both MECIs 

are visualized. The dihedral angle values are shown for 𝜙𝑆 and 𝜙𝐷 in orange and black, respectively. The 

pyramidalization at the nitrogen atom greater than 2° is indicated in pink. C, D Charge distribution at critical 

points for both Z and E isomers. 
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Z isomer. Introduction of methyl groups leads to a slightly decreased 𝜙𝐷 of 10° value but a 

significant increase in the out-of-plane twist of 𝜙𝑆 = −156° in comparison to the DPY − CDmin 

model. This can be attributed to the repulsion of the methyl group at the 𝐶13 atom of the C-ring 

and the pyrrole group of the D-ring. In the clockwise direction, there is an excited state barrier of 

0.23 eV whereas a negligible barrier of 0.06 eV is observed in the counterclockwise direction. The 

optimized MECIs in the clockwise and counterclockwise directions are similar to those found in 

the minimal model. They are found to be 0.05 eV and 0.11 eV below the FC point in the clockwise 

and  counterclockwise directions, respectively. The MECI geometries have a 𝜙𝐷 twist of -74° and 

57° twist and 𝜙𝑆 twist of -73° and -80° for clockwise and counterclockwise rotation, respectively.  

Further, both 𝐶14 − 𝐶15 and 𝐶15 = 𝐶16 bonds elongate from 1.40 Å to 1.47 Å as described for the 

DPY − CD model above. The charge distribution shows a TICT from the C-ring to the D-ring (Fig. 

8). A pyramidalization of 31° at the 𝑁𝐶 atom of the C-ring was observed in the clockwise direction 

and 35° in the counterclockwise direction at the corresponding MECI geometries. Similar to the 

minimal model, the relaxed scans (Fig. S7) show a steadily increasing excited state profile with a 

failure to reach the MECI. Hence, based on the lower excited state barrier in this model observed 

in the LIICs, the counterclockwise rotation is more favorable.  

E isomer. A significant dihedral pretwist (𝜙𝐷 = -158°) is observed in the E isomer of this model, 

which is a striking difference to the planar E isomer of the DPY − CDmin model. This distortion is 

due to the repulsion between methyl groups at 𝐶13 of the C-ring and 𝐶17 of the D-ring. Therefore 

the LIIC is not symmetric as reported for the minimal model. For this isomer there is a barrier of 

0.34 eV while moving from FC to MECI in both directions. The optimized MECIs in the clockwise 

and counterclockwise directions are at 0.28 eV and 0.47 eV, respectively, above the FC point. At 

the clockwise MECI the 𝜙𝑆 dihedral is -56° and the 𝜙𝐷 dihedral is 116°, which indicates a larger 

rotation around a single bond. In the counterclockwise MECI the 𝜙𝑆 and 𝜙𝐷 values are 160° and 

-60°, respectively. Hence, the single bond is nearly planar while the double bond is highly twisted 

This can also be observed in the relaxed scan (Fig. S7).  

A pyramidalization of 51° at the 𝑁𝐷 atom of the D-ring and and 40° at the 𝑁𝐶 atom of the C-ring 

is observed in counterclockwise and clockwise directions, respectively. The large pyramidalization 

might explain the high energy of the counterclockwise MECI. However. the charge distribution is 

similar to the DPY − CDmin model with a charge transfer between the two rings.  
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𝐃𝐏𝐘 − 𝐂𝐃𝐂𝐇𝟐
 model. In this model a methylidene group is added to the DPY − CD model. In the 

full size chromophore there is a carbonyl group at this position and therefore this model serves to 

test the effect of the substitution of the carbonyl group. The interpolated paths computed for both 

the Z and E  isomers are given in Fig. 9. 

Fig. 9. Photoisomerization profile for the DPY − CDCH2
model. A, B Relative energies of the ground and 

excited state at the XMS-CASPT2/def2-SVP level of theory of the Z and E isomer. The MECIs are indicated 

for the clockwise and the counterclockwise direction. The geometries of the FC point as well as both MECIs 

are visualized. The dihedral angle values are shown for 𝜙𝑆 and 𝜙𝐷 in orange and black, respectively. The 

pyramidalization at the nitrogen atom greater than 2° is indicated in pink. C, D Charge distribution at critical 

points for both Z and E isomers. 

Z isomer. The pretwist introduced by the methyl groups in the DPY − CD model is also observed 

in the current model. However, in the clockwise direction the twisting of 𝜙𝐷 is associated with a 

small increase in energyas the MECI is 0.18 eV above the FC point. In the counterclockwise 
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direction the energy is decreasing and the MECI is below the FC point. The associated geometry 

is characterized by a twisted double bond but a nearly planar single bond (𝜙𝑆 = −171°). A 

pyramidalization of 54° (at the 𝑁𝐶 atom) and 11° (at the 𝑁𝐷 atom) was observed in the 

counterclockwise and clockwise directions, respectively. The charge distribution at the MECI in 

both clockwise and counterclockwise directions shows a smaller charge transfer character 

compared to the aforementioned models (Fig. 9 C). 

E isomer. The pretwist in the 𝜙𝐷 dihedral is similar of that in the DPY − CD  model but the rotation 

of the double bond is barrierless in the counterclockwise rotation and its MECI is 0.17 eV below 

the FC point. The geometry at the MECI also resembles that of the  DPY − CD model by the fact 

that only the double bond is twisted. In contrast, the LIIC in the clockwise direction resulted in 

excited state energies greater than 5 eV which is due to the steric clash between the methyl groups 

of the two rings. This seems to affect the optimized MECI geometry as well, where the single bond 

rotated from -157° to +13°. The net rotation of the single bond by 170° resolved the clash between 

the methyl groups as they are on opposite sides of the E-DPY − CDCH2
. To obtain further insight 

we analysed the relaxed scan in both directions (Fig. S8). The results show no excited state barrier 

in both senses of rotation. However, the geometrical changes in the clockwise rotation are 

significantly larger than for the counterclockwise direction. Therefore, we can conclude that the 

counterclockwise rotation is more likely than the clockwise rotation. 

𝐃𝐏𝐍 − 𝐂𝐃𝐦𝐢𝐧 model. This is the minimal model with a carbonyl group at the D-ring. This model 

allows for the isolation of the effect of the carbonyl group on the photoisomerization. The 

interpolated paths computed for the DPN − CDmin model for both the Z and E isomers are given 

in Fig. 10. 
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Fig. 10. Photoisomerization profile for the DPN − CDmin model. A, B Relative energies of the ground and 

excited state at the XMS-CASPT2/def2-SVP level of theory of the Z and E isomer. The 𝑆1/𝑆0 MECIs are 

indicated for the clockwise and the counterclockwise direction. The geometries of the FC point as well as 

both MECIs are visualized. The dihedral angle values are shown for 𝜙𝑆 and 𝜙𝐷 in orange and black, 

respectively. The pyramidalization at the nitrogen atom greater than 2° is indicated in pink. C, D Charge 

distribution at critical points for both Z and E isomers. 

Z isomer. Introduction of the carbonyl group gives rise to a new excited state with nπ* character. 

It is energetically the lowest excited state ( 𝑆1) but it is spectroscopically dark (see section on 

vertical excitation energies). The next excited state ( 𝑆2) is dominated by ππ* character and is 

therefore spectroscopically bright. The 𝑆2/𝑆1 MECI is characterized by a 𝜙𝐷 value of around ±23° 

in either direction, where the character of  𝑆2 and  𝑆1 states is interchanged, such that the lowest 

state is now ππ*. Now the  𝑆1 state evolves barrierless until it reaches the 𝑆2/𝑆1 MECI in the 

counterclockwise direction (Fig. 10A). While in the clockwise direction, there is a barrier of 0.17 

eV to reach the 𝑆1/𝑆0  MECI. In both senses of rotation the 𝑆1/𝑆0 MECI is 0.66 eV below the FC 
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point. The relaxed scans exhibit barrierless movement in both directions (Fig. S9). At the 𝑆1/𝑆0 

MECI, only the 𝐶15 = 𝐶16 bond shows an elongation from 1.38 Å to 1.47 Å (Fig. S9) and a twist 

of 75° and -74° for clockwise and counterclockwise directions, respectively. The charge 

distribution at the FC point and the 𝑆1/𝑆0 MECI shows a strong localization of the positive charge 

on the C-ring (Fig. 10C).  

E isomer. The geometry at the ground state minimum is planar, without a pretwist that was noted 

in the Z isomer. The topology of the excited state profiles is similar to the Z isomer, including the 

initial order of the excited states, their change during the crossing at the 𝑆2/𝑆1  MECI and the low 

lying position of the 𝑆1/𝑆0 MECI with respect to the FC point. In this isomer, both rotations 

proceed without an excited state barrier which is also observed in the relaxed scan (Fig. S9). The 

optimized MECIs are characterized by rotation of the 𝐶15 = 𝐶16 bond, only. The dihedral 𝜙𝐷 is 

107° in the clockwise direction and -89° in the counterclockwise direction. Similar to the Z isomer, 

we observe the stretching and rotation of only the 𝐶15 = 𝐶16 bond. Despite the similarities between 

the E and Z isomer of this model, the charge transfer at the MECI in the clockwise direction is 

different. The positive charge is localized on the D-ring, instead of C-ring as observed in the Z 

isomer. However, for the counterclockwise isomerization the positive charge is localized on the 

C-ring (Fig. 10D). 

𝐃𝐏𝐍 − 𝐂𝐃  model. This model is the most complete in terms of functional groups of the C- and 

D-rings with respect to the PCB chromophore due to the addition of the methyl/ethyl groups along 

with the carbonyl group at the D-ring. The interpolated paths are given in Fig. 11. 
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Fig. 11 Photoisomerization profile for the DPN − CD model. A, B Relative energies of the ground and 

excited state at the XMS-CASPT2/def2-SVP level of theory of the Z and E isomer. The 𝑆1/𝑆0 MECIs are 

indicated for the clockwise and the counterclockwise direction. The geometries of the FC point as well as 

both MECIs are visualized. The dihedral angle values are shown for 𝜙𝑆 and 𝜙𝐷 in orange and black, 

respectively. The pyramidalization at the nitrogen atom greater than 2° is indicated in pink. C, D Charge 

distribution at critical points for both Z and E isomers.  

Z isomer. The double bond pretwist exhibited by the FC geometry (𝜙𝐷 = 5°) is smaller compared 

to the previous models. However, the single bond shows the largest torsion among all Z isomers 

studied in this work. The first spectroscopically bright state is 𝑆1 with ππ* character, in contrast to 

the DPN − CDmin model, where 𝑆1 is dark with nπ* character. The counterclockwise rotation is 

barrierless leading to the 𝑆1/𝑆0 MECI which is 0.60 eV lower than the FC point. In the clockwise 

rotation the 𝑆1/𝑆0  MECI is 0.53 eV below the FC point, however, the interpolation leads to an 

increase in the barrier owing to the repulsion between the methyl groups. This leads to a problem 

since geometry relaxation is not accounted for in the linear interpolation. In fact, the relaxed scan 
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shows no barrier in both senses of rotation (Fig. S10). Similar to the DPN − CDmin model, the 

twisting is observed only along the double bond which is found for some models without the 

carbonyl group. The charge distribution shows localized positive charge on the C-ring. Except for 

a minor value of 7° observed at the 𝑁𝐶 atom of C-ring there is no larger pyramidalization like in 

the previously discussed models.  

E isomer. The FC geometry exhibits a reduced double bond pretwist (𝜙𝐷 = -169°) with the largest 

single bond rotation (𝜙𝑆 = -140°) compared to the previous models with methyl groups. Similar to 

the Z-isomer, the 𝑆1 state is bright and has a ππ* character. The counterclockwise rotation is 

barrierless leading to the CI which is 0.76 eV lower than the FC point. Similar to the Z isomer, a 

clockwise rotation introduces a large barrier due to the artifact of the linear interpolation. The 

artifact is introduced by the absence of geometric relaxation as discussed above. Also, the relaxed 

scan shows a steep increase in the excited state energy (Fig. S10). Interestingly, the 𝑆1/𝑆0 MECI 

is well below (0.56 eV) the FC point. This could be due to a rearrangement needed to overcome 

the clash of methyl groups. The charge distribution at the MECI indicated that for both MECIs the 

positive charge is localized on the C-ring. 

Discussion and Conclusions  

In this work, we studied the photochemical deactivation of phytochrome chromophore models 

using LIICs between the FC and the MECI geometries. Summary of important geometric 

parameters and excited state barrier heights observed in the LIICs of both Z and E isomers are 

given in Table S3 and S4, respectively. First, we established the relative order of the excited states 

in the chromophore models. In the case of the DPY-type models, the first excited state has ππ* 

character and is spectroscopically bright. Therefore, the 𝑆1.state was chosen for the calculation of 

the MECI and the subsequent photoisomerization profiles. However, in case of the DPN-type 

models there is an additional low-lying excited state due to the introduction of a carbonyl group. 

The latter state is dominated by nπ* character and is energetically close to the ππ* state. For Z and 

E isomers of DPN − CDmin this state was energetically lower than the ππ* state, which required 

the optimization of an additional MECI between 𝑆2 and 𝑆1. However, along the interpolation, the 

latter two states cross at smaller twisting angles of ±23°. The presence of the nπ* state is due to 

the truncation of the PCB chromophore and hence in a bigger model we expect that the ππ* state 

to be lower in energy. 
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The photoisomerization profile of DPY − CDmin indicated a barrierless access to the MECI for the 

E isomer in clockwise and counterclockwise directions due to a planar ground state geometry. On 

the contrary, a pretwist is observed within the corresponding geometry of the Z isomer that creates 

a preference for the isomerization in the counterclockwise sense of rotation. This preference is due 

to the steric repulsion between the hydrogen atoms of the two rings which increases systematically 

in the Z and E isomers of DPY − CD and DPY − CDCH2
 models upon introduction of methyl and 

ethyl groups. Accordingly, a barrierless movement (or a negligible excited state barrier) is 

observed in the counterclockwise direction in both DPY − CD and DPY − CDCH2
 models, 

compared to the clockwise direction. In addition, the MECIs of the E isomer of DPY − CD are 

energetically higher than the FC point. A similar observation is made in the  DPY − CDCH2
  model 

for the  the MECI in the clockwise direction which is 0.18 eV above the FC point. Moreover, the 

LIIC for the clockwise isomerization in the latter model leads to a clash of methyl groups resulting 

in an energy increase. In the study by Dean and coworkers27, it is reported that the DPY model 

relaxes to the ground state with a time constant of 0.46 ps. This is in line with our finding of a 

small excited state barrier of 0.06 eV in the counterclockwise direction. However, it should be 

noted that the structure of the model is slightly different and the experiment was performed in 

methanol, while our simulation is done in the gas phase.  

The introduction of the carbonyl group in the DPN − CDmin  and DPN − CD models leads to 

MECIs that are energetically lower than those found for the DPY-type models. The interpolated 

pathways are barrierless, except for the clockwise path of both isomers of the DPN − CD model. 

However, this is an artifact arising from the lack of geometric relaxation in the LIIC paths. 

Interestingly, all MECIs are characterized by the rotations of only the double bond of the methine 

bridge, while the single bond shows only a minor twist. Hence, the isomerization mechanism 

changes from a hula-twist as observed in the DPY-type models to a one-bond flip in the DPN-type 

models. This can be rationalized by a larger amount of charge transfer compared to the models 

without the carbonyl group. The different charge distribution is also reflected in a reduced extent 

of pyramidalization at the 𝑁𝐶 and 𝑁𝐷 atoms.  

While the presented models are truncated and the environmental effect is neglected in our 

simulations, there is one general observation that can be transferred to the photoisomerization in 

phytochromes. The paths of models with methyl groups have revealed a pretwist and a preference 
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for counterclockwise double bond rotation. The preference for the counterclockwise rotation 

appears to be an intrinsic property of the tetrapyrrole chromophore due to steric repulsion between 

the methyl groups at the C- and D- rings. This preference has also been reported in QM/MM studies 

of various phytochromes.20,22,32,33 This work can serve as a guide for future experimental and 

computational studies on the excited state dynamics of truncated tetrapyrroles. In addition, the 

study can also serve as a reference in benchmarks of computational methods since the current 

study demonstrates that the XMS-CASPT2 method can effectively describe CIs in these systems. 
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Supplementary Information. Vertical excitation energies,  excited state relaxed scans and a 

summary of important parameters from LIICs can be found. 
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