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Abstract 

We suggest here that evolutionary and developmental processes differ primarily in scale.  Both evolution and development are 
dynamical processes subject to bottom-up and top-down constraints, and both can be viewed as search processes in rugged lan-
dscapes with multiple attractors. An important aspect of regulative development and regeneration is the ability of the system to 
reach the same anatomical configuration from different starting points and despite perturbations – a robustness toward a specific 
“target morphology” as the set point of a homeostatic cycle. We propose that evolution can be viewed as a developmental process 
of life as a whole, and that principles of regulative development and regeneration can, therefore, be expected to be active at much 
larger spatio-temporal scales: the major evolutionary transitions, including endosymbiosis, multicellularity, and the emergence 
of social groups, can be regarded as features of a “target morphology” of organismal phylogeny that biological evolution can be 
expected to replicate starting from a wide range of initial states and under a wide range of environmental conditions.  Each of 
these transitions, like anatomical homeostasis on the ontogenetic timescale, can be regarded as a solution to a single problem, the 
reduction of environmental uncertainty, as it is manifested at progressively larger scales.
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Citation

When told that people say that it looked as if the sun 
went round the Earth, Wittgenstein asked, “what  would 
it have looked like if it had looked as if the Earth turned 
on its axis?”  -- Anscomb (1959, p. 151

1. Introduction

In multicellular organisms, development generally
proceeds from a single-celled zygote through a succes-
sion of embryonic or immature forms until some stable, 
species- or variety-typical, adult morphology is achie-
ved.  In competent organisms, including starfish, plana-
ria, salamanders, and deer, lost limbs, damaged organs, 

or even the entire body may be regenerated until this 
same stable, species- or variety-typical, adult morpho-
logy is restored (Birnbaum and Sánchez Alvarado, 
2008). Thus, regeneration and regulative development 
are individual cases of a more general biological pro-
cess: anatomical homeostasis, which is able to robustly 
achieve a specific large-scale geometry despite drastic 
perturbations such as amputation and from different 
starting conditions. For example, genomically-normal 
tadpoles altered to have their craniofacial organs in 
the wrong locations largely become normal frogs (Van-
denberg, Adams and Levin, 2012). Similarly, some em-
bryos can be cut in half, fused with others, or implanted 
with aggressive cancer cells, and still result in perfectly 
normal bodies (Mintz and Illmensee, 1975). These kinds 
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of examples illustrate how anatomical homeostasis can 
reach the same large-scale anatomy from diverse star-
ting conditions and other perturbations (Pezzulo and 
Levin, 2016).  We will refer to such a stable endpoint 
of development or regeneration, averaged over species- 
or variety-typical outcomes, as the “target morphology” 
of the species or variety (Levin, 2011). In regulative de-
velopment and regeneration, the target morphology is 
operationally defined as that shape which, once achie-
ved, causes further growth and remodeling to stop (Fig. 
1). Individual organisms may alter their size once their 
target morphology is reached, but do not significantly 
alter their internal organization or external shape.  Si-
gnificant departures from target morphology, e.g. diffe-
rent numbers of digits or unusual craniofacial morpho-
logies, are generally considered pathological, even if 
they may be long-term viable.  Such departures must 

be possible, however, for morphology to evolve under 
natural selection; all speciation events and morpholo-
gical innovations initially represented a “birth defect” 
relative to the parent lineage.

The concept of target morphology is clearly applica-
ble below the scale of the whole, multicellular organi-
sm. Tissues and some organs have capacity to restore 
structure at their appropriate level.  Individual cells, e.g. 
muscle cells or neurons, have characteristic morpholo-
gies that are the typical endpoints of differentiation for 
cells of that type in that organism or even across a major 
phylogenetic lineage. Metabolic cycles and gene regu-
latory networks have the capacity to retain their dyna-
mics in the face of environmental changes and some 
mutations. One can even view the tertiary structures of 
macromolecules under typical physiological conditions 
(and short timescales) as target morphologies.  As at 

Fig. 1: The concept of target morphology.  a) In sexually-reproducing organisms such as X. laevis , a single zygotic cell placed in an appro-
priate environment develops into an adult that replicates the morphology of the parent(s).  At the cellular level, development involves a test-opera-
te-exit (TOE) cycle that finds and fixes errors, thus maintaining the integrity of the process.  b) A fragment excised from a regeneration-competent 
animal such as the planarian D. japonica and placed in an appropriate environment regenerates cells and tissues to replicate the adult form.  c) 
Can the “shape” of the phylogeny of life since the last universal common ancestor (LUCA), including its major features such as endosymbiosis, 
multicellularity, and social organization be regarded as a “target morphology” of evolution?  d) If some sample of the phylogeny of life since LUCA 
were to be placed in an appropriate planetary environment, would it “regenerate” a phylogenetic outcome with the same general characteristics?
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the whole-organism scale, significant departures from 
target morphology by cells or macromolecules are ge-
nerally considered pathological, and indeed generally 
disrupt “normal” function. But what about higher levels 
of organization and temporal scales larger than the life-
time of the individual organism?

Here, we ask whether the concept of target morpho-
logy could be usefully applied above the spatio-tempo-
ral scale characteristic of an individual organism.  Can 
the typical sizes and organizations of ant hills, wolf 
packs, or human social groups, for example, be consi-
dered “targets” of inter-organism social interactions?  
Can climax communities be considered targets of inter-
population interactions that constitute ecosystem-scale 
succession?  Can biosphere-scale evolution, in particu-
lar, be considered to have a target morphology? What 
constraints did the structures of the last universal com-
mon ancestor (LUCA) and the environment in which it 
lived place on the evolutionary process that produced 
life as we know it?  What constraints do molecular and 
cell biology place on evolution, and conversely, what 
aspects of information-processing at different scales 
facilitate robustness toward specific outcomes despi-
te noise and uncertainty at lower scales?  If the “tape” 
of Terrestrial evolution could, in Gould’s (1989) me-
taphor, be run again, could we expect to see major tran-
sitions such as the rise of eukaryotes or multicellulari-
ty (Maynard Smith and Szathmáry, 1995; Szathmáry, 
2015) replicated?  Could we expect to see a “cognitive 
niche” (Pinker, 2010) occupied by an omnivorous, so-
cial generalist?

The idea that evolution might, like organismal de-
velopment, be directed toward some target is obviously 
controversial and often rejected out of hand. Evolution 
must, after all, cope with unpredictable events such as 
bolide impacts causing mass extinctions (e.g. Schulte et 
al., 2010). It is important, however, to examine limita-
tions on our observations which shape our intuitions on 
such questions. As Wittgenstein put it on being told that 
people say that it looked as if the sun went round the 
Earth, “what would it have looked like if it had looked as 
if the Earth turned on its axis?” (Anscomb, 1959, p. 151).

Consider an observer gathering data at the indi-
vidual cell level during embryogenesis.  Imagine this 
observer had never heard of development and did not 
already know the fact, so obvious to us that we rarely 

question it, that it always ends up making the same 
large-scale anatomy. Seeing the amount of stochastic 
behavior, frequent failures, diversity of even genetically 
identical cells’ behaviors, and variability in biochemical 
and biomechanical properties, would they be able to in-
fer that despite all the noise, there is a single morpho-
logical attractor at which all of this messy activity will 
inevitably arrive, even if significantly perturbed? Would 
the #1 fact of embryogenesis – its invariant outcome – 
be apparent at a small scale of spatio-temporal obser-
vations?  No such small-scale observations, we suggest, 
would reveal this emergent property, just as small-scale 
observations of gas molecules in the interior of a large 
but unobserved container would not reveal the gas pres-
sure measurable outside the container or the inevitable 
large-scale outcomes of thermodynamic manipulations.  
Could it be that our observations of individual biologi-
cal species and small – even with paleontology – num-
bers of generations are likewise too constrained by their 
small scale to make plausible the idea that evolutiona-
ry processes may also operate over a space with very 
strong attractors, to which populations converge despi-
te the stochastic events at the mutation and selection 
levels?  Are major transitions such as multicellularity, 
in particular, attractors in the landscape of evolution?

This controversy goes to the heart of evolutionary 
theory: it concerns whether the core evolutionary pro-
cesses of variation and selection are mechanistically 
coupled.  In organismal development, these processes 
clearly are coupled: only specific cell types are produced 
at any given stage, and these cells assemble into specific 
micro-environments into which later-developing cells 
are born or migrate and must afterwards function.  Va-
riation and selection are, in contrast, uncoupled in Dar-
winian evolution; while Darwin (1859) rejected “chance” 
variation in favor of unknown causes (e.g. p. 131), these 
causes are presented as prior to and hence independent 
of selection.  The Neo-Darwinian movement of the mid-
20th century largely discredited “orthogenetic” concep-
tions of evolutionary variation as somehow directed or 
constrained (see Ulett, 2014 for a historical review), re-
placing them with a conception of variation as strictly 
random.  Selection, in this case, “does all the work” in 
evolution; as Monod (1972) puts it, “from a source of 
noise natural selection alone and unaided [draws] all 
the music of the biosphere” (p. 118).  While the past 
five decades have yielded an increasingly mechanistic 
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and non-random understanding of variation at the le-
vel of the genome (e.g. Kitts et al., 1982;  Lichten and 
Golsman, 1995; Hall et al., 1999; Foster, 2000; Callinan 
et al., 2005; Lemons and McGinnis, 2006; Mitchell et 
al., 2009; Stern and Orgogozo, 2009; Uller et al., 2018), 
if these mechanisms are both mutually uncorrelated 
and uncorrelated with later-acting selection, variation 
remains effectively random and evolutionary history re-
mains purely contingent, producing diversity at all sca-
les with selection as the sole constraint (McShea, 1994; 
McShea and Brandon, 2010).  This Neo-Darwinian con-
clusion has its prominent critics, e.g. Conway-Morris 
(2003; 2010) and Orgogozo (2015) who point out that it 
cannot adequately explain observed cases of convergent 
evolution, but it nonetheless remains the dominant 
view within evolutionary biology.  Astro/exobiologists 
and artificial life researchers, in contrast, make it their 
business to attempt predictions of how evolution might 
proceed from various initial conditions (e.g. DesMarais 
and Walter, 1999; Chyba and Hand, 2005; Kaltenegger, 
2017; Lenton et al., 2018).  The operational assumption 
in these fields is that evolution is not purely contingent, 
but can rather be characterized as a dynamical system 
governed by both bottom-up (e.g. variation) and top-
down (e.g. selection) constraints.  Given reasonable as-
sumptions about the dynamics and the constraints, the 
possibility of some level of predictability is simply taken 
for granted.

Here we introduce two lines of argument for a deep 
mechanistic coupling between variation and selection, 
and hence for a view of evolutionary processes as se-
arch processes in a space with invariant attractors.  The 
first is that the processes we characterize as “evolution” 
and “development” differ primarily in scale.  Indeed as 
pointed out previously (Hermida, 2016; Fields and Le-
vin, 2018; Mariscal and Doolittle, 2018), all of life since 
LUCA can be viewed as a single, continuous cell lineage; 
hence evolution can be viewed as a developmental pro-
cess with LUCA as the “zygotic” founder cell.  Viewing 
evolution as a developmental process naturally raises 
the questions of what variants are possible at each sta-
ge, and of how such variants might be expected to survi-
ve under selective constraints largely imposed by other 
organisms (Fields and Levin, 2020a).  The second line 
of argument builds on Friston’s (2013) observation that 

all living systems face a thermodynamic requirement 
to minimize the variational free energy (VFE) – effecti-
vely, the unpredictability – of their environments.  We 
have argued previously that the transition to multicel-
lularity can be viewed as a VFE minimization strategy 
(Fields and Levin, 2019).  Briefly, reproductive (i.e. 
stem) cells can be expected to produce “bodies” compri-
sing non-reproductive (i.e. somatic) progeny as protec-
tion against sufficiently-challenging environments.  If 
the transition to multicellularity can be understood in 
effectively thermodynamic terms, as a general response 
to selective pressures that works independently of mi-
nor details or contingencies, might not the other major 
transitions be similarly understandable?  Could we not 
expect any evolutionary “tape” run long enough to gene-
rate social multicellulars and a cognitive niche?  Could 
we not expect that morphogenetic mechanisms develo-
ped at the cellular scale, e.g. developmental bioelectrici-
ty (Levin and Martyniuk, 2018), would be co-opted into 
whole-organism scale mechanisms, e.g. bioelectric me-
chanisms for controlling organism-scale behavior such 
as nervous systems (Fields, Bischof and Levin, 2020)?

In what follows, we first review target morphologies 
at the molecular (§2.1), organismal (§2.2) and ecosy-
stem (§2.3) scales.  In each case, we consider where and 
how the information specifying the target morphology 
is stored and how this information is accessed and ex-
pressed as the target morphology is being generated.  
We discuss, in each case, how top-down constraints 
arising at larger scales regulate processes at the scale 
of interest.  We then address the question posed in our 
title, focusing specifically on the major transitions to 
cellularity (§3.1), endosymbiosis (§3.2), multicellularity 
(§3.3), social groups (§3.4), and finally the emergence
of a cognitive niche (§3.5).  In contrast to the standard,
multilevel-evolution view that these transitions repre-
sent selection for increased cooperation (Buss, 1987;
Maynard Smith and Szathmáry, 1995; Michod, 1999;
Szathmáry, 2015), we suggest that in each transition co-
operative structures develop once a toolkit of pre-adap-
ted communication and regulation capabilities has been 
assembled.  In line with our previous model of multi-
cellularity (Fields and Levin, 2019), we suggest that the
driver of this process is in every case VFE minimization,
i.e. that the major transitions are thermodynamic at-
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tractors.  We outline, in §4, a new “picture” of evolution 
as a sequence of phase transitions that each incorporate 
smaller-scale systems into larger-scale organizations.  
As the larger-scale organizations are, in every case, mi-
cro-environments that both provide new resources and 
impose new selective constraints, the products of this 
evolutionary process are multi-scale, heterogeneous 
communities, i.e. holobionts (Bordenstein and Theis, 
2015).  We conclude in §5 by suggesting experimental 
approaches that could test these ideas.

2. Target morphologies: From
macromolecules to ecosystems

Toward the end of Wonderful Life (1989), Gould 
speculates that had the early chordate Pikaia not survi-
ved the Middle Cambrian, “we are wiped out of future 
history – all of us, from shark to robin to orangutan” 
(p. 323).  A tiny change in evolutionary history, in other 
words, could produce an entirely different later outco-
me.  With no ability to rewind the “tape” of evolution 
of life on Earth and run it again, we are left with “just 
history” to explain the landscape of organisms and their 
relations that we see around us.

Contrast this with organismal development, where 
tiny changes occasionally produce informative mon-
strosities, but typically result in either no difference at 
all, minor variants, or lethality.  We know this because 
we have, in fact, observed the tape run many times.  Gi-
ven only a genome, a zygote, or even an early embryo 
and required to employ first principles, not comparati-
ve methods, we might be no better off in predicting the 
adult form than we would be trying to predict humans 
from Pikaia.  Yet developmental biology has the goal of 
achieving an understanding that supports such predic-
tability.  Why, as Conway-Morris (2010) asks, has evo-
lutionary biology seemingly abandoned that goal?

It is perhaps useful to compare the situation in evo-
lutionary biology to that in physical cosmology, another 
setting in which “rerunning the tape” is not possible.  
Like the evolution of life, the evolution of the physical 
universe is characterized by a sequence of major tran-
sitions (e.g. from pure radiation to elementary parti-
cles to atoms) that progressively generate a hierarchy 
of scale-specific structures (Hawking, 1988; Smolin, 

1997). Theoretical models of this process postulate, at 
each scale, local physical interactions constrained by 
global boundary conditions.  Central to these models 
are formal notions of complexity that capture organiza-
tional structure instead of, or in addition to, diversity of 
form (Lineweaver, Davies and Ruse, 2013).  Such mo-
dels have generated significant empirical predictions, 
many of which have been extensively tested (e.g. Cyburt 
et al., 2016).  The success of such models suggests that a 
similar, multiscale approach may be useful for studying 
evolution.  They demonstrate, for example, that “noise” 
on one scale may resolve into predictability at a smaller 
scale, or self-organize into predictability, in response to 
overlying constraints, at a larger scale.

In the sections that follow, we consider three sca-
les at which biological processes uncontroversially 
generate target morphologies.  All of these processes 
are obviously evolved processes, and the details of the 
morphologies that they produce have obviously been 
shaped by selection.  The claim that they are evolved 
processes, however, tells us nothing about how they 
work.  Understanding how they work, and indeed, un-
derstanding how selection might have shaped them, 
requires understanding them as combinations of un-
derlying dynamics and overlying constraints, as em-
phasized by Polanyi (1968), Rosen (1986), Kaufmann 
(1993), McShea (2016), and many others.  In such sy-
stems, the dynamics may be governed by large-scale 
attractors – i.e. target morphologies – that are undetec-
table by small-scale, local observations but are obvious 
when the system is observed at the scale of its overlying 
constraints.  In none of the cases considered here has 
such an understanding of the coupling between dyna-
mics and constraints been fully achieved, and it remains 
unknown whether it can be fully achieved.  It has, howe-
ver, in every case been partially achieved, and even this 
partial achievement yields substantial predictive power.

2.1 Macromolecular tertiary structure 

Both RNAs and proteins fold into complex, sequen-
ce-specific secondary and tertiary structures as they 
are being synthesized.  These structures are essential to 
function, and their integrity is maintained through the 
course of often-complex conformational changes invol-
ved in reversible binding and catalysis.  It is reasonable 
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to regard these tertiary structures as “morphologies” 
and to regard the “correct” functional structure into 
which an RNA or protein polymer folds as the “target 
morphology” of that polymer.  One can then ask what 
information specifies this target morphology and how 
that information is deployed to correctly construct the 
target morphology.  Predictive answers to these que-
stions not only have explanatory power for natural sy-
stems, but also clear medical and technological relevan-
ce.

Theoretical studies of RNA folding began with the 
assumption that the final structure was specified, under 
physiological conditions, by the RNA sequence (e.g. Ti-
noco, Uhlenbeck and Levine, 1971; DeLisi and Crothers, 
1971).  In the ensuing decades it has become clear that 
the sequence information is “read” in stages during fol-
ding, and that parts of the sequence can encode different 
“instructions” in the context of different partially-folded 
structures (Chen, 2008).  It is also now clear that “bot-
tom-up” sequence information is insufficient to specify 
the mature structure of most functional RNAs; a myriad 
of proteins, some specific to particular RNAs or classes 
of RNAs, are also required for correct folding (Pan and 
Sosnick, 2006).  These ancillary proteins are, therefo-
re, also contributors of instructive information to the 
folding process.  From the RNA’s perspective, they are 
parts of the environment that provide top-down infor-

mation or, in the more usual language, constraints.
Early research on protein folding similarly assu-

med that the information specifying the final structu-
re resided in the sequence (e.g. Kuntz, 1972; Nagano, 
1973).  The most straightforward interpretation of this 
assumption, that protein folding minimizes the free 
energy of interaction of its amino acids, is computatio-
nally intractable (e.g. Fraenkel, 1993), raising the que-
stion of how Nature could efficiently solve this problem.  
There is now considerable evidence that proteins fold 
incrementally, with already-folded domains providing 
higher-level constraints on the folding of later domains 
as well as on domain assembly (Dill and MacCallum, 
2012).  Additional high-level constraints may be provi-
ded by chaperone proteins (Saibil, 2013) or other cofac-
tors present in the “typical” environment.  Hence as in 
the case of RNA, information at multiple scales is requi-
red to achieve the molecular-scale target morphology.

2.2 Organismal morphology

By considering the genome to be the sole carrier of 
inherited information, Modern Synthesis evolutionary 
theory committed itself to the genome as the sole driver 
of development.  Hence we have, for example, “[d]eve-
lopmental biology can be seen as the study of how infor-
mation in the genome is translated into adult structure, 
and evolutionary biology of how the information came 
to be there in the first place” (Szathmáry and Maynard 
Smith, 1995, p. 231).  This extreme view has been cri-
ticized from multiple perspectives (e.g. Pigliucci and 
Müller, 2010; Danchin et al., 2011; Laland et al., 2015; 
Booth, Mariscal and Doolittle, 2016; Gawne, McKenna 
and Nijhout, 2018) but still remains prominent.

That supra-genomic information can be inherited 
has been known at least since the work of Beisson and 
Sonneborn (1965) demonstrating inheritance of expe-
rimentally-induced alterations of cortical pattern in 
Paramecium (see Harold, 2005; Fields and Levin, 2018 
for reviews of multiple studies along these lines that il-
lustrate the stable and yet re-writable nature of target 
morphology on a single cell level).  Indeed it is clear 
that any daughter cell, even if produced by asymmetric 
cleavage, inherits not only multiple active cytosolic mo-
lecules, including mRNAs, but also intact cytoskeletal 
components, an organized cell membrane, and orga-
nelles from its parent.  We have previously termed this 
spatially-organized, functionally-intact information 
the “architectome” and shown that it is inherited in 
addition to the genome, transcriptome, and proteome 
(Fields and Levin, 2018).  Evolution is, therefore, not 
just the evolution of the genome and its products, but 
also the evolution of the architectome.  The genome and 
architectome scales are coupled bottom-up over evolu-
tionary time by the incorporation of evolved gene pro-
ducts into the evolving architectome; they can also be 
expected to be coupled top-down through constraints 
on gene expression imposed by the architectome (Pez-
zulo and Levin, 2016).

Bioelectricity provides one mechanism for top-down 
control of gene expression.  Bioelectric fields have long 
been known to influence morphological changes in sin-
gle cells and developmental processes in multicellular 
organisms (Matthews, 1903; Burr and Northrop, 1935; 
Lund, 1947; Waris, 1950). More recently, electric cir-
cuits in non-neural cell groups have been revealed as 
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containing instructive information for organ morpho-
genesis and axial patterning in a wide range of ani-
mal models and human channelopathies (Bates, 2015; 
see Levin, Pezzulo and Finkelstein, 2017; McLaughlin 
and Levin, 2018  for more recent reviews).  It has now 
been shown, using regenerating planaria (Dugesia) as 
a model system, that stable tissue-wide bioelectric pre-
patterns can drive a global change of the bodyplan to 
a two-headed symmetrical form, and are heritable wi-
thout genetic change (Durant et al, 2017; Durant et al, 
2019).  Additional examples of the target morphology 
being specifically re-written include trophic memory 
in deer antlers and crab claws (reviewed in Lobo et al., 
2014), as well as the results of repeated amputations in 
salamanders (Bryant et al., 2017).

Single genomes can support multiple target morpho-
logies, in unicells (e.g. amoeboid and flagellate forms in 
Naegleria gruberi, Brunet and King, 2017) and facul-
tative multicellulars (e.g. choanoflagellates) as well as 
in obligate multicellulars including metazoa.  Target 
morphology can be preserved despite significant gene-
tic change, e.g. in planaria (Dugesia) which maintained 
a fixed morphology and behavioral repertoire over 20 
years of asexual reproduction despite the accumula-
tion of non-synonymous codon substitutions in 74% of 
predicted genes (Nishimura et al., 2015).  On the other 
hand, small changes in the genome, or in environmental 
conditions including bioelectric signaling, diet, toxins, 
parasites, and commensal bacteria etc. can produce lar-
ge changes in final morphology as well as function.  Ho-
meotic transformations can move substantial compo-
nents of intact, functional morphology from one part of 
the body to another through the localized co-regulation 
of large numbers of genes (e.g. Gehring and Hiromi, 
1986).  In planaria, homeotic replacements of posterior 
structures with anterior structures can be effected by 
either genetic or bioelectric manipulations (Lobo and 
Levin, 2015), with bioelectrically-induced replacements 
typically more accurately-scaled that genetically-indu-
ced replacements (Durant et al., 2019).

The development of mechanistic models, typically 
incorporating assumptions about physical forces as well 
as biochemical and/or cellular communication proces-
ses, has been a mainstay of developmental biology for 
decades (e.g. Thompson, 1942; Turing, 1952; Wolpert, 
1969; Gierer and Meinhardt, 1972) and has flourished 

more recently as sophisticated gene-regulatory network 
(GRN, e.g. Engler et al., 2009; Hecker et al., 2009; Bri-
scoe and Kicheva, 2017; Herrera-Delgado et al., 2018) 
and organism-scale cell-cell communication (e.g. Pietak 
and Levin, 2016) models have become feasible.  Such 
models all incorporate, either explicitly or implicitly, 
both bottom-up and top-down constraints on the deve-
lopmental dynamics at the scale of interest.  While the 
assumptions and mechanisms implemented by such 
models are inevitably simplified compared to the actual 
biology, they are nonetheless capable of correctly pre-
dicting the outcomes of not-yet performed experiments, 
and hence of motivating and directing experimental 
work (e.g. Raspopovic et al., 2014; Chernet, Fields and 
Levin, 2015; Lobo and Levin, 2015; Pai et al., 2018; 
Streichan et al., 2018; Lee, Richtsmeier and Kraft, 2019; 

Pietak et al., 2019).

2.3 Ecosystem-level structure

Recognizable large-scale ecosystems such as 
grasslands or forests have been known to develop by 
long-term successional processes for over a century 
(for a historical review, see Connell and Slayter, 1977).  
The stable, “climax” endpoints of such processes have 
well-defined structures and internal self-stabilizing 
dynamics, and can be considered “target morpholo-
gies” in a natural sense.  Smaller-scale multi-organi-
sm communities that incorporate abiotic materials in 
specific, reproducible configurations, such as termite 
mounds, have well-defined target morphologies in an 
even more obvious sense, and have been proposed to 
be individual “extended organisms” with heterogeneous 
genomes (Turner, 2004).  With the discovery of ubiqui-
tous, obligate microbiomes and the rise of the holobiont 
concept (Guerrero, Margulis and Berlanga, 2013; Gil-
bert, 2014; Bordenstein and Theis, 2015), it is now cle-
ar that all multicellular organisms are “ecosystems” in 
some sense, making the analogy between organismal 
morphology and ecosystem morphology even more di-
rect.  Stereotypical changes in microbiome structure as 
the “host” body ages (e.g. Miller, 2016) suggest that the 
concepts of “succession” and “development” are stron-
gly coupled within holobionts. For example, the activi-
ty of commensal microbiota can strongly influence the 
morphogenesis of its host organism, such as the induc-
tion of second heads and alteration of visual system 



64

Does evolution have a target morphology?

structure by bacteria in regenerating planaria (Williams 
et al., 2020).

As in the case of organismal development, studies 
of ecosystem succession have relied on mathematical 
modeling almost since their inception (Connell and 
Slayter, 1977).  Such models typically employ abstract 
“spaces” with dimensions, e.g. principal components, 
representing populations or subpopulations or their 
properties (Lockwood and Lockwood, 1993; Levin et 
al., 1997; Logofet and Lesnaya, 2000; Fukami et al., 
2005).  “Morphology” in this case corresponds to a pro-
bability distribution, or a stable dynamics over such di-
stributions in a system such as Lotka-Volterra, in this 
abstract space.  In considering the possibility of a target 
morphology for an evolutionary process, we can expect 

this more abstract, organizational sense of morphology 
to be more relevant than the idea of a three-dimensio-

nal shape.

3. Are major evolutionary transitions
predictable?

The central idea of cladistics is that any correct 
phylogeny depicts an organismal lineage.  As noted ear-
lier, if we think of a phylogeny of life on Earth as depic-
ting a cell lineage, it becomes clear that all of life can be 
considered a single, spatio-temporally extended living 
entity.  This entity has, in particular, a spatio-temporal-
ly continuous cytoplasm enclosed by a spatio-temporal-
ly continuous membrane (Fields and Levin, 2018).  This 

Fig. 2:  Representation of a sample of phylogeny as a cell lineage starting from LUCA.  Whether LUCA had a DNA genome (red 
lines) is left open.  Endosymbiotic events are not shown; see Fields and Levin (2018) for lineage diagrams that include them.
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is illustrated in Fig. 2.  The analogy with a cell lineage 
describing a developmental process is obvious.

When we think of life as a single entity in this way, 
evolution becomes an interaction between processes 
internal to this entity, including variation, competition, 
and cooperation, and processes external to this entity.  
In this it is fully analogous to development, where va-
riation is differentiation, cooperation is well recognized 
– to the extent of defining biological individuals as units
of maximum cooperation (Queller and Strassmann,
2009; Strassmann and Queller, 2010) – and competi-
tion is increasingly being demonstrated (Gogna, Shee
and Moreno, 2015; Madan, Gogna and Moreno, 2018;
Gawne, McKenna and Levin, 2020).  While the deve-
lopmental processes of individual organisms are “evol-
ved” while evolution itself clearly is not, this distinction
as noted above has no explanatory power.  Evolution is,
moreover, increasingly recognized to be a learning pro-
cess, one that results not only in adaptation, but also
in increased evolvability (Watson and Szathmáry, 2016;
Kouvaris et al., 2017).

Viewing evolution as a space- and time-dependent 
interaction between a living entity and its environment 
allows powerful and general information-theoretic tools 
to be brought to bear on the question of its predictabi-
lity.  Friston (2013) argued that all living systems face a 
thermodynamic requirement to minimize the variatio-
nal free energy (VFE) – effectively, the unpredictability 
– of their environments.  Environmental VFE is, mo-
reover, defined at a specific locus: the boundary throu-
gh which the system interacts with its environment,
characterized in mathematical terms as a Markov blan-
ket (MB, Pearl, 1988; see Friston, 2013; Friston et al.,
2015; Fields and Levin, 2018 for further discussion).
Kuchling et al. (2019) showed that MBs can be defined,
and VFE minimization within the MB characterized in
terms of approximate Bayesian inference, in systems
satisfying very general physical assumptions; these
assumptions can be generalized still further when the
system-environment interaction is describing using
quantum instead of classical physics (Fields and Mar-
cianò, 2019; Fields and Glazebrook, 2020).  We have
shown previously that under appropriate environmen-
tal conditions, MBs can support phase transitions to
more complex internal organizations (Fields and Levin,
2019).  We argue in what follows that such conditions
occur ubiquitously and at multiple scales over evolutio-

nary history, and drive a sequence of phase transitions 
to larger and more complex organizational structures.

3.1 Cellularity

Origin-of-life proposals are notoriously diverse and 
controversial, and the structure of the biosphere prior 
to LUCA remains primarily a topic of speculation (Cor-
nish-Bowden and Cárdenas, 2017; Bartlett and Wong, 
2020).  Whether life had one origin or many, and whe-
ther LUCA was the product of a single lineage or many 
both remain unclear.  The structure of LUCA itself is 
largely unknown, though it seems reasonable to assume 
that LUCA was a membrane-bound cell (or protocell, 
Szathmáry, 2015) with both nucleic acids and proteins.  

Selection clearly favored cellular life.  Are there, ho-
wever, principles on the basis of which we could expect 
cellular life to develop an any suitable environment?  
Friston (2013) offers a heuristic “proof” that any system 
with an MB will approach a stable, self-sustaining dyna-
mics within the MB, concluding that as living systems 
at least approximately satisfy the conditions required to 
maintain an MB, life is “(almost) inevitable” (p. 1).  An 
MB, however, is a set of states, not a physical structu-
re such as a membrane.  Hence given Friston’s result, 
the key question becomes that of principles on the ba-
sis of which we could expect the emergence of physical 
boundaries, the states of which constitute MBs for wha-
tever systems the boundaries enclose.  All current cells 
are bounded by membranes, but it cannot be ruled out 
that earlier “cells” – ancestors of LUCA – were bounded 
by protein capsids, other non-lipid biotic structures, or 
even abiotic structures.

It is useful to think of this question of boundaries 
in more abstract, cybernetic terms.  Homeostasis can 
be considered a form of memory, a record of what has 
worked in the past (Ashby, 1956).  The processes that 
maintain homeostasis can, as Friston (2013) emphasi-
zes, be considered inferential: they are processes that 
compare external conditions to the memory and adjust 
one or the other, what Friston calls “active inference.”  
The most fundamental requirement of any such process 
is that “external conditions” and “memory” be separa-
tely accessible.  Maintaining homeostasis, therefore, 
requires a boundary.  Some approaches to the origin of 
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life postulate abiotic boundaries, e.g. mineral surfaces 
(Szathmáry, 2015), but any free-living life form requires 
a boundary that it can regenerate, particularly following 
replication.  Hence the origin of the chemistry required 
to regenerate boundaries may be the principle problem 
to be solved by emergent protocellular life forms.  As 
Cornish-Bowden and Cárdenas (2017) put it, “Under-
standing how the transition to an organism with a lar-
ge coding capacity can have happened is a more chal-
lenging problem than understanding how LUCA could 
have evolved to Homo sapiens” (p. 72).

Importantly, we are just starting to understand how 
a sufficiently protected not-yet-cellular system could 
have been both stable and sufficiently robust to explore 
the space of possibilities leading to cellularity. Recent 
work has highlighted the capabilities of subcellular com-
ponents, such as molecular networks that show learning 
and adaptation (Watson et al., 2010; Herrera-Delgado 
et al., 2018), cell-free systems that show complex self-
assembly of cytoskeletal structures (Cheng and Ferrell, 
2018), and dynamic, responsive motile behavior of cell 
fragments (Albrecht-Buehler, 1980; Euteneuer and 
Schliwa, 1984; Sun et al., 2013). Moreover, syncytial sy-
stems like Physarum (Vallverdú et al., 2018), giant cells 
such as algae (Coneva and Chitwood, 2015), Acetabula-
ria (Mandoli, 1998), and glass sponges (Leys, 2015) de-
monstrate how flexible the idea of a “cell” is. Evolution 
clearly pushes the limits of cellularity to make it look 

and behave like multicellularity.

3.2 Endosymbiosis

Once regenerable boundaries become available, the 
logic of VFE minimization is sufficient to drive increases 
in complexity.  One need only postulate a sufficiently 
variable environment and an ability of cells to exchange 
information. 

Within a VFE minimization or active inference fra-
mework, the primary driver of evolution is predictabi-
lity (Friston, 2013; Friston et al., 2015; Kuchling et al., 
2019).  For a cell equipped with a memory, the most 
predictable state is the state of its own memory: homeo-
stasis is precisely the process of keeping this state fixed.  
If cells are capable of both communicating the states of 
their memories to other cells and receiving such com-
munications, then the states of other cells also become 

predictable.  Cell-surface markers and diffusible signals 
are such means of communication.  As a means of com-
municating not just the state of the memory, but a fun-
ctional component of the memory, lateral gene transfer 
(LGT) is an even more efficient means of increasing mu-
tual predictability, one that microbes make particular 
use of in challenging environments (Robbins, Krishtal-
ka and Wooley, 2016).  Indeed LGT can be viewed as 
“endosymbiosis” at the scale of the genome.

If the states of other cells are more predictable than 
the state of the open environment, any cell that asso-
ciates closely with other cells achieves an increase in 
predictive success, i.e. a decrease in VFE.  Hence facul-
tative multicellularity is a direct prediction of the VFE 
minimization framework.  Any evolutionary process ca-
pable of producing cellular life can be expected to gene-
rate facultatively multicellular life.  The appearance of 
microbial stromatolites 3,500 million years ago (MYA), 
i.e. shortly after LUCA (Stal, 2012), is therefore not sur-
prising.

Facultatively-multicellular microbial systems exhi-
bit division of labor, even in single-species systems 
such as Myxobacteria (Muñoz-Dorado et al., 2016).  
In many systems, division of labor includes both divi-
sion of metabolic labor and differential exposure to the 
open environment (Stal, 2012; Ereshefsky and Pedroso, 
2015).  If such systems are considered “individuals” as 
Ereshefsky and Pedroso (2015) suggest, their “inter-
nal” protected components have many of the features 
of endosymbionts: internal location, specific metabolic 
functions, and only partial reproductive independen-
ce (Booth and Doolittle, 2015).  Such facultative en-
dosymbiosis appears both quite common and very old.

The transition from facultative endosymbiosis to 
the obligate, cellular endosymbiosis found in eukaryo-
tes represents, from a VFE perspective, an increase in 
predictive power.  Cellular symbiosis renders the pre-
sence and contribution of the metabolic partner secu-
re from the “host” perspective, and the availability of 
protection from the open environment secure from the 
endosymbiont’s perspective.  Hence this transition can 
be expected in any evolutionary process driven by VFE 
minimization.  As Booth and Doolittle (2015) point out, 
the idea that eukaryogenesis was unique and highly 
improbable may largely be the result of ascertainment 
bias.
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By coupling reproductive cycles, obligate en-
dosymbiosis assures that components that work well 
together stay together.  From an information-proces-
sing perspective, this represents an increase in compu-
tational power, one that enables more efficient search 
of fitness landscapes that are rugged on multiple sca-
les (Watson and Pollack, 2003).  A capability for more 
efficient search is, effectively, evolvability.  Hence one 
can expect evolutionary processes to generate, via en-
dosymbiotic or other reproductive-coupling processes, 
systems that are progressively more evolvable.  Multi-
cellular organisms possessing obligate, endosymbiotic 
microbiomes, and hence living and reproducing as ho-

lobionts, are not surprising from this perspective.

3.3 Multicellularity

We extend the above considerations of the advan-
tages for predictability of facultative multicellularity to 
the case of obligate multicellularity in Fields and Levin 
(2019).  In obligate multicellulars, there is an asymmet-
ry in the benefits conferred by communication, one also 
observed in facultative multicellulars such as Myxo-
bacteria and Dictyostelium: only a fraction of the cells 
involved get to reproduce.  This fraction ranges from 
roughly 30% in asexual planaria (Elliott and Sánchez 
Alvarado, 2012) to roughly 5% in C. elegans hermaphro-
dites (Sulston and Horvitz, 1977) to much less than 1% 
in insects or vertebrates.  

Why would evolution generate large, complex, mul-
ticellular systems in which most of the component cells 
have zero individual reproductive fitness?  We sug-
gested in Fields and Levin (2019) that reproductive 
(i.e. stem) cells faced with suitably-challenging envi-
ronments assemble somatic bodies out of expendable, 
reproductively-suppressed progeny to keep the envi-
ronment at bay while avoiding the risk of competition 
for their protected status and reproductive fitness.  This 
“imperial” model of multicellularity requires a means of 
enforcing reproductive suppression over long distances, 
a problem for which specialized signaling systems in-
cluding neurons provide a solution (Fields, Bischof and 
Levin, 2020; Fields and Levin, 2020b).  Here again, 
VFE minimization and hence the preservation of me-
mory correlates with signaling capability.  As in the case 
of facultative multicellulars that limit reproduction to 

only some cells, the division of labor between stem and 
somatic cells is extreme from a fitness point of view, and 
the signaling can be regarded as coercive instead of co-
operative.

3.4 Social groups

Microbial stromatolites are arguably the first social 
groups; indeed any facultative multicellular can be re-
garded as a “social group” at the cellular level.  Such 
groups are held together by specific forms of communi-
cation – in this case, intercellular signaling with emer-
gent “conventions” such as quorum sensing – and typi-
cally exhibit division of labor.

Beyond the cellular level, a VFE minimization fra-
mework favors social group formation whenever it in-
creases net predictability, i.e. whenever the states or be-
havior of other in-group members are more predictable, 
by the average in-group member, than the states or be-
haviors of out-group members, including the open en-
vironment.  While increased predictability is expected 
to be the case in general within a species, predictability 
is also high in “extended organism” cooperatives (e.g. 
Turner, 2004) and in the vast array of symbiotic, mu-
tualist, and facilitated arrangements between disparate 
species (e.g. Bronstein, 2009).  From this perspective, 
non-social organisms are the exception requiring expla-
nation, e.g. in terms of required range size or hunting 

style for solitary carnivores.

3.5 The cognitive niche

When interactions between cells and multicellular 
organisms are conceptualized in terms of memory, in-
formation processing, and communication, it is natural 
to regard them as “cognitive” (Pattee, 1982; Stewart, 
1996; Baluška and Levin, 2016; Levin, 2019).  Indeed, 
the idea that VFE minimization implements approxi-
mate Bayesian inference originated in cognitive neuro-
science (Friston, 2010).  If evolution is viewed as driven 
at multiple scales by VFE minimation as suggested in 
the previous sections, all of life can be regarded as oc-
cupying a cognitive niche, an idea reminiscent of both 
the Gaia hypothesis (Lovelock and Margulis, 1974; Len-
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ton et al., 2018) and biosemiotic thinking (Maturana 
and Varela, 1980; Kull et al., 2011).

The term “cognitive niche” is nonetheless applied 
primarily to the niche we humans occupy, one that 
demands abstraction, analogical reasoning, and plan-
ning as well as memory, perceptual processing, and 
situation-appropriate action.  It is often identified spe-
cifically with human-like generative language capabili-
ties (Pinker, 2010).  Can we expect such a niche to be 
occupied, eventually, in a generic evolutionary scenario 
allowed to run long enough?  

As higher cognitive capabilities are clearly useful 
for reducing environmental uncertainty, including un-
certainty about what other organisms and particularly 
conspecifics (Adolphs, 2009) are likely to do next, one 
might expect an “advanced” cognitive niche to arise and 
be filled purely on VFE minimization grounds.  Howe-
ver, one would also expect to see substantial pre-adap-
tation in organisms occupying niches that required les-
ser, but still significant, cognitive capabilities.  Studies 
in both cognitive ethology, e.g. of analogical reasoning 
in tool use (Fields, 2011), and comparative genetics, e.g. 
of the role of FOXP2 in communication ability (Fisher 
and Scharff, 2009) provide compelling evidence for 
such pre-adaptation.  Both molecular and bioelectric 
signaling, for example, enormously pre-date their em-
ployment by neurons.  The earliest function of neurons, 
moreover, may have been the control of cell prolifera-
tion and differentiation, functions that neurons still 
provide today (Fields, Bischof and Levin, 2020).  Hence 
nervous systems themselves may be a pre-adaptation 
for complex behaviors and hence general intelligence.

4. Reassessing evolutionary “direction”

As Orgogozo (2015) emphasizes, the question of 
the predictability of evolution can be posed at different 
scales and levels of abstraction.  Here we have posed 
the question both abstractly and at large scale: are the 
major transitions of Terrestrial evolution predictable?  
Would we expect a generic evolutionary process run-
ning anywhere to produce cells, facultative multicellu-
lars, endosymbionts, obligate multicellulars, and social 
groups?  If we regard the predicted outcome as a target 
morphology, the “morphology” being targeted in this 
case is a multi-scale organizational structure.  We are 

asking, effectively, if we can expect a generic evolutio-
nary process to produce smart, social holobionts.

As discussed above, the basic ingredients needed to 
get such a process off the ground are boundaries, me-
mory, information processing, and communication.  
The boundary must be impermeable to whatever im-
plements the memory but permeable to whatever im-
plements communication: these are the conditions that 
define an MB.  Within the MB, it is sufficient that the 
information processing system implement VFE mini-
mization, i.e. that its fundamental goal is to increase 
predictability.

Given such a starting point – a bounded “cell” that 
can talk to other cells – an evolutionary process will 
display major transitions if it is able to replicate this 
basic organizational structure on larger and larger sca-
les.  The key to achieving larger scales is, however, built 
into the system.  Aggregating small entities will produ-
ce a large entity, and small entities can be expected to 
aggregate for protection from their environment.  The 
pre-adaptation needed by the small entities to act as a 
larger unit is communication.  This communication can 
be cooperative, but can also be coercive.  Both commu-
nication styles were discovered, on Earth, by bacteria.  
We would expect them to be discovered at an early stage 
in any evolutionary process.

These considerations suggest that the “direction” 
of evolution is not toward higher complexity per se as 
often believed, but rather toward larger scales.  Dyna-
mics at larger scales is not more complex than dynamics 
at smaller scales; large-scale dynamics rather replica-
tes smaller-scale dynamics using larger components.  
Complexity at the whole-system level increases due 
to the hierarchization resulting from this embedding 
(McShea, 2016).

The basic algorithm driving both evolution and de-
velopment, VFE minimization, remains at least appro-
ximately fixed across scales.  Evidence that phenomena 
as diverse as GRNs and metabolic networks (Agrawal, 
2002; Barabási and Oltvai, 2004), functional networks 
in the mammalian brain (Bassett and Bullmore, 2006), 
and human social networks (Newman, 2001) all share 
the same small-world architecture suggests that the ar-
chitecture of memory may also be fixed across scales.  
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Whether communication capabilities are similarly fi-
xed, e.g. whether cell-cell communication systems have 
a “grammar” with structural properties resembling tho-
se of human languages, remains to be determined.

5. Future work and predictions

These ideas suggest a number of experimental ap-
proaches. First, it will be important to develop multi-
scale computer models that include both developmental 
and evolutionary scales. Some of this has been done in 
the field of artificial life (via “artificial embryogeny” e.g. 
Stanley and Miikkulainen, 2003; Andersen, Newman 
and Otter, 2006; 2009; Stanley, 2007; Cussat-Blanc et 
al., 2010; Pollack and Lowell, 2018) but further advan-
ces will require richer, more biorealistic virtual envi-
ronments specifically including cells as allostatic agents 
pursuing infotaxis and surprise minimization, and the 
ability to form multicellular collectives whose large-sca-
le shape and behavior are subject to selection. In such 
simulations, we predict the scaling of simple, adaptive 
homeostatic loops at the cellular level to multicellular 
anatomical homeostasis, and the discovery of similar 
plasticity toward system-level targets on multiple scales 
including the physiological, anatomical, and even evo-
lutionary. 

Second, wetlab experiments in synthetic morpho-
logy, especially those incorporating evolutionary dyna-
mics (Kriegman et al., 2020), and model systems used 
for the study of origins of multicellularity (Ratcliff et al., 
2012; Libby et al., 2016) should enable specific tests of 
our hypothesis regarding the stability of specific evolu-
tionary transitions to the vagaries and noise of events 
at the lower levels.  An especially interesting context 
is the use of bioelectric dynamics in bacterial biofilms 
(Prindle et al., 2015; Ratcliff et al., 2015; Humphries et 
al., 2017; Yang et al, 2020), suggesting experiments in 
repeated evolution of bacterial and yeast populations 

to determine how frequently discoveries, such as using 
bioelectrics to organize structure and physiology in 
such “proto-bodies”, occur despite variable genetic and 
environmental conditions.

6. Conclusions

We have suggested here that reconceptualizing evo-
lutionary biology to look more like developmental bio-
logy leads to novel insights and predictions (see also 
Fields and Levin, 2020b) and that such a reconceptua-
lization is indeed underway already.  Target morpho-
logies in the form of large-scale attractors are to be 
expected in this setting; we suggest that the major evo-
lutionary transitions are such attractors, and that their 
replication in multiple “rounds” of evolution could be 
expected.  New theoretical and experimental techno-
logies offer the possibility of testing evolutionary pro-
cesses in controlled settings with known initial states 
and adjustable constraints.  Both physics and computer 
science, in particular, have well-developed theoretical 
vocabularies and toolkits that have yet to be applied 
extensively to biological problems.
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