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Chapter 1PrefaceThe task of AXAF calibration, and ACIS calibration in particular, was the combinationof the tremendous e�ort by many individuals and organizations. It is not practical toinclude the names of everyone who contributed, but the ACIS instrument team is extremelygrateful for the superlative e�ort and great technical competence shown by the many peoplein Huntsville and at their home institutions who worked for many years to make the sixmonths of twenty-four hour days of AXAF calibration at XRCF a success.Some teams which gave support which cries out for recognition were: MSFC ProjectScience, the TRW Test Directors, the ASC Calibration group and third oor sta�, theGratings Science teams, the MST HXDA team, and the XRCF sta� and second ooroperators.This report is a collective e�ort by the entire ACIS team. Prime responsibility for theauthorship of the sections is as follows:2 Introduction M. Bautz, J. Nousek3 Data Products K. Glotfelty (ASC)P. Broos, B. LaMarr4 ACIS CCD Performance M. Bautz, F. Bagano�, T. IsobeS. Jones, B. LaMarr, S.KisselH. Manning, M. Pivovaro�, G. Prigozhin5 ACIS OBF Performance G. Chartas, L. Townsley, G. Garmire6 ACIS/HRMA Performance Prediction G. Chartas, L. TownsleyJ. Nousek, R. Sambruna, A. Garmire7 Calibration products P. Broos, B. LaMarr
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ACIS Calibration Report - January 15, 1999 19The ASC provided extensive support of CCD subassembly calibration; the e�orts of K.Glotfelty, P. Plucinsky, N. Schulz, J. Woo, B. McNamara and A. Estes all made signi�cantcontributions, as did Kaori Nishikida and Catherine Grant of PSU. J. Woo collaboratedon the measurement of X-ray absorbtion �ne structure using thin-�lm replicas of the CCDgate structure. The absolute response detection e�ciency measurements would not havebeen possible without the collaboration of G. Ulm, R. Thornagel and F. Scholze at thePTB laboratory at the BESSY synchrotron. ACIS �lter measurements depended uponsynchrotron support provided by Jim MacKay and Dale Graessle.



Chapter 2Introduction
2.1 PurposeThe purpose of this document is to provide a �nal pre-launch report on the analysis ofdata collected for the calibration of the AXAF CCD Imaging Spectrometer (ACIS). Thegoal of the calibration is to provide an accurate measurement of the performance of theACIS/HRMA instrument. Through calculation of the e�ects of �nite source distance andgravitationaly loading on the HRMA mirror assembly it will be possible to predict thein-orbit performance of the ACIS/HRMA instrument. This will allow precise evaluation ofastrophysical X-ray source models and their errors.2.2 ScopeThis document should be perceived as an index and consolidation of the complete pre-launch calibration of ACIS. It shall contain documentation describing the calibration, thelocation and form of data products, and the results of analysis to date. The data andanalysis covered will include sub-assembly calibration data (collected at MIT for the CCDchips, and at synchrotrons for the �lters and reference CCDs), integrated HRMA and ightACIS data (collected at XRCF), ACIS at-�eld data (collected at XRCF) and integratedHRMA-CCD chip data (collected at XRCF using the 2C camera).2.3 Overview of calibration2.3.1 Lab calibrationThe CCD chips received extensive calibration at MIT in the process of selecting the ightchips. After the chips were selected a standard calibration process was applied to all chips.The process and the results of the analysis of the data collected are provided in Chapter 4.20



ACIS Calibration Report - January 15, 1999 212.3.2 BESSY calibrationVarious measurements were made at the Berlin synchrotron facility, BESSY, on ight-likeCCDs. Because the absolute photon ux is very well known at the BESSY facility thesemeasurements provide the opportunity to apply absolute quantum e�ciency calibration tothe ACIS CCDs. Every ight CCD chip was cross calibrated against a CCD with a BESSYcalibration in the same chamber and at the same time. Details of the BESSY measurementsand analysis of the data are also provided in Chapter 4.2.3.3 Filter calibrationOur Optical Blocking Filter (OBF) calibration plan consisted of �ve stages. At the Uni-versity of Wisconsin Synchrotron Radiation Center (SRC) we mapped the transmission ofall ight-like �lters and many of their witness samples at �ve energies using a beam of0.76 mm �0.76 mm. At the National Synchrotron Light Source at Brookhaven NationalLaboratory (BNL) we measured �lter witness samples at hundreds of energies, but only twopositions per �lter. At Denton Vacuum, Inc., using a UV/visible/IR spectrophotometer, wemeasured the optical/UV leakage through witness samples to re�ne the optical constantsfor polyimide. At Penn State, we measured changes to the transmission in �lter witnesssamples as a function of temperature.The SRC data are critical as they are the only measurements of the ight �lters asseparate entities, before the �lter response is convolved with the response from the CCDsand the AXAF mirrors. These data allow us to search for any large light leaks or man-ufacturing defects, to measure spatial variations, and to make normalizing bulk thicknessmeasurements to carry over to the high-resolution BNL energy data, which in turn providedetailed transmission models including the e�ects of EXAFS (Extended X-ray AbsorptionFine Structure).2.3.4 HRMA/ACIS calibrationThe ACIS team collected calibration data utilizing the HRMA telescope during three datacollection intervals. Following the XRCF nomenclature these occured during Phases F, Gand H. During Phases F and G the HRMA focussed X-rays were collected on two ight-likeCCDs (one front side illuminated (FI), and one back side illuminated (BI)) in a camerautilizing electronics very similar to the MIT CSR lab cameras. This camera, named theACIS-2C, served as a proxy to enable data collection while the ACIS ight instrument�nished the �nal stages of certi�cation and thermal vacuum testing.The ACIS-2C camera, using chips of identical design and fabricated in the same lots atLincoln Lab as the ight ACIS chips, has di�ering processing electronics and does not holdthe chips in the same orientation as the ight unit. Thus these ACIS-2C data are useful forunderstanding the chip level interaction between the mirror e�ects and the CCDs, but do



ACIS Calibration Report - January 15, 1999 22not fully calibrate the e�ect of the ight electronic processing and ight array orientatione�ects. (It should be noted that the ACIS-2C chips were signi�cantly worse in cosmeticquality than the ight chips. We designed the 2C tests such that only a small portion ofthe chip area was used, to minimize the e�ect of the poor portions of the 2C chips.)Measurements were collected using the ight ACIS instrument and the HRMA at XRCFfor eight days during Phase H (see Table 2.1 for the times of ACIS data collection). Thesedata are the most directly relevant data as they use the ight mirrors and detectors, butmust still be adjusted for the e�ects of �nite conjugate distance, gravitational loading onthe mirrors and a slightly di�ering CCD temperature operating point than planned foright (-115 C vs. -120 C).Following the departure of the HRMA mirrors to meet the schedule of assembly intothe spacecraft, the XRCF was used to collect data with ACIS without any focussing optics.These data, collected during Phase I, �t naturally into the sub-assembly lab calibrationdata, and act as a gross calibration with the beam monitor counter, and are discussedthere.For completeness, it is worth mentioning that data were collected at XRCF duringSeptember, 1996, using the ACIS-2C camera and the TMA (Test Mirror Assembly). Datafrom these tests are still available, and they have not been used in the ACIS calibration. Theprimary purpose of this testing was to serve as a rehearsal of the true AXAF calibration.Table 2.1: XRCF Data Collection Phases Involving ACISPhase Detector Mirror Start Date� End DateF ACIS-2C HRMA 12:11 22 Feb 1997 17:52 10 Mar 1997G ACIS-2C HRMA 9:57 10 Apr 1997 8:41 12 Apr 1997H Flight HRMA 23:56 17 Apr 1997 6:00 26 Apr 1997I Flight none 6:45 7 May 1997 0:04 18 May 1997R ACIS-2C TMA 7:00 30 Sep 1996 13:28 5 Oct 1996� Times are given in local (Central) time. Note these refer to the start and end of ACISdata collection intervals, not necessarily to the start and end of the XRCF Phase.2.4 Version HistoryVersion 1.0 - Preliminary version submitted to Marshall Space Flight Center, October 13,1997.Version 1.5 - Draft of �nal pre-launch version for review by Marshall Space Flight Centerand AXAF team, July 15, 1998.Version 2.0 - Final pre-launch calibration report submitted to Marshall Space FlightCenter, October 15, 1998.Version 2.2 - Final pre-launch calibration report after full ACIS team internal review,January 15, 1999.



Chapter 3Data Products
3.1 XRCF CalibrationTwo methods of data acquisition were used to collect ACIS event data at the XRCF: thehigh-speed tap pipeline and the telemetry pipeline.3.1.1 High-speed Tap PipelineThe high-speed tap (HST) pipeline acquired raw, complete CCD frames directly from thecamera using a secondary data pathway that is available only on the ground. Having thisindependent data pathway allows a direct check on the �delity of the ight processingelectronics and software.The CCD frame data emerging from the camera high-speed tap were captured by theACIS EGSE workstation and written to disk as FITS images. Software running on theACIS EGSE processed these images to correct for bias and to extract events, producingFITS event lists. This process and the format of the high-speed tap event lists are describedin Section 3.2.The high-speed tap was used in all phases of ACIS calibration at the XRCF. During theACIS-2C calibration only high-speed tap data was available because the 2C camera did notsupport the event extraction and telemetry formatting functions of the ight ACIS experi-ment. An archive of event lists is maintained by the Calibration Group at the AXAF ScienceCenter and is available on the web at http://hea-www.harvard.edu/acis/xrcf archive/.3.1.2 Telemetry PipelineThe telemetry pipeline acquired events that were recognized by the ACIS ight softwareand telemetered through the RCTU and CTUE. The telemetry data analyzed at PSU werecaptured by the ACIS EGSE computer and saved to disk as binary �les, each containing oneAXAF major telemetry frame. The ATICA (ACIS Telemetry Interpreter for Calibration23



ACIS Calibration Report - January 15, 1999 24Analysis) program extracted x-ray events from this telemetry stream, saving them as FITSevent list tables.3.1.2.1 Science Run ArchiveATICA organized the events it extracted in the same way that the ight software organizesscience data { by science runs which are de�ned in Ford & Francis (1997). ATICA createsa directory for each science run, named for the mode and start time of the run, e.g. therun tefwb 111:07:17 was a Timed Exposure Faint With Bias run that started at IRIG time111:07:17. Within that directory the event list is arbitrarily divided into �les of about100,000 events each. ATICA was not able to organize the data by TRW ID because theight software and thus the telemetry knew nothing about that concept. Unfortunatelyit was necessary to schedule multiple TRW ID's within one ACIS science run so a singleATICA output directory will contain data from several TRW ID's.The FITS binary tables used to store the event lists consist of the following columns.� TIME: A timestamp for the CCD frame, expressed as an IRIG time in seconds, i.e.the number of seconds since 1997.0.� CHIPX/CHIPY: The 1-based position of the event. Note that the ight softwaretelemeters event positions in a 0-based system.� TDETX/TDETY: The position of the event in the \tiled coordinate system AXAF-ACIS-2.2" de�ned by Jonathan McDowell at the ASC (McDowell, 1997).� CCD ID: The CCD that detected the event. (See Table 3.1.)Table 3.1: Conversion table from CCD ID to ACIS array location.CCD ID Chip Serial # CCD ID Chip Serial # CCD ID Chip Serial #0 I0 w203c4r 4 S0 w168c4r 8 S4 w457c41 I1 w193c2 5 S1 w140c4r 9 S5 w201c3r2 I2 w158c4r 6 S2 w182c4r3 I3 w215c2r 7 S3 w134c4r� AMP ID: The ampli�er, numbered 0,1,2,3, associated with the central pixel of theevent.� EXPOSURE: The exposure sequence number as telemetered by the ight software.� PHAS: For most modes this is a 9 element vector containing the event island pixelvalues NOT corrected for bias. The relationship between this 9-vector and the 3x3event island is shown in Figure 3.1.
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Figure 3.1: Ordering of the elements of the PHAS and BIAS Vectors� BIAS: A vector of the same form as PHAS, containing the BIAS values used forprocessing this event.� OVRCLK: The overclock value associated with the amp in AMP ID for this exposure.13.1.2.2 Post Production ArchiveA set of Post Production activities were performed on the science run archive produced byATICA:� An 8-bit quality code (QUALCODE) was computed for each event.{ The ight software marks pixel locations that appear in the on-board \bad pixellist" with the bias ag value 4095, and marks pixel locations where the bias hasbeen corrupted (by a memory fault) by the bias ag value 4094. An event whoseisland contains either of these BIAS values has bit 0 in QUALCODE set.{ A BIAS value of zero indicates that ATICA was unable to recover a bias for thatlocation. Such events have bit 1 in QUALCODE set.{ CCD pixels whose charge exceeds the dynamic range of the ight electronics endup with a DN value of 4095. Events whose central pixel have this value have bit2 in QUALCODE set.For most analyses, events with non-zero quality codes should be ignored.� The bias correction PHAS = PHAS �BIAS � OV RCLK is applied.� The events that belong to each of the phase H tests are identi�ed and are saved in�les named by the TRW ID of the test. This is the most important step in Post1A bias-corrected event island would be computed as PHAS �BIAS �OV RCLK.



ACIS Calibration Report - January 15, 1999 26Production since it segments the long science runs (the instrument's view of whathappened) into TRW ID's (the scientist's view of what happened).� The as-requested CMDB table was edited to reect the tests that were actuallyperformed, based on what was seen in the data stream and what was written invarious logs at the XRCF, producing the beginning of an as-run CMDB table. Seehttp://www.astro.psu.edu/xray/axaf/xrcf for the Penn State version of the as-runCMDB.The FITS event lists that comprise the Post Production archive consist of the followingbinary table columns: TIME, CHIPX, CHIPY, TDETX, TDETY, CCD ID, AMP ID,EXPOSURE, PHAS, & QUALCODE.The only �ltering performed during Post Production was the extraction of asingle segment of time around the test. These time boundaries were liberally chosento include a few frames before and after the test { thus one can usually still see the riseof the light curve at the beginning of the test and the fall at the end. Analysis of PostProduction data will typically require additional �ltering by time, eliminationof non-zero QUALCODES, grade �ltering, etc.3.2 ACIS-2C HST Products3.2.1 Raw dataThe raw data output by the ACIS-2C EGSE are FITS images. The dimensions of theseimages vary depending on the di�erent clocking modes which are described below; howeverthey all share some common characteristics.3.2.1.1 Quadrants and NodesUnder normal operation, each ACIS CCD is read out in parallel through four output nodesthat split the CCD into quadrants. Each node has its own set of electronics, thus the gainand noise varies from quadrant to quadrant.The output nodes are commonly referred to as nodes 0 through 3, and the quadrants arecommonly named A through D. Thus someone talking about node 0, or `c0', and quadrantA are talking about the same data. [Footnote: It is actually possible to read the CCDsout through only 2 output nodes. Then the idea of quadrants and nodes becomes moreconfusing.]3.2.1.2 READ vs. CHIP coordinatesDue to the physical location of the readout nodes on the CCD, quadrants B and D are readout of the CCD from right to left while quadrants A and C are read out from left to right.



ACIS Calibration Report - January 15, 1999 27

CHIP Coordinate READ Coordinates

A B C D A B C DFigure 3.2: CHIP vs. READ coordinatesThis gives rise to two coordinate systems, `READ' and `CHIP' coordinates.� CHIP coordinates are physical pixel units on the CCD.� READ coordinates are virtual pixel units that describe how the pixels were read fromthe CCD.The raw FITS images that the ACIS-2C EGSE outputs are in READ coordinates.Below is an example illustrating the di�erence between CHIP and READ coordinates.Suppose charge was physically distributed along a diagonal line from the bottom left edgeof quadrant A to the top right of quadrant D (Figure 3.2) it would be read out of the CCDin READ coordinates as shown. Note that the gaps in the right ends of the straight linesare real; they indicate the presence of overclock pixel data in the chip readouts, which don'tappear in the CHIP coordinate system.The transformation fromREAD to CHIP coordinates includes the `ipping' of quadrantsB and D and the removal of overclocks as described below.3.2.1.3 OverclocksAfter all the physical pixels have been read out from each row of each quadrant, theelectronics continue to cycle. These cycles create additional overclock `pixels' which aresimply reading out the electronics' noise+bias values. These overclock pixels are virtualpixels in that they do not really exist but are recorded in the raw FITS image in thesame way as real pixels are. The FITS keywords IxMINCOL, IxMAXCOL, IxMINROW,
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Figure 3.3: Which pixels are which in READ coordinates for each output node.IxMAXROW (where x is A, B, C, or D) tell us where the real pixels are located in theimage.The number of overclock pixels can be changed by adjusting the electronic sequencers.The number of overclock pixels per row for ACIS-2C is currently set at 17.The overclock pixels are used to make adjustments to the bias level on small temporalscales. Thus if the bias level changes uniformly across the entire CCD (e.g., if the CCDtemperature uctuates), we use the average overclock level to adjust for this without havingto capture a new bias image.3.2.1.4 Other pixelsIn addition to overclock pixels, there are two other kinds of virtual pixels in the raw FITSimage:� `underclock' pixels are read out before the �rst real pixel is read out.� `unde�ned parallel transfer' pixels are read out as the next row is shifted down in theframe store arrayThese pixels are currently not used when creating an event list. The total makeup ofeach quadrant in the raw FITS image is shown in Figure 3.3.3.2.1.5 Full FrameFull frames are written when the entire 1024x1024 image region is transferred to the framestore region in one step. The minimum integration time is then the amount of time ittakes to read the data out of the frame store array, roughly 6 seconds with the ACIS-2Celectronics.3.2.1.6 Continuous ClockingIn continuous clocking mode, as soon as a row is read from the output node, the next rowof pixels is shifted down to be read out. The minimum integration time is then limited by



ACIS Calibration Report - January 15, 1999 29the time to read out a single row which is on the order of 6 msec (for the 2C cameras; forthe ight ACIS this is about 2.6 msec). The cost of being able to read out this quickly isthe loss of all spatial resolution in the parallel transfer, or FAM `Y', direction. (Again thisis explicitly for the ACIS 2C. The ight ACIS chip transfer directions in FAM coordinatesare a function of which chip is being referred to.)3.2.1.7 Staggered FramesStaggered Frames mode is a mixture of Continuous Clocking and Full Frame modes. Similarto continuous clocking, pixels are continuously transferred to the frame store array; however,instead of going 1 row at a time, groups of rows are transferred. The result is a kind ofmoving window across the CCD. The integration time is then the amount of time to readout the group of rows.This mode trades o� the advantages and disadvantages of Full Frame and Continuousclocking. You have spatial resolution on a scale as big as the window you are using; however,the bigger the window the longer the integration time. There were several window sizesto choose from so the planners chose which parameter is the most important and designedXRCF tests accordingly.In the raw FITS images of the Staggered Frames mode data, there is 2-pixel-wide spacerrow between each window. These are ignored by the event �nding routine.3.2.1.8 Summary of Staggered Data ModesThe following was provided by S. Kissel (MIT) about the size and timing information foreach of the various staggered data modes:Table 3.2: Staggered Mode Size and Timing for 2C DataRows Int. time Window/frame Raw FITS image size(msec)1 5.712 1024 1120x102418 113.87 51 1120x102038 227.70 25 1120x100054 318.77 18 1120x1008114 660.27 9 1120x10441024 6000. 1 1120x10243.2.2 Average BiasAs part of the start up procedure for each test, a set of unexposed raw frames were captured.These raw bias frames were used to determine the nominal o�set that was subtracted from



ACIS Calibration Report - January 15, 1999 30each pixel during event detection.The algorithm used to compute the average bias image (or map) is the `mean bias clip'algorithm that J. Woo developed, which is described below:1. Find the median and standard deviation of every pixel through all n raw bias frames.~p(x; y) = mediann(p(x; y; n)) (3.1)p̂(x; y) = 1N NXn=1 p(x; y; n) (3.2)�2(x; y) = 1N � 1 NXn=1 (p̂(x; y)� p(x; y; n))2 (3.3)2. Compute the average value of every pixel, p̂(x; y), discarding pixels that are 3 timesthe standard deviation above the median value.S(x; y) = fn : p(x; y; n) � ~p(x; y) + 3�(x; y)g (3.4)N (x; y) = fnum(p(x; y; n)) : p(x; y; n) � ~p(x; y) + 3�(x; y)g (3.5)�p(x; y) = 1N (x; y) Xn2S(x;y) p(x; y; n) (3.6)This algorithm does a very good job at removing cosmic ray events which can be presentin the bias images. It does however su�er from being computationally and memory inten-sive. The average bias image is written as a FITS image in READ coordinates.3.2.3 Events & Event listsEvents are any occasion in which there is a signal remaining in a CCD pixel above theevent recognition threshold after bias subtraction. Thus an event may be produced byX-ray photons, charged particles, noisy electronics, stray optical light or defective CCDpixels, just to name a few. It is part of the scientist's analysis task to determine how tomaximize the utility of the data by appropriately selecting events so as to maximize thesignal and minimize the background.Before events are extracted, each raw FITS image is bias and overclock corrected. Thisis done in three steps.



ACIS Calibration Report - January 15, 1999 311. First the average bias image is subtracted from every pixel in the raw FITS image(image, I, and overclock, O, pixels).�p(x; y; n) = p(x; y; n)� �p(x; y) 8(x; y) 2 fI;Og (3.7)2. Then the overclock pixels associated with each quadrant, q, are averagedo(q; n) = 1n(q) X(x;y)2O(q) �p(x; y; n) 8q = fA;B;C;Dg (3.8)where n(q) is the number of overclock pixels in each quadrant3. And �nally the overclock correction is added back�p(q; n) = �p(x; y; n) + o(q; n) 8(x; y) 2 I(q) : q = fA;B;C;Dg (3.9)These bias corrected pixel values are then used for event detection and subsequentextraction. Note that the reason for the overclock pixels is to allow removal of short termdrift in the electronic baseline on the timescale of CCD row readout.Depending on the ux of the source, events can be extracted in one of two ways: photoncounting mode and integration mode. Both of these are described in detail below.3.2.3.1 Photon CountingIn photon counting mode the basic idea is to search every bias corrected image for a localmaximum; any local maximum above some user set event threshold is called an event. Inaddition to its pulse height, every event is given a time tag and a position tag. Also, sincethe physics of X-ray CCDs dictates that charge from a single X-ray photon can spread intomore than one pixel, a pixel island or neighborhood is generally extracted about the localmaximum to collect all the charge.Events are stored in an event list which is a FITS binary table with the followingcolumns:1. TIME: The chosen unit of time for the ACIS 2C data is in seconds since 1994.0. (Foright instrument ACIS data collected at XRCF the unit is in seconds from 1997.0.)Since there is always ambiguity about the exact arrival time of every photon, which isequal to the integration time (one doesn't know if a photon arrived at the beginningor end of the exposure), the time assigned to photons within a single frame, tphoton isthe start time of the frame, Tstart plus half the integration time, �t.tphoton = Tstart + 0:5�t (3.10)



ACIS Calibration Report - January 15, 1999 32In staggered frame mode (see above), the time tag is assigned to each photon withina staggered window based on which window it appeared in. Note that because theentire active area of the chip was open to X-rays it is possible that some eventsare misassigned in time, but the great majority of X-rays arrive within the focussedHRMA image spot. The time tag for staggered mode data is:tphoton = Tstart + �tN (n+ 0:5) (3.11)where N is the total number of windows in each raw FITS image (see table above)and n is which window the event was recorded in.2. READX: The location of the event in the serial transfer direction. Quadrants B andD are reversed from `normal' and overclock pixels are counted.3. READY: The location of the event in the parallel transfer direction. In full framemode, this is the same as CHIPY.4. CHIPX: The physical location of the event in the X direction. Nodes have beenipped and overclock pixels removed.5. CHIPY: The pseudo physical location of the event in the Y direction. In full framemode this is the true Y location; however, in Staggered Frames mode, this is thelocation within the subframe. CHIPY goes from 1 to the size of the window.6. LABX: This is the same as CHIPX. `LAB' is a left-over reference to subassemblyapplications.7. LABY: This is similar to CHIPY, except it is centered on the CCD. So LABY goesfrom 512-(r/2) to 512+(r/2), where r is the number of rows per window.8. FRAME: Frames are counted sequentially for all raw FITS images and windows. Soin full frame mode and continuous clocking, the FRAME number is the number ofraw FITS �les in the data set. In Staggered mode multiple images (equivalent toCCD frames but with fewer rows) appear in a single FITS �le. In this case the rawFITS image number is equal to the FRAME number divided by number of windowsper frame, N : raw FITS image number = �FRAMEN � + 1 (3.12)9. pulse height(s): The pulse height channel column varies in size depending on the dataextraction mode; however all modes share some common bases. The pulse height(s)are stored in a vector (a vector of 1 is still a vector). The �rst element of the vector is



ACIS Calibration Report - January 15, 1999 33always the bias corrected pulse height of the local maximum. The other pixel values(if present) are arranged in a speci�c order as detailed below.10. NODE: Simply the CCD output node from which the data were extracted, 0 through3.The number of pixels, in the vicinity of a local maximum, which are processed to extractinformation about the X-ray events varies. The di�erent formats are described below.3.2.3.1.1 Standard 3x3 Standard event processing is based on 3x3 pixel neighborhoodevent detection and extraction. A local maximum is speci�cally de�ned as any pixel, p0,that meets the following comparison rules.p0 > p6 p0 > p7 p0 > p8p0 � p4 p0 �threshold p0 > p5p0 � p1 p0 � p2 p0 � p3where the pixels are in READX and READY coordinates. Any event that meets the abovecomparison rules is written into the event list as a 9 pixel vector with the pixels arrangedfrom p0 to p8 as illustrated above.In the ACIS-2C processing, events are ignored if they occur at quadrant boundaries(i.e., the pixel which forms the local maximum signal value falls on the boundaries betweenregions read by a single output node). Therefore there will always be a 2 pixel gap in imageswhere nodes meet (one pixel on each side of the node). Events are also not detected atthe edges of windows or full-frames. Note that in the ight instrument events are recordedas recognized events, even if the local maximum pixel falls on a quadrant boundary (butno e�ort is made to adjust for di�erential gain between output nodes; the e�ect of gaindi�erences should only be modest changes in the event grade distributions).3.2.3.1.2 BI{(5x5) island Due to the poor CTE of the backside CCD in ACIS-2C,an extended pixel island is being extracted from the raw data. Events are still detectedon a 3x3 pixel island using the rules described above; however, an extra pixel is extractedfrom all sides to perhaps aid in the analysis. Events are written to the event list as a 25pulse height vector in the order illustrated below:p20 p21 p22 p23 p24p18 p6 p7 p8 p19p16 p4 p0 p5 p17p14 p1 p2 p3 p15p9 p10 p11 p12 p13



ACIS Calibration Report - January 15, 1999 34This was done so that software that was written to only look for 3x3 pixel islands canstill get that information without any change to the code.Events are still not recorded if they occur at the frame and node boundaries; however,the spacing is now bigger. There is now a two pixel boundary around each quadrant,leading to a four pixel gap in images at quadrant boundaries.3.2.3.2 Continuous ClockingIn continuous clocking mode, events are de�ned to lie in a single row. Therefore the eventsextracted and written to the event list have the following structure:p0 � p1 p0 �threshold p0 > p2In continuous clocking mode, the CHIPY position is always equal to 1 and LABY is setat 512. Events are still not detected at quadrant boundaries (1 pixel on each side of node);however, they are detected at the top and bottom row of the frame.3.2.3.3 Integration ModeIn integration mode, the source ux is intentionally increased to the point where multiplephotons are hitting the CCD during a single integration time. The charge from the photonsaccumulates (integrates) in each pixel. This mode can be used to quickly determine centroidlocations, but is not applicable for spectral measurements where we need to know the energyof every single photon. (Note that this mode works in the same way as CCDs in the opticalregime.)The problem with this mode is that normal event detection fails. There is typically nolocal maximum except at the very center of the image, so all the photons on the gradientleading up to the peak would be lost. A di�erent way of extracting data is therefore needed.Integration mode data are extracted in two ways: event list and postage stamps. Thetwo methods were chosen to satisfy di�ering requirements of the ACIS team and the ASC.Both methods have advantages and disadvantages which will be discussed below.3.2.3.3.1 Event List The integration mode event list is very similar to the photoncounting event list as far as the FITS format goes; however the criteria of what an eventlist is has changed. In integration mode, any pixel in the bias subtracted image that isabove some user set threshold is output to the event list. This is simply a way to encodethe images as an event list. The di�erences in the event list are� Long integer. The pulse height column is a single long integer, instead of multipleshort integers. This is to accommodate the ACIS-2C electronics that read data outin the range from 0-65535. Any pixel that has a value of 65535 was pinned at theA/D converter limit and should be rejected.



ACIS Calibration Report - January 15, 1999 35� Extra \Grade" column. To make this data format compatible with ASCDS (ASCData Systems) software, an extra column was added to the event list. This is simplya column of 0's . . . as in integration mode, the event list is treated as events withight grades assigned.The advantage of this format is that every frame is recorded individually, resultingin a much �ner time scale. The disadvantage is that this is a di�cult format tounderstand ... basically we are simply changing an image into an event list.3.2.3.3.2 Postage Stamps In Staggered Frame mode, there are multiple windowscontaining data in a single raw FITS �le. This information has to be transferred to theAQLC e�ciently. Instead of sending the entire FITS �le, a postage stamp is extractedfrom each raw FITS �le for the AQLC to use. Only 1 postage stamp is extracted for eachraw FITS �le regardless of the number of windows that �le may contain. The following isa summary of the steps involved in creating the postage stamp �les:1. Read in average bias and convert to long integer. Saturated pixels are converted toNaN's2. Read in raw FITS image and convert to long integer. Saturated pixels are convertedto NaN's3. Subtract bias from raw image and do over-clock correction as in photon countingevent list.4. Sum all the windows together.5. Apply gain corrections for each node (convert to real numbers).6. Extract a region about the user input centroid (program can determine/adjust cen-troid if desired).7. Write out a FITS postage stamp image.8. At end, write out a total postage stamp image from all the data.The advantage is that these images give a quick turn around on the quality of the dataand are good for computing centroids. The disadvantage is that the time scale for eachimage is the total time of the raw FITS image (about 6sec), and if the user selects toosmall a postage stamp to extract, useful data may be lost.3.2.3.4 Overclock status �leThe overclock correction value and the overclock noise value (standard deviation of biascorrected overclock pixels) are written to an ASCII �le. These can be useful to diagnosethe electronics to see if there were signi�cant jumps during any of the runs.



ACIS Calibration Report - January 15, 1999 363.2.3.5 Housekeeping �leThe housekeeping �le contains information about the electronic voltage and current set-tings. It is not of interest to the general user.



Chapter 4CCD Detector Calibration andModelling
4.1 Basic CCDModel Components and MeasurementStrategyThe fundamental strategy for calibration of the ACIS instrument is to make measurementswhich constrain free parameters of mathematical models of the system. This approach wasfollowed in calibration of the CCD detectors themselves, and the reader must thereforeunderstand the detector models in order to understand the detector calibration.In this section we describe some principles of X-ray CCD detector operation and describethe parameters of the (simpli�ed) CCD model which we have �t to the data. In section4.2, we present an overview of the measurements made to constrain those parameters.4.1.1 A Brief Description of ACIS CCDsThe ACIS focal plane contains ten MIT Lincoln Laboratory CCID17 charge-coupled detec-tors. The CCID17 (Burke et al., 1997) is a three-phase, frame transfer imager with 1026rows of 1024 columns in each of the imaging and framestore areas. The 2 rows nearest theframestore section are ignored by the ACIS digital electronics. The pixels in the imagingarea are 24 microns square. Each device is served by four output nodes which are (usually)operated in parallel. The architecture is illustrated in Figure 4.1.ACIS ight detectors are fabricated of high-resistivity silicon (� > 6500
-cm) to max-imize depletion depth and, therefore, high-energy X-ray detection e�ciency. The devicesare three-side-abuttable to minimize inter-chip gaps in the ight focal plane. Flight CCDshave been fabricated in both front-illuminated and back-illuminated con�gurations. Othercharacteristics of the detectors are listed in Table 4.1.37
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Figure 4.1: Layout of the ACIS CCID17 detector, showing framestore architecture and fouroutput nodes. Ten such devices comprise the ACIS focal plane.Parameter ValueArchitecture 3-phase, frame-transfer, 3-side-abuttableFormat 1024 columns by 1026 rows, image array2x 512 columns by 1026 rows, framestorePixel Size 24 x 24 �m, image array21(H) x 13.5(V), �m, framestoreOutput Nodes 4Readout Rate 100 kpix s�1 at each of output four nodes400 kpix s�1 total per CCDOperating Temperature -120C (nominal)Readout Noise:CCD < 2e� RMS, typicalSystem 2 - 3 e� RMSCharge Transfer Ine�ciency:(Low-illumination, 5.9 keV)FI Devices < 3� 10�6 per pixel transferBI Devices < 1� 3� 10�5 per pixel transferMean Dark Current (-120C) < 5� 10�2e�s�1 pixel�1Table 4.1: Some Characteristics of the ACIS CCD (MIT Lincoln Laboratory CCID17)4.1.2 X-ray CCD Detection E�ciency: Processes, Models andParametersA cross-section of a generic, front-illuminated CCD is shown in Figure 4.2. In this �gure,X-rays incident from the top must pass through a number of \dead" layers which make up



ACIS Calibration Report - January 15, 1999 39the gate structure before entering the photosensitive volume of the device. The functionof the gate structure is to allow charge collected in the device to be moved (transferred)from the vicinity of the photon interaction site to an output ampli�er which converts thecharge to a measurable electrical signal. The direction of charge transfer is indicated inthe �gure. The gate structure consists of overlapping strips of highly-doped, conductivepolysilicon, interlarded with insulating silicon dioxide, and undergirded by relatively thin,uniform insulating layers of silicon nitride and silicon dioxide. Although the gate structureis not completely insensitive to X-rays, (see section 4.14 below) for present purposes weassume it to be so.
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Figure 4.2: Cross-section through a front-illuminated CCD. X-rays are incident from thetop. The gate structure poses a deadlayer; only the depletion region region is usefullyphotosenstive. Calibration data must constrain the physical dimensions of these and otherregions shown in the �gure.A section of the CCD in a plane orthogonal to that shown in �gure 4.2, would reveal aset of structures called the channel stops. (The channel stops are illustrated and discussedin great detail in section 4.5 below). The channel stops function to isolate adjacent CCDcolumns from one another, and present additional dead and partially dead layers whicha�ect CCD detection e�ciency.Back-illuminated CCDs di�er from front-illuminated devices in two crucial ways. First,



ACIS Calibration Report - January 15, 1999 40back-illuminated devices are thinned; essentially all of the material shown \below" thedepletion region in Figure 4.2 is removed during device fabrication. In fact, to ensure asu�ciently strong electric �eld at the back surface, some of the putative depletion regionis removed during the thinning. Therefore, a back-illuminated device is thinner than thedepleted region of a front-illuminated device. Second, the device is mounted so that theX-rays are incident from the bottom in Figure 4.2. As a result, the gate structure doesnot function as a deadlayer in a back-illuminated device. A very thin deadlayer of silicondioxide (of order � 500 Angstroms thick) does exist on the back (illuminated) surface ofthe back-illuminated devices.The total thickness of the gate structure is of order 0.5 microns. Deadlayers associatedwith the channel stops are somewhat thicker, but cover a relatively small fraction of thedevice (see section 4.5, below). In any event, the deadlayer thicknessses (rather than,say, electronic noise) largely determines the low-energy limit of the response of the front-illuminated CCD. By construction the gate structures and channel stops are not deadlayersfor the back-illuminated CCD, and the \low-energy limit" of these devices is much lowerthan that of the front-illuminated detectors.X-rays penetrating the gate structure may be absorbed photoelectrically by the siliconbelow. If the X-ray is absorbed, the resulting primary photoelectron produces secondaryionization within a volume which is very small compared to the scale of 1 CCD pixel(generally much less than 1 micron in radius for X-rays in the 0.1- 10 keV bandpass ofinterest). Auger relaxation of the absorbing silicon atom will also contribute to the chargeproduced. The volume immediately below the gates (for the �rst 60 - 75 �m) is depletedof free charge carriers. The residual negative �xed charge provided by the ionized acceptorimpurities (the substrate is very lightly doped p-type), together with the charge induced onthe gates when they are biased, produces a relatively strong electric �eld in the depletionregion. This �eld sweeps photo-liberated electrons up to the charge transfer channel veryrapidly (on timescales of nsec or less). Once in the transfer channel, the charge may betransferred to the CCD output node by application of proper voltage waveforms to thevarious gates, and then measured.The depletion region of a typical front-illuminated ACIS ight device is between 65and 75 microns thick; the back-illuminated devices have photosensitive volumes which are30 to 40 microns thick. These thicknesses essentially determine the high-energy detectione�ciency limit.In simplest terms, then, the CCD detection e�ciency is the probability than an incidentX-ray will interact (photoelectrically) in the depletion region, rather than being absorbedin the gate structure or passing entirely through the depletion region without interaction.This is in principle a straightforward problem requring that one �nd the spatially averagedtransmission of the gate structure, and the transmission of the (assumed uniformly thick)depletion region as functions of incident X-ray energy. If the relevant mass absorptioncoe�cients are known, (except near edges, where, as discussed in section 4.6.4, below, wehave measured the mass absorbtion coe�cients, we adopt the values published by Henke



ACIS Calibration Report - January 15, 1999 41in 1993) the problem reduces to one of determining dimensions.In practice, even this simple model is rather more complex than the one we have �tto the data. Speci�cally, all analysis presented in this report will assume that each gatestructure layer is uniform along the charge transfer direction shown in Figure 4.2, andpiecewise uniform in the direction normal to the page of the �gure. The quantum e�ciencymodel then has only the seven gate structure parameters listed in Table 4.2; the thicknessof the depletion region is the eighth and �nal model parameter.Parameter/Description Typical Value(�m)Pixel Width 24.0Silicon Gate Thickness 0.25 - 0.30SiO2 Insulator Thickness 0.20 - 0.35Si3N4 Insulator Thickness 0.02 - 0.04Channel Stop Width 4.1Channel Stop Silicon Implant Thickness 0.35Channel Stop SiO2 Thickness 0.45Table 4.2: Parameters for \Slab and Stop" Model of CCD Gate StructureWhile this model oversimpli�es the three-dimensional gate structure, it is worth notingthat it is exactly correct to �rst order in the gate structure optical depth. Thus it is leastaccurate at energies where the gate optical depth is large (e.g., at energies immediatelyabove those of the K absorption edges of oxygen and, to a lesser extent, of nitrogen andsilicon). Our detection e�ciency model also neglects the inuence of charge collectione�ciency (described below) on detection e�ciency; fortunately, we have found that byjudicious choice of event selection criteria, that the latter e�ects are independent of energy.We discuss this point further in the following paragraphs. Finally, it is worth stressingthat the depletion approximation is just that; in adopting this approximation by �ttingfor the \depletion depth" parameter (see section 4.6.2), we have ignored the fact thatthe electric �eld does not drop linearly to zero in the substrate. The remarkable accuracyof this approximation is a consequence of the fact that the depletion region is quite largecompared to the amount the initial charge cloud diameter changes over the energy band.Although to date we have used only the simpli�ed detection e�ciency model described inthis section to predict ACIS detector quantum e�ciency, we have developed a more detailedmodel for use in future analysis. This model is described in some detail in section 4.14.We must rely on the sub-pixel structure measurements described in section 4.5, togetherwith (destructive) electron micrographs of sibling devices produced by Lincoln Laboratory,



ACIS Calibration Report - January 15, 1999 42to estimate typical values for some of the parameters (gate overlaps, phase-to-phase gatethickness variations, and channel stop dimensions) of the detailed gate structure model.4.1.3 Spectral Redistribution: Processes, Models and Parame-tersA spectral redistribution function describes the probability of an instrument response ineach pulse-height channel to photons of any particular energy. In this section we discussthe spectral redistribution function and its models.To guide this discussion, a typical spectral redistribution function for a front-illuminatedCCD (the response of a ight-like detector to a radioactive 55Fe source) is shown in Figure4.3. The main components of the redistribution function are indicated: in addition to thetwo primary photopeaks at 5.9 and 6.4 keV (from the K� and K� lines of the manganesedaughter of the radioactive decay), one sees Si-K escape and ourescence peaks, an assy-metrical shoulder on the low-energy side of the photopeaks, a low-energy continuum, andan upturn (tail) at very low energies. (The Manganese L lines from the source are alsovisible). The o�-nominal features (everything except the primary photopeaks) togethercontribute about 2% of the integrated area under the response function at this energy. Thetask of modelling the spectral response function is to predict this curve in su�cient detailto meet AXAF calibration requirements.We divide our discussion into three parts: the energy scale (or \gain"); the spectralresolution (essentially the width of the photopeak); and the o�-nominal features (everythingelse).Consider �rst the �rst moment of the spectral redistribution function, that is, thevariation of the mean response (essentially the centroid of the primary photopeak) withincident energy. To high accuracy, the output of an ACIS front-illuminated detector (andits associated detector electronics) is a highly linear function of the charge generated inthe detector. In the absence of pileup, the photon induced charge is, in turn, a highlylinear function of the input photon energy. This linear relationship between input energyand the output pulseheight is sometimes referred to as the energy scale or \gain" relation.While the linearity of the energy scale rests on the well-understood physics discussed brieybelow, (not to mention nearly-ideal detectors and meticulous electrical engineering), theprogram of the energy scale calibration is the empirical one of determining the slope andintercept of this relationship for each of the forty CCD output nodes as a function of focalplane and detector electronics temperatures. Results of this determination are presentedin sections 4.3.1 and 4.9.2. It is worth noting, that, as is shown in section 4.3.1, theback-illuminated detectors exhibit signi�cant non-linearity that we have not yet modelledin physical terms.The second moment of the redistribution function (the detector's \spectral resolution",as measured by the width of the photopeak) is, in the case of front-illuminated detectors,
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Figure 4.3: Principal components of the CCD spectral response function. The (asymmetric)primary photopeaks, silicon K-escape and uorescence features, and the extended low-energy tail are indicated. Note that the upturn in the tail at very low energies (E< 400eV) is not due to electronic noise, but is a characteristic of the detector itself. Note thatthe ordinate is logarithmic.equally amenable to simple modelling. In the mean, the quantity of charge liberated by anX-ray interacting in the CCD is proportional to the energy of the incident X-ray:Ne = Ew (4.1)where Ne is the number electrons liberated, E is the photon energy and w � 3:7eV=e�,the mean ionization energy per electron-hole pair, is a function of the temperature of thesilicon.The two most important factors a�ecting the spectral resolution of the CCD are readoutnoise and the stochastic nature of the ionization process. The readout noise characterizesthe accuracy with which one can measure the quantity of charge deposited in any givenpixel. For ACIS detectors, the readout noise is found to be a normally distributed, zeromean random deviate (see, e.g., (Pivovaro� et al., 1996)) of standard deviation �r � 2-3



ACIS Calibration Report - January 15, 1999 44electrons, RMS, per read. The variance �2N on the charge liberated Ne, is�2N = F �Ne = F � Ew (4.2)where F , the Fano factor, has the value F = 0:135, and is characteristic of crystallinesilicon. Using the room-temperature measurement of (Scholze et al., 1996), viz., w =3:64� 0:03eV=e� and the temperature dependence reported by (Canali et al., 1972), who�nd that w increases linearly with temperature between 77K to 300 K, and we expect thatw = 3:71eV=e� at the CCD operating temperature of T = 153K.The e�ect of these two processes alone, then, is that the primary photopeak producedin response to a beam of monochromatic incident photons of energy E will be a Gaussiandistribution with mean proportional to E and standard deviation, expressed on the inputenergy scale, given by �E = q(w�r)2 + (F � w � E) (4.3)The form of equation 4.3 is an accurate model of the spectral resolution of front-illuminated ACIS detectors, as is shown in section 4.3.1. This accuracy is the moreremarkable in light of the fact that equation 4.3 neglects the summation of multiple pixelsto compute the event amplitude (see below). The insensitivity of the spectral resolution tomulti-pixel summation arises because the readout noise �r is low enough, and the depletiondepth large enough, that �2N � �2r at all energies where a signi�cant fraction of events mustbe summed. Note also that equation 4.3 implies that the the spectral resolution can becomputed from i) a measurement of the readout noise and ii) knowledge of w and F . Asdiscussed in section 4.3.1, the best �t model parameters di�er signi�cantly from the val-ues expected on this basis. Finally, the resolution of the back-illuminated devices deviatesconsiderably from the predictions of equation 4.3. This deviation has yet to be modelledin detail.As Figure 4.3 shows, a number of processes complicate the CCD spectral redistributionfunction. In addition to the K-escape and uorescence phenomena common to all pho-toelectric X-ray detectors, the CCD response function is inuenced by incomplete chargecollection and, to a more limited extent, by photoelectric interactions in the gates andchannel stops.The amplitude of the K-escape peak may be modelled reasonably accurately throughstraightforward simulation of photon transport in the detector. With somewhat less accu-racy, the (lower ) amplitude of the silicon ourescence line can also be modelled; see section4.3.2, below. The locations and widths of these peaks are also modelled in the obvious way.In practice, then our model of the portion of the spectral redistribution function dis-cussed to this point consists of a sum, for each incident energy, of a set of Gaussian dis-tributions of �xed relative centroid locations, with absolute locations, relative amplitudesand widths constrained by �ts to measurements. Together, these components account forall but about 1% of the spectral redistribution function for the front-illuminated devices.



ACIS Calibration Report - January 15, 1999 45Finally, we come to the remaining o�-nominal features: the shoulder, low-energy con-tinuum and low-energy tail. The physical origin of these features is believed to be well-understood, but their amplitude is not easily desribed analytically.In spite of the relatively small volume occupied by initial the photoelectric charge cloud,there is a non-zero probability that charge can be shared among multiple pixels, becauseevents can occur near pixel boundaries. Although the event amplitude computation algo-rithm sums together pixels in which sign�cant charge is detected, a pixel is only included inthe sum if it exceeds a so-called split-event threshold, typically set at 15 electrons (equiv-alent to about 55 eV). The split-event threshold excludes empty (but noisy) pixels fromthe event amplitude summation, but has the undesirable consequence of excluding somebona�de photo-ionization from the sum. As a result, the spectral redistribution functioncan contain a low-energy shoulder.Moreover, some charge from events which interact below the depletion region (in front-illuminated devices) will di�use to the back of the device and will never be collected in thecharge transfer channel. Events of this sort can generally be identi�ed because the chargethat is collected must di�use large distances, and hence can occupy several pixels (morethan 3). Charge can also be lost when photons interact in the channel stops and gatestructure. These processes produce a \low-energy continuum" tail on the spectral responsefunction. A more detailed account of this model, developed at MIT by Prigozhin et al.(1998), is given in section 4.3.2.4.1.4 De-coupling Detection E�ciency and Spectral Resolutionby Choice of Event Selection CriteriaThe charge di�usion and charge loss processes just described also a�ect the e�ective detec-tion e�ciency of the CCD. This coupling operates mainly by way of the \event-shape-based"event selection criteria which, as discussed above, are used to reject events for which chargecollection is so poor that the event amplitude is a poor measure of the incident photonenergy. If each and every event rejected on grounds of shape resulted from interactionsoutside the depletion region, then the e�ect of the selection criteria could be modelled in astraightforward \geometrical" way. In fact, the selection criteria are not perfectly e�cient;they accept a fraction of events occuring outside the depletion region, and reject a fractionof events occuring in the depletion region.While the ultimate CCD model will predict this coupling by accurate simulation of thedetails of the charge di�usion process, for present purposes we have attempted to avoid theproblem by choosing event selection criteria that minimize the inuence of charge collectione�ects on detection e�ciency. Speci�cally, we elect to compute the response of the CCDfor ASCA event grades 0, 2, 3, 4 and 6, with a split event threshold of 15 electrons.(This criterion accepts all 1- and 2-pixel events, as well as \L-shaped" 3-pixel events andsquare or \Quad-shaped" 4-pixel events. More precisely, our standard grade selection



ACIS Calibration Report - January 15, 1999 46criterion accepts events in accordance with the following ACIS grade map: 0x1d05 0x00470x0004 0x0047 0x1133 0x0003 0x1100 0x0000 0x1d04 0x0000 0x0004 0x0000 0x0000 0x00030x0000 0x0000. Readers without decoder rings may see the ACIS Software RequirementsSpeci�cation for an interpretation.This criterion also turns out to produce a response function which is relatively insensitiveto the precise value of the split-event threshold.In principle, the event selection criteria we've adopted represent the high-detection e�-ciency extreme of detection e�ciency-vs.-spectral resolution tradeo�. However, in practice,the readout noise of the ACIS detectors is so low, and the depletion depth so large, that, atleast for front-illumianted detectors, there is little sacri�ce in spectral resolution entailedby this choice. As is discussed elsewhere in this report, the situation is not so clear for theback-illuminated detectors.4.2 Overview of Detector Calibration MeasurementsAs has been indicated in the introduction to this report, the calibration of the ACISinstrument has been performed at several levels. Figure 4.4 provides a summary of thevarious calibration stages.
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Figure 4.4: ACIS ground calibration ow.In nearly every stage of this process, data were obtained that constrain the response



ACIS Calibration Report - January 15, 1999 47of the CCDs themselves. Moreover, a number of ancillary measurements, not shown inFigure 4.4, were made to address particular calibration issues. These include measurementof X-ray Absorption Fine Structure near the relevant edges in the detector response, mea-surement of structure within a single CCD pixel, and measurement of pileup e�ects for avariety of source spectral and spatial distributions. At this writing, not all of these datahave been analyzed.Here we summarize the objectives and some salient characteristics of each type of mea-surement that bears directly on CCD performance calibration. It is intended that thissummary serve as a guide to the analysis presented in the remainder of this chapter, aswell as an indication of what additional data remain to be analyzed.Speci�cally, spectral response function measurements are discussed in section 4.3, andpileup e�ects and sub-pixel structure are considered in sections 4.4 and 4.5, respectively.Absolute quantum e�ciency measurements are described in section 4.6, while comparisonof the ight detectors to absolutely calibrated standards is discussed in section 4.7.It should be noted that the con�dence we may ultimately place in the ACIS calibra-tion will depend critically on the extent to which the elements of this large, overlappingmeasurement set can be compared, one to another. The power of this intercomparisonis illustrated, for example, in section 4.7.3, which compares relative detection e�ciencymeasurements made at MIT subassembly calibration with those made using the integratedinstrument at XRCF. It is clear at present, that much work remains to be done if we areto achieve a calibration that is as accurate as this vast data set allows.ACIS Detector Response Function Measurements are summarized by objective in Ta-ble 4.3.4.3 Energy Scale and Spectral Redistribution Func-tion4.3.1 Energy Scale and Spectral Resolution4.3.1.1 PurposeThe purpose of this section is to present the correct response from incident X-ray energyto detected pulse height for the ACIS ight instrument. Also presented is the spectralresolution of the ACIS ight devices.4.3.1.2 MeasurementsThe XRCF energy scale and spectral resolution results presented here have been based onphase I telemetry data. XRCF phase I was performed with the ACIS ight instrument, butwithout the High Resolution Mirror Assembly or the gratings. The full ACIS focal planewas illuminated with X-rays from either the Electron-Impact Point Source or the Double



ACIS Calibration Report - January 15, 1999 48Measurement Site Spectral Spatial Energies Flight Analysis RemarksObjective Contenty Distrib. (keV) Devices? StatusSpectral MIT Mon. Di�use 0.2-1.5(cont) yes TBD HIREFS,IFMResponse QM. Di�use 0.5 - 9.9 yes Done(15 energies)PTB/ Mono. Di�use 0.2-1.5 no Done SX-700BESSY grating mon.Mono. Di�use 1.5-6 no Done KMC 2-crys.mono.XRCF(I) Mon.,QM. Di�use 0.3 - 8.1 yes In prog. 4.3(7 energies)Detection PTB/ Continuum Di�use 0.2 -4 no Done sec. 4.6.1E�ciency BESSY Undisp. S. R. 0.2-12 no Done WLS; 4.6.1(Primary Std.) Mono. Di�use 0.2-1.5 no Done SX-700; FI and BIDetection MIT QM Di�use 0.2-8.0 yes Done 2 � 106E�ciency (8 energies) phot/energy(Secondary. Std.) sec 4.7.2XRCF(F,G) QM,Mon. HRMA 0.3 - 10 no In Prog. ACIS 2CXRCF(H) QM,Mon. HRMA 0.3 - 8 yes In Prog. Flight Instr.XRCF(I) QM,Mon. Di�use 0.3 - 8.0 yes In Prog. Flight Instr.sec. 4.7.3XAFS ALS,UW/SRC Mon. Di�use N-K,O-K,Si-L,K no Done Thin FilmsPTB/BESSY sec. 4.6.4Sub-pixel MIT QM Mesh(4�m) 0.5 -2 no In Prog. sec. 4.5Structure/ XRCF(F) QM,Mon. HRMA 0.3 - 8 no In Prog. ACIS 2CSpatial Lin. XRCF(H) QM,Mon. HRMA 0.3 - 8 yes In Prog. Flight Instr.Pileup/ MIT QM Di�use 0.2-8.0 no In Prog. sec. 4.4Count Rate PTB/BY Cont. S.R. Di�use 0.2 -4 no In Prog. sec. 4.4Linearity XRCF(F,G) QM,Mon. HRMA 0.3 - 10 no In Prog. ACIS 2CXRCF(H) QM,Mon. HRMA 0.3 - 8 yes In Prog. Flight Instr.y: Mon.: monochromatic; E�E > 100;.QM: quasi-monochromatic (electron-impact or photon-uor.;S.R: Synchrotron RadiationTable 4.3: ACIS CCD Response Function Measurement SummaryCrystal Monochromator. During XRCF phase I, the detector electronics temperature was13� C and the focal plane temperature was �110� C.ACIS was run in the full frame timed exposure mode, with a 3.34 second exposure time.During most science runs, six of the CCDs were read out simultaneously. A single sciencerun included a number of TRW IDs, and in a few cases multiple energies as well. Subarraysof various sizes were used to avoid telemetry saturation. Table 4.4 describes each of thescience runs used in this section.4.3.1.3 Data ProcessingThe ACIS FEP processing mode was timed exposure faint 3x3 with an event threshold of38 ADU for the front illuminated devices and 20 ADU for the back illuminated devices.



ACIS Calibration Report - January 15, 1999 49Science Run Source Energy FI Window BI Window CCDs TRW IDseV Rows Rows69 EIPS O-K 525 500 156 s0 s2 s4-570 EIPS O-K 525 250 78 s0-5 I-IAS-EA-2.001 - 2.00671 EIPS O-K 525 250 78 i0-3 s2-3 I-IAI-EA-1.001 - 1.00472 EIPS Si-K 1740 56 50 s0 s2 s4-5 I-IAS-EA-2.013 - 2.01875 EIPS Si-K 1740 56 50 i0-3 s2 I-IAI-EA-1.009 - 1.01277 EIPS Fe-K 6399 46 46 i0-3 s378 EIPS Fe-K 6399 46 46 i0-1 i3 s3 I-IAI-EA-1.025 - 1.02883 EIPS Fe-K 6399 46 46 i0-2 s2-3 I-IAI-EA-1.02884 EIPS Fe-K 6399 46 46 s0-5 I-IAS-EA-2.037 - 2.04291 EIPS Cu-K 8040 30 30 i0-3 s2-3 I-BND-BU-2.00492 EIPS Cu-K 8040 20 30 i0-3 s2-3 I-IAI-EA-1.029 - 1.03293 EIPS Cu-K 8040 20 30 s0-5 I-IAS-EA-2.043 - 2.04896 EIPS C-K 277 1024 512 s0-5 I-BND-BU-2.03797 EIPS C-K 277 512 1024 s0-5 I-IAS-EA-2.049 - 2.050100 EIPS Ti-K 4509 28 24 s0-5 I-IAS-EA-2.032, 2.034104 EIPS Ti-K 4509 28 24 i0-3 s2-3 I-IAI-EA-1.024111 EIPS Al-K 1487 24 20 s0-5 I-IAS-EA-2.029 - 2.031112 EIPS Al-K 1487 24 20 i0-3 s2-3 I-IAI-EA-1.017 - 1.020114 EIPS Si-K 1740 28 26 i0-3 s2 I-IAI-EA-5.003 - 5.004115 EIPS O-K 525 250 78 i0-3 s2-3 I-IAI-EA-5.001 - 5.002116 EIPS O-K 525 250 78 s0-5 I-IAS-EA-2.101 - 2.106117 EIPS O-K 525 250 78 i0-3 s2-3 I-IAI-EA-1.101 - 1.104120 EIPS Ti-K 4509 28 24 s0-5 I-IAS-EA-2.131 - 2.132, 2.134122 EIPS Ti-K 4509 28 24 s0-5 I-IAS-EA-2.133, 2.135 - 2.136123 EIPS Ti-K 4509 28 24 i0-3 s2-3 I-IAI-EA-1.121 - 1.124128 DCM 1380 1024 1024 i3 s1 s3 I-IAI-EA-1.204 - 1.206131 DCM 1770 512 512 i3 s1 s3 I-IAI-EA-1.213 - 1.215132 DCM 4500 1024 1024 i3 s1 s3 I-IAI-EA-1.222 - 1.224149 DCM 2035 1024 1024 i0-3 s2-3 I-IAI-EA-1.225Table 4.4: XRCF Phase I ACIS Science Run DescriptionsThe split threshold was 13 ADU for all measurements.The ACIS BEP processing mode was timed exposure Faint mode with a window �lter.The size of the windows varied depending on the ux rate, from as tiny as 20 rows to asmany as the full 1024. In all cases, the windowing was split into two strips, one towardthe top of the CCD and one toward the bottom of the CCD. Because of the di�erences inthe quantum e�ciency of the front illuminated devices from the back illuminated devices,di�erent window sizes were used for the front illuminated and back illuminated devices.The window sizes used in each data set are listed in Table 4.4.The ight software telemetry packets were converted to FITS format average bias �lesand ERV format event lists using PSCI (for a description of the formats and the PSCIprogram see http://acis.mit.edu/ttools/psci.html).The average bias and the ERV format event lists were combined and converted to ARVformat event lists using an IDL script. The IDL script subtracted the delta overclock valueand the average bias values for each pixel of each event.Each ARV format event list was then summarized using an IDL script. This IDL script�t a gaussian to the main peak of the spectrum. Only events in ACIS grade bit map 0x1d050x0047 0x0004 0x0047 0x1133 0x0003 0x1100 0x0000 0x1d04 0x0000 0x0004 0x0000 0x00000x0003 0x0000 0x0000 (ASCA grades 02346) were considered. Using the �t parameters,the position of the peak, full width half max of the peak (de�ned to be 2.35 times the �ttedsigma), and total number of counts under the peak are determined. The number of counts



ACIS Calibration Report - January 15, 1999 50under the peak is taken to be p2��Nmax, where Nmax is the number of counts in the peakchannel. The IDL script computes the ux in counts per centimeter squared per secondassuming a frame time of 3.34 seconds and an input window size. All of these values arewritten to a text format �le.Finally, the text format summary �les are read by another IDL script which uses thepeak location and peak width values at each energy to tabulate and plot the linear energyscale and spectral resolution values. This script also applies a pileup correction and the�lter e�ciency to the counts under the peak. See Section 4.4 for a description of pileup.4.3.1.4 ResultsThe slope, intercept, and RMS deviation of a linear �t of the energy scale of the ACIS ightdevices are listed in Table 4.5. Pulse height as a function of energy is �t to the relationPH(ADU) = Slope� Energy(eV ) + Intercept.CCD Quadrant A Quadrant B Quadrant C Quadrant DSlope Intercept RMS Slope Intercept RMS Slope Intercept RMS Slope Intercept RMSADU/eV ADU eV ADU/eV ADU eV ADU/ev ADU eV ADU/eV ADU eVi0 0.2636 0.81 3.75 0.2573 0.65 4.03 0.2662 0.77 3.52 0.2582 0.60 4.06i1 0.2622 0.38 3.50 0.2559 -0.09 3.97 0.2596 0.36 4.34 0.2616 0.07 3.80i2 0.2731 -0.98 3.10 0.2839 -1.07 3.35 0.2825 0.07 3.59 0.2745 0.43 3.67i3 0.2582 1.19 4.68 0.2588 1.25 4.65 0.2542 1.25 4.51 0.2592 1.09 4.55s0 0.2725 -0.12 4.69 0.2677 -0.54 3.35 0.2574 0.13 4.02 0.2565 -0.34 3.40s1 0.2359 -22.00 14.80 0.2182 -27.07 22.37 0.2234 -24.86 20.23 0.2297 -25.33 18.84s2 0.2602 0.03 3.75 0.2715 0.15 5.27 0.2640 -0.51 4.25 0.2692 -0.54 6.33s3 0.2262 -17.33 11.16 0.2158 -19.88 13.99 0.2186 -19.65 13.18 0.2273 -22.80 13.66s4 0.2328 -1.09 3.80 0.2272 -0.58 6.16 0.2301 -0.72 5.76 0.2391 -0.96 4.55s5 0.2534 -0.16 3.09 0.2576 -0.13 3.18 0.2601 0.18 2.70 0.2114 0.46 4.32Table 4.5: Energy Scale for ACIS Flight DevicesThe residual errors from the linear energy scale �t for the front illuminated devicesare shown in Figure 4.5. The residual errors from the linear energy scale �t for the backilluminated devices are shown in Figure 4.6. Note that Figure 4.5 and Figure 4.6 are ondi�erent vertical scales. Random errors for the line center locations are much less than 1eV.The FWHM for the ACIS ight devices is shown in Figure 4.7. In Figure 4.7 the pointsfor the front illuminated devices are the average of the four quadrants, while the pointsfor the back illuminated devices show each quadrant separately. The values for the frontilluminated devices are listed in Table 4.6. The values for the back illuminated devices arelisted in Table 4.7. The "NA" indicates that a data point is not available. The 277 eVmeasurement was made only for the S-array. Many of the DCM energies were taken withonly i3, s1 and s3 on. One of the DCM sets was taken with only the I-array.The spectral resolution as a function of energy for the front illuminated devices is shown
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Figure 4.5: Linear Energy Scale Residuals for the Front Illuminated DevicesEnergy 277 525 1380 1487 1740 1770 2035 4500 4509 6399 8040Source C-K O-K DCM Al-K Si-K DCM DCM DCM Ti-K Fe-K Cu-Ki0 NA 50.8 NA 73.7 83.7 NA 81.8 NA 120.4 145.9 169.5i1 NA 50.9 NA 73.3 83.1 NA 80.7 NA 119.9 145.1 169.7i2 NA 53.7 NA 77.8 89.4 NA 85.6 NA 128.7 155.2 179.1i3 NA 49.6 67.0 71.8 81.8 77.4 79.7 114.5 118.6 144.0 168.2s0 45.8 54.9 NA 77.3 86.7 NA NA NA 123.5 149.8 175.7s2 39.6 52.0 NA 74.6 84.6 NA 82.7 NA 122.6 149.0 172.2s4 37.3 49.8 NA 69.5 78.9 NA NA NA 111.3 134.9 159.9s5 38.8 48.4 NA 69.2 79.3 NA NA NA 113.3 137.3 161.4Table 4.6: Average FWHM (eV) for Front Illuminated Devicesas a solid line in Figure 4.7 and is described byFWHM(E) = q(FWHM0)2 + 2:352Fano� w � E (4.4)Note that here we treat FWHM0 as an empirical parameter. In the simplest model for
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Figure 4.6: Linear Energy Scale Residuals for the Back Illuminated DevicesEnergy 277 525 1380 1487 1740 2035 4500 4509 6399 8040Source C-K O-K DCM Al-K DCM DCM DCM Ti-K Fe-K Cu-Ks1 A 92.8 139.6 143.8 150.3 154.0 NA 205.9 209.0 232.8 242.1B 82.6 128.6 135.9 140.5 147.8 NA 205.3 208.6 225.3 234.5C 84.9 130.1 135.5 138.2 146.4 NA 210.5 207.5 229.5 234.0D 99.5 152.9 159.0 162.3 170.1 NA 233.5 235.0 264.6 275.8s3 A 73.7 104.5 96.5 105.3 103.9 115.0 141.0 147.4 167.0 180.9B 72.1 101.3 95.8 102.6 102.2 110.4 145.1 150.8 170.8 185.5C 70.0 102.1 94.9 102.5 102.1 112.9 140.0 143.6 161.3 176.5D 89.0 131.2 124.5 135.1 134.5 149.0 193.5 199.4 227.7 241.3Table 4.7: FWHM (eV) for Back Illuminated Devicesspectral resolution (see section 4.1) one expectsFWHM0 = 2:35� � � w (4.5)The expected value of Fano�w in silicon detectors at -120 � C is 0:135� 3:73 = 0:504.



ACIS Calibration Report - January 15, 1999 53

Figure 4.7: Average FWHM versus EnergyFWHM0 and Fano � w for each quadrant of each front illuminated device is shown inTable 4.8. Chip FWHM0 Fano� wi0 26.56 0.516i1 26.49 0.517i2 26.02 0.513i3 23.77 0.514s0 32.09 0.519s2 25.88 0.509s4 29.73 0.552s5 27.56 0.518Table 4.8: Average Front Illuminated Devices FWHM0 and Fano� w



ACIS Calibration Report - January 15, 1999 544.3.1.5 CSR Energy Scale Linearity and Spectral Response Valid Data Sum-maryIn addition to the data taken at XRCF, spectral resolution data was collected at CSR.These sets were taken with laboratory electronics identical in design to the ight DEA,but with gains di�erent from the ight electronics. These data should be useful for futureanalyses of energy scale linearity and spectral response function shape. The data sets arelisted in Tables 4.9 through 4.18.The column labeled "Directory" is the location of the dataset from /ohno/di/databaseon the local CSR network.In the column labeled "Rejected Frames" the letter "b" following the number indicatesthat the majority of the rejected frames were rejected due to pixels above the event thresholdin the overclock region. The letter "n" following the number indicates that the majorityof the rejected frames were rejected due to standard deviation of the overclocks exceedingthe noise threshold.The column labeled "Counts per Frame" contains the total number of G02346 eventsunder the main peak for the data set.Each data set included has been checked for by visual inspection of the data productsand for consistency with other data sets.Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew203c4r/I0 al/1487 w203c4r/beavis/al/03jan97/2213 547 2b 3.277 4564.4w203c4r/I0 cl/2622 w203c4r/beavis/cl/05jan97/0895 546 4b 3.277 2383.6w203c4r/I0 v/4949 w203c4r/beavis/v/05jan97/0931 495 5b 3.277 4746w203c4r/I0 v/4949 w203c4r/beavis/v/05jan97/1150 49 0n 3.276 4745.6w203c4r/I0 fe/6399 w203c4r/beavis/fe/03jan97/2249 570 5b 3.277 4139.6w203c4r/I0 co/6925 w203c4r/beavis/co/05jan97/1017 626 4b 3.277 3815.6w203c4r/I0 ni/7471 w203c4r/beavis/ni/05jan97/1210 645 4b 3.277 3333.6w203c4r/I0 ni/7471 w203c4r/beavis/ni/05jan97/1255 100 0n 3.277 3338w203c4r/I0 zn/8630 w203c4r/beavis/zn/05jan97/1312 642 2b 3.277 2648.4w203c4r/I0 zn/8630 w203c4r/beavis/zn/05jan97/1359 245 0n 3.277 2679.6w203c4r/I0 ge/9875 w203c4r/beavis/ge/30dec96/2200 596 2b 3.277 2020.8w203c4r/I0 ge/9875 w203c4r/beavis/ge/30dec96/2250 596 2b 3.277 2011.2Table 4.9: w203c4r/I0 CSR Spectral Resolution Data SetsThe data products in each directory are summarized in Table 4.19. See MIT ACISmemo PS-71 dated 4 May 1995, by J. Woo (which can be found at http://acis.mit.edu/ttools/acis-analysis.html) for a detailed description of the �le formats.



ACIS Calibration Report - January 15, 1999 55Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew193c2/I1 al/1487 w193c2/butthead/al/22nov96/1819 646 2b 3.277 4577.2w193c2/I1 p/2015 w193c2/butthead/p/27nov96/2228 174 1b 3.277 1705.2w193c2/I1 cl/2622 w193c2/butthead/cl/25nov96/1921 648 1n 3.277 2425.6w193c2/I1 cl/2622 w193c2/butthead/cl/25nov96/2002 324 0n 3.277 2422.8w193c2/I1 v/4949 w193c2/butthead/v/22nov96/2001 644 6b 3.277 4806.4w193c2/I1 fe55/5894 w193c2/butthead/fe55/30nov96/1214 594 1b 3.297 3360.8w193c2/I1 fe/6399 w193c2/butthead/fe/22nov96/1913 644 1b 3.277 4170w193c2/I1 co/6925 w193c2/butthead/co/29nov96/2002 644 2n 3.277 3840w193c2/I1 co/6925 w193c2/butthead/co/29nov96/2041 97 2n 3.277 3836w193c2/I1 ni/7471 w193c2/butthead/ni/29nov96/2300 150 0n 3.277 3426.8w193c2/I1 ni/7471 w193c2/butthead/ni/29nov96/2323 643 3b 3.279 3404.8w193c2/I1 zn/8630 w193c2/butthead/zn/22nov96/2050 633 6b 3.278 2501.6w193c2/I1 zn/8630 w193c2/butthead/zn/22nov96/2141 490 2b 3.279 2496.8w193c2/I1 ge/9875 w193c2/butthead/ge/25nov96/2027 635 5b 3.278 1982.4w193c2/I1 ge/9875 w193c2/butthead/ge/25nov96/2108 650 NA 3.277 1983.6w193c2/I1 ge/9875 w193c2/butthead/ge/25nov96/2148 191 1n 3.276 1998.8Table 4.10: w193c2/I1 CSR Spectral Resolution Data SetsChip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew158c4r/I2 al/1487 w158c4r/butthead/al/03nov96/1340 569 5b 3.277 3822.8w158c4r/I2 al/1487 w158c4r/butthead/al/05nov96/0938 70 0n 3.279 3752.4w158c4r/I2 si/1740 w158c4r/butthead/si/05nov96/1241 572 7b 3.322 1693.6w158c4r/I2 cl/2622 w158c4r/butthead/cl/03nov96/0844 668 6b 3.277 2408.4w158c4r/I2 cl/2622 w158c4r/butthead/cl/03nov96/0950 299 1b 3.277 2416.4w158c4r/I2 cl/2622 w158c4r/butthead/cl/05nov96/0955 99 0n 3.277 2370.4w158c4r/I2 fe55/5894 w158c4r/butthead/fe55/27oct96/1921 788 4b 3.277 2820.8w158c4r/I2 fe/6399 w158c4r/butthead/fe/03nov96/1416 646 4b 3.277 4259.2w158c4r/I2 co/6925 w158c4r/butthead/co/03nov96/1250 99 1b 3.277 3800w158c4r/I2 co/6925 w158c4r/butthead/co/03nov96/1301 646 4b 3.277 3813.6w158c4r/I2 ni/7471 w158c4r/butthead/ni/03nov96/1032 591 6b 3.278 3229.6w158c4r/I2 ni/7471 w158c4r/butthead/ni/03nov96/1108 136 4b 3.277 3229.2w158c4r/I2 zn/8630 w158c4r/butthead/zn/03nov96/1527 516 4b 3.278 2474.8w158c4r/I2 zn/8630 w158c4r/butthead/zn/03nov96/1558 647 3b 3.278 2469.6w158c4r/I2 ge/9875 w158c4r/butthead/ge/03nov96/1121 659 6b 3.277 1952.4w158c4r/I2 ge/9875 w158c4r/butthead/ge/03nov96/1158 651 NA 3.277 1963.2w158c4r/I2 ge/9875 w158c4r/butthead/ge/03nov96/1234 184 1b 3.277 1966.8Table 4.11: w158c4r/I2 CSR Spectral Resolution Data SetsChip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew215c2r/I3 al/1487 w215c2r/beavis/al/06jan97/2044 550 0n 3.277 4578.8w215c2r/I3 cl/2622 w215c2r/beavis/cl/06jan97/2002 547 2b 3.277 2423.6w215c2r/I3 ti/4509 w215c2r/beavis/ti/11jan97/1109 561 6b 3.329 5134.8w215c2r/I3 v/4949 w215c2r/beavis/v/06jan97/2212 497 3b 3.277 4760.4w215c2r/I3 v/4949 w215c2r/beavis/v/10jan97/2250 25 0n 3.277 4717.2w215c2r/I3 fe/6399 w215c2r/beavis/fe/06jan97/2136 564 6b 3.277 4187.6w215c2r/I3 fe/6399 w215c2r/beavis/fe/10jan97/2233 25 0n 3.277 4148.4w215c2r/I3 co/6925 w215c2r/beavis/co/06jan97/0106 622 0n 3.277 3788.4w215c2r/I3 co/6925 w215c2r/beavis/co/10jan97/2258 25 0n 3.277 3815.6w215c2r/I3 ni/7471 w215c2r/beavis/ni/06jan97/0056 100 0n 3.277 3342w215c2r/I3 ni/7471 w215c2r/beavis/ni/06jan97/2356 648 2b 3.277 3371.6w215c2r/I3 zn/8630 w215c2r/beavis/zn/06jan97/2254 645 4b 3.277 2580.4w215c2r/I3 zn/8630 w215c2r/beavis/zn/10jan97/2150 299 1b 3.277 2678.8w215c2r/I3 ge/9875 w215c2r/beavis/ge/06jan97/1812 598 1b 3.277 1925.6w215c2r/I3 ge/9875 w215c2r/beavis/ge/06jan97/1922 596 4b 3.277 1984w215c2r/I3 ge/9875 w215c2r/beavis/ge/12jan97/1359 74 1b 3.277 1954Table 4.12: w215c2r/I3 CSR Spectral Resolution Data Sets



ACIS Calibration Report - January 15, 1999 56Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew168c4r/S0 o/525 w168c4r/beavis/o/15dec96/1247 595 5b 7.149 3372w168c4r/S0 al/1487 w168c4r/beavis/al/14dec96/1914 574 1b 3.277 4483.2w168c4r/S0 al/1487 w168c4r/beavis/al/20dec96/2018 542 4b 3.277 4524w168c4r/S0 cl/2622 w168c4r/beavis/cl/14dec96/2027 545 4b 3.277 2347.6w168c4r/S0 cl/2622 w168c4r/beavis/cl/20dec96/2059 546 1b 3.277 2376.4w168c4r/S0 v/4949 w168c4r/beavis/v/21dec96/1052 499 1b 3.277 4701.6w168c4r/S0 v/4949 w168c4r/beavis/v/21dec96/1732 98 2b 3.277 4772.8w168c4r/S0 fe/6399 w168c4r/beavis/fe/14dec96/2119 573 1b 3.274 4135.6w168c4r/S0 co/6925 w168c4r/beavis/co/21dec96/1136 611 5b 3.278 3735.2w168c4r/S0 co/6925 w168c4r/beavis/co/21dec96/1651 100 0n 3.277 3678.4w168c4r/S0 ni/7471 w168c4r/beavis/ni/21dec96/1219 647 0n 3.277 3203.2w168c4r/S0 ni/7471 w168c4r/beavis/ni/21dec96/1401 147 2b 3.277 3213.6w168c4r/S0 zn/8630 w168c4r/beavis/zn/21dec96/1420 647 2b 3.277 2587.6w168c4r/S0 zn/8630 w168c4r/beavis/zn/21dec96/1814 456 3b 3.277 2653.6w168c4r/S0 ge/9875 w168c4r/beavis/ge/14dec96/2212 398 0n 3.277 1947.6w168c4r/S0 ge/9875 w168c4r/beavis/ge/21dec96/0909 592 9b 3.277 1927.2w168c4r/S0 ge/9875 w168c4r/beavis/ge/21dec96/0956 647 3b 3.277 1900.8Table 4.13: w168c4r/S0 CSR Spectral Resolution Data Sets
Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew140c4r/S1 al/1487 w140c4r/butthead/al/20jan97/2041 647 2b 3.277 5247.6w140c4r/S1 cl/2622 w140c4r/butthead/cl/20jan97/2131 647 1b 3.277 2819.2w140c4r/S1 v/4949 w140c4r/butthead/v/24jan97/2106 650 0n 3.277 4092.8w140c4r/S1 fe55/5894 w140c4r/butthead/fe55/24jan97/1901 645 3b 3.277 2444.8w140c4r/S1 fe/6399 w140c4r/butthead/fe/23jan97/0752 649 1b 3.277 4294.4w140c4r/S1 co/6925 w140c4r/butthead/co/24jan97/2157 649 1b 3.277 2689.6w140c4r/S1 co/6925 w140c4r/butthead/co/28jan97/0916 321 4b 3.277 2720.8w140c4r/S1 ni/7471 w140c4r/butthead/ni/28jan97/1003 646 4b 3.277 4086.4w140c4r/S1 ni/7471 w140c4r/butthead/ni/28jan97/1051 649 1b 3.277 4068.8w140c4r/S1 zn/8630 w140c4r/butthead/zn/28jan97/1147 640 8b 3.277 3149.6w140c4r/S1 zn/8630 w140c4r/butthead/zn/28jan97/1234 648 2b 3.277 3197.2w140c4r/S1 ge/9875 w140c4r/butthead/ge/23jan97/0837 646un nun 0un 3004unw140c4r/S1 ge/9875 w140c4r/butthead/ge/23jan97/0920 644un nun 0un 3008.4unTable 4.14: w140c4r/S1 CSR Spectral Resolution Data Sets
Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew182c4r/S2 al/1487 w182c4r/butthead/al/21dec96/1948 561 10b 3.277 4655.2w182c4r/S2 cl/2622 w182c4r/butthead/cl/21dec96/2029 634 6b 3.277 2390.8w182c4r/S2 cl/2622 w182c4r/butthead/cl/21dec96/2115 315 4b 3.277 2392.4w182c4r/S2 v/4949 w182c4r/butthead/v/02jan97/1321 521 4b 3.277 5554w182c4r/S2 fe/6399 w182c4r/butthead/fe/21dec96/2146 627 5n 3.277 4386.4w182c4r/S2 co/6925 w182c4r/butthead/co/02jan97/1503 644 4b 3.277 3538w182c4r/S2 co/6925 w182c4r/butthead/co/02jan97/1802 149 1b 3.277 4058.4w182c4r/S2 ni/7471 w182c4r/butthead/ni/02jan97/1548 642 8b 3.277 3430.8w182c4r/S2 ni/7471 w182c4r/butthead/ni/02jan97/1755 148 2b 3.277 3455.2w182c4r/S2 zn/8630 w182c4r/butthead/zn/02jan97/1631 645 3b 3.277 2708w182c4r/S2 zn/8630 w182c4r/butthead/zn/02jan97/1718 519 3b 3.277 2707.2w182c4r/S2 ge/9875 w182c4r/butthead/ge/02jan97/1234 639 9b 3.277 2118.8w182c4r/S2 ge/9875 w182c4r/butthead/ge/02jan97/1359 645 5b 3.277 2096Table 4.15: w182c4r/S2 CSR Spectral Resolution Data Sets
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Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew134c4r/S3 f/677 w134c4r/butthead/f/03feb97/1151 587 0n 7.148 5260w134c4r/S3 al/1487 w134c4r/butthead/al/01feb97/1941 646 2b 3.277 5342.4w134c4r/S3 cl/2622 w134c4r/butthead/cl/01feb97/2024 649 1b 3.277 2907.6w134c4r/S3 v/4949 w134c4r/butthead/v/05feb97/1840 646 4b 3.277 4664w134c4r/S3 fe/6399 w134c4r/butthead/fe/01feb97/2110 648 2b 3.277 3615.6w134c4r/S3 fe/6399 w134c4r/butthead/fe/05feb97/1811 100 0n 3.277 3603.6w134c4r/S3 co/6925 w134c4r/butthead/co/05feb97/1923 641 2b 3.277 4505.6w134c4r/S3 ni/7471 w134c4r/butthead/ni/05feb97/1457 644 2b 3.277 4457.2w134c4r/S3 zn/8630 w134c4r/butthead/zn/05feb97/1547 647 1b 3.277 3623.2w134c4r/S3 zn/8630 w134c4r/butthead/zn/05feb97/1825 99 0n 3.277 3618.8w134c4r/S3 ge/9875 w134c4r/butthead/ge/01feb97/2152 647 3b 3.277 1733.2w134c4r/S3 ge/9875 w134c4r/butthead/ge/05feb97/1638 649 1b 3.277 3394.8w134c4r/S3 ge/9875 w134c4r/butthead/ge/05feb97/1749 100 0n 3.277 3453.6Table 4.16: w134c4r/S3 CSR Spectral Resolution Data Sets
Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew457c4/S4 al/1487 w457c4/beavis/al/02dec96/1024 544 6b 3.277 4634.8w457c4/S4 cl/2622 w457c4/beavis/cl/02dec96/1155 547 3b 3.277 2405.2w457c4/S4 v/4949 w457c4/beavis/v/02dec96/0128 49 0n 3.277 4830.8w457c4/S4 v/4949 w457c4/beavis/v/02dec96/0135 48 1b 3.285 4878.4w457c4/S4 v/4949 w457c4/beavis/v/02dec96/1424 498 1b 3.277 4807.2w457c4/S4 fe/6399 w457c4/beavis/fe/02dec96/1236 566 4b 3.277 4151.6w457c4/S4 co/6925 w457c4/beavis/co/02dec96/1500 624 6b 3.277 3995.6w457c4/S4 ni/7471 w457c4/beavis/ni/02dec96/1638 639 5b 3.278 3516.8w457c4/S4 ni/7471 w457c4/beavis/ni/02dec96/1832 98 2b 3.277 3544.4w457c4/S4 zn/8630 w457c4/beavis/zn/02dec96/1726 644 4b 3.277 2906w457c4/S4 zn/8630 w457c4/beavis/zn/02dec96/1813 249 1b 3.277 2916w457c4/S4 ge/9875 w457c4/beavis/ge/02dec96/1318 596 1n 3.277 2144.8w457c4/S4 ge/9875 w457c4/beavis/ge/02dec96/1547 596 4b 3.277 2234.8Table 4.17: w457c4/S4 CSR Spectral Resolution Data Sets
Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew201c3r/S5 al/1487 w201c3r/beavis/al/13dec96/0945 648 2b 3.277 4487.2w201c3r/S5 cl/2622 w201c3r/beavis/cl/13dec96/1026 642 5b 3.278 2405.6w201c3r/S5 v/4949 w201c3r/beavis/v/13dec96/1400 636 2b 3.277 4812.4w201c3r/S5 fe/6399 w201c3r/beavis/fe/13dec96/1106 627 4b 3.278 4324w201c3r/S5 co/6925 w201c3r/beavis/co/13dec96/1463 647 3b 3.277 3965.2w201c3r/S5 ni/7471 w201c3r/beavis/ni/13dec96/1531 649 1b 3.277 3521.2w201c3r/S5 ni/7471 w201c3r/beavis/ni/13dec96/1613 298 2b 3.277 3526w201c3r/S5 zn/8630 w201c3r/beavis/zn/13dec96/1655 649 1b 3.277 2868.8w201c3r/S5 zn/8630 w201c3r/beavis/zn/13dec96/1735 300 0n 3.277 2873.6w201c3r/S5 ge/9875 w201c3r/beavis/ge/13dec96/1147 645 5b 3.277 2192w201c3r/S5 ge/9875 w201c3r/beavis/ge/13dec96/1229 649 0n 3.277 2177.2Table 4.18: w201c3r/S5 CSR Spectral Resolution Data Sets
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Data File Description* rt.evlist ACIS RV format eventlist* rt bias avg.�ts mean bias frame* bias.000?.�ts sample bias frames* frame.000?.�ts sample data frames*.mca.summary ascii �le summarizing the dataset*.mca.data IDL save �le including average overclock level,average overclock noise, total number of events, peak location,peak width, and number of events under the peakas a function of frame number.*.mca.spec IDL save �le including number of events as afunction of energy, quadrant, and grade, andan image of the g02346 events under the peak in 32x32 pixel bins.products/*g0234 img.�ts number density map of detected events in g0234.products/*g0.qdp for each quadrant, the pulse height histogram of g0 events.products/*g0234.qdp for each quadrant, the pulse height histogram of g0234 events.products/*g0234 lightcv.qdp for each quadrant, g0234 count rate as a function of frame number.prodcuts/*pcf.qdp for each quadrant, pulse height histograms of each grade.products/*neighborhist*.qdp for each quadrant, histograms of corner, top, bottom, left,and right pixel distributions of detected events.Table 4.19: CSR Database Products



ACIS Calibration Report - January 15, 1999 594.3.2 Physics of low energy tail in the CCD response functionA response of the frontside illuminated CCDs to monochromatic X-rays shows a noticeablelow energy tail in addition to the well understood main peak and escape and uorescencefeatures. It is generally assumed for silicon detectors that the tail's origin is due to deadlayer on the surface of the device (Scholze and Ulm, 1994; Lechner and Struder, 1995).We have studied the response of the CCD to the monochromatic synchrotron X-rays atBESSY in a wide range of energies and have discovered an unknown feature in the verylow energy part of the response function (Prigozhin et al., 1998a; Jones et al., 1997).Examining changes in its behavior as a function of energy of incoming radiation we cameto the conclusion that it originates from the photons interacting in the gate insulator, whichis not a dead layer as was previously thought. We have developed a model that explainsthe shape of this newly discovered feature as well as the shape of entire low energy tail inthe CCD response function.4.3.2.1 ExperimentalExperimental data were acquired at the electron storage ring BESSY (Berlin), where devicecooled down to �120o C was illuminated with monochromatized synchrotron X-rays. Thedata were taken at the KMC (Krystal MonoChromator) beamline in a wide range of energiesfrom 1487 eV to 5898 eV with the emphasis on the understanding of the device behavioraround silicon absorption K edge (1836 eV). That explains the choice of the energy datapoints for this measurement having higher density around silicon K edge: 1487, 1700, 1740,1800, 1825, 1832, 1835, 1836.5, 1838, 1840, 1842, 1845, 1847, 1855, 1870, 1900, 2015, 2309,2622, 3313, 3691, 4090, 4510, 4952, 5414, and 5898 eV. A typical exposure time at eachenergy was 4000 seconds, with 5 times that amount for the 2015 eV measurement.Device was clocked by the ACIS electronics with serial register clock frequency of 100kHz, total system noise at this frequency being about 2 electrons rms. Very low systemnoise was the crucial factor that allowed us to observe the low energy features discussedbelow.4.3.2.2 Escape and uorescence peaksAt X-ray energies greater than silicon K absorption edge, which we have measured forcrystalline silicon to be 1839 eV, the response function of the device shows two distinctpeaks in addition to the primary one. One of them at energy Ef = 1739 eV is due to thesilicon uorescent photons that have escaped far enough from the original site of interactionto be detected as a separate event. The other peak centered at energy Ee = E0�Ef , whereE0 is energy of the incident photon, is called an escape peak. It is formed by the electronclouds that are left when the ourescent photon carrying away energy Ef leaves siliconsubstrate or, again, is stopped far enough to be detected separately. The behavior of thesepeaks is reasonably well described by the model developed as a part of ACIS calibration



ACIS Calibration Report - January 15, 1999 60program and is discussed in more detail in section 4.14. The relative amplitudes of thesepeaks as a function of energy, both experimentally measured and simulated, are shown inFig. 4.128.4.3.2.3 Low energy peakOn Fig. 4.8 is shown the histogram of the CCD response to the monochromatic ux of 1700

Figure 4.8: Histogram of the CCD response to 1700 eV X-rays.eV X-rays, this histogram is typical for the device response at energies below the siliconabsorption K edge (1841 eV). It has two distinct peaks - the main one which correspondsto the energy of the incoming photons, and the second one at energy which constitutes 7%of the main peak energy. Notice that since 1700 eV is below the silicon K absorption edgeenergy, silicon uorescence does not play any role here.The shape of the low energy peak is not quite gaussian, though it is possible to make agaussian �t of reasonable quality. Having done that at di�erent energies we found that thecentroid of the low energy peak moves approximately proportionally to the centroid of themain peak (which is known to be a linear function of the energy of irradiating photons),as it is shown in Fig. 4.9. Such behavior is di�erent, for instance, from the silicon escapepeak for which energy shift is exactly the same as for the main peak.Another important observation is that total number of counts in the low energy peakis consistent with the number of calculated photon interactions within the gate isolator.If we assume that the gate insulator consists of a layer of SiO2 with thickness dox andcharacteristic absorption length �ox, the number of photons per unit area Nox absorbed in
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Figure 4.9: Centroid of the low energy peak as a function of energy.it is Nox = N0(1� exp (�dox�ox )) (4.6)where N0 is photon ux enetering SiO2 layer. The number of photons Nsi that are absorbedinside the volume of silicon and form the main peak in the histogram equals simply entireux of photons entering silicon in the case when thickness of the depleted layer of silicon ddis big compared to the characteristic absorption length in silicon �si. Due to attenuationin the gate oxide Nsi = N0 exp (� dox�ox ). This gives the ratio of the intensities for the twopeaks: NoxNsi = (e dox�ox � 1) (4.7)In the case dox � �ox which is de�nitely true at energies below silicon absorption Kedge, formula (4.7) comes to NoxNsi = dox�ox (4.8)In Fig. 4.10 is shown the ratio of the number of events in the low energy peak to the numberof events in the main peak as a function of energy. The dashed line in this Figure is theresult of the calculation according to equation 4.7. The dependence of �ox on energy comesfrom our high precision experimental measurement (Prigozhin et al., 1998c) and includesall the details of the near edge absorption structure. The relative number of counts in thelow energy peak jumps up sharply at the energy corresponding to the silicon K absorptionedge, in full agreement with the prediction of the formula 4.7.



ACIS Calibration Report - January 15, 1999 62The most remarkable feature of this plot is that the jump occurs at the energy corre-sponding to the silicon absorption edge in SiO2, which is di�erent from the silicon absorp-tion edge in the crystalline silicon. We have shown in (Prigozhin et al., 1998c) that thereexists a 6 eV shift between the silicon absorption edge energies in Si and SiO2. Three datapoints on Fig. 4.10 in between the two edges staying at the same level as the points belowthe edge in Si prove most reliably that the low energy peak originates in the SiO2 layer.Unlike diode-type detectors such as Si(Li) (Scholze and Ulm, 1994) or p � n junctionCCD (Lechner and Struder, 1995), buried channel CCDs have an electric �eld in the gateoxide covering silicon surface. In Fig. 4.11 is shown a distribution of the potential in the gatestructure of the buried channel CCD. It is clear from this �gure that electrons generatedin the SiO2 layer adjacent to the silicon substrate will be travelling towards the collectingpotential well of the CCD. Charge created in the Si3N4 and other layers sitting on the topof it will be lost. The mobility of the electrons in silicon dioxide, although lower than insilicon by roughly an order of magnitude, is still high enough to allow the photogeneratedcharge to get collected in a frame time.All these facts lead to the unambiguous conclusion that the low energy peak's origin isdue to the photons absorbed inside the gate insulator.When an X-ray photon interacts with a material of the gate oxide layer, it generates acloud of electron-hole pairs. Since the bandgap of SiO2 is approximately 9 eV (as opposedto 1.12 eV in silicon), the amount of electrons created by one photon is approximately anorder of magnitude lower than for silicon-absorbed photons. As a result the correspondingpeak in a histogram is seen at very low energy.So far we have discussed only data taken at energies around silicon K edge. The picture

Figure 4.10: Ratio of number of counts in low energy peak and in the primary peak as afunction of energy, calculated (dashed line), and measured (triangles).
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silicon  substrateFigure 4.11: Potential distribution in the buried channel CCD.is very di�erent at higher energies. At 5414 eV (a histogram of the device response isshown on Fig. 4.12) instead of the well-de�ned low energy peak shifted further up fromwhat we see at 1700 eV histogram, there is a broad elevation which goes all the way downto the noise peak (not shown) without reaching a maximum. We believe that the reason

Figure 4.12: Histogram of the CCD response to 5414 eV X-rays.for such behavior is an increased electron cloud size at higher energies. It is known that the



ACIS Calibration Report - January 15, 1999 64diameter of an electron cloud generated by a photon increases with energy and accordingto various authors could be tens or even hundreds of nanometers at several keV (Scholzeand Ulm, 1994; Lechner and Struder, 1995; Janesick et al., 1986). The gate oxide layer isvery thin, approximately 70 nm and its thickness is comparable to the cloud size. Whenthe cloud diameter exceeds the oxide thickness, for any cloud originated in silicon dioxidepart of the charge will end up either in silicon, or in silicon nitride and the amount of thatcharge depends on the photon's depth of interaction. There exists a potential barrier forthe electrons that are moving from Si3N4 into SiO2 (see Fig. 4.11), which means that partof the cloud that enters Si3N4 will be almost entirely lost. For the events that originatein Si3N4 only electrons with su�ciently high enough energy can overcome the potentialbarrier.Thus, even small changes in the depth of interaction of the original photon in the SiO2layer lead to signi�cant changes in the total number of electrons collected, and as a resultthe low energy peak is washed out into a much broader feature without an extremum.4.3.2.4 Shape of the entire low energy tailA similar phenomenon - splitting of the electron cloud between silicon and silicon dioxide -should obviously take place for any cloud which originates within the distance R from theSi � SiO2 interface, where R is the cloud radius. Since the number of the electron-holepairs generated per eV of the incoming photon energy is signi�cantly higher in silicon thanin silicon dioxide, the amplitude of such events will change gradually from the primary peakdown to the low energy peak, as the center of the cloud moves from silicon into oxide. Thisis schematically shown in Fig. 4.13, which explains how the low energy tail of the spectralredistribution function is formed. Fig. 4.14 provides evidence that the entire low energytail comes from the photons interacting within a small distance from the silicon interface.This �gure shows the fraction of the events in the tail as a function of the characteristicabsorption length �si in silicon. In order to produce this plot events in the uorescent andin the escape peaks were ignored, as well as the low energy (oxide) peak events discussedabove. Each point in this plot corresponds to a measurement at a particular energy, andthe points are connected sequentially in energy ascending order, starting at the lowestenergy point labeled 1487 eV. The plot demonstrates that for widely separated energies(for instance, 1487, 1836, and 3600 eV) with the similar valaues of �si the fraction of eventsin the tail is similar. Moreover, immediately above the silicon edge, at very small �si,the tail intensity goes up sharply. If one makes a very crude assumption that the cloudradius R is constant (or slowly changing function of energy in the range of interest), thenan approximately 1=�si dependence is an indication that the at part of the tail resultsfrom the the photons interacting in a shallow region near the surface, whose thickness 2Ris small compared to �si.If all the events in the at part of the low energy tail come from the electron cloudsformed within a distance R from the Si� SiO2 interface, the fraction of the events in the
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Figure 4.13: Scheme of forming low energy tail from the electron clouds generated close toSi� SiO2 interface.at part of the tail can be used to determine the electron cloud size. The results of suchcalculations are shown on Fig. 4.15. The values of cloud sizes are signi�cantly lower than150 { 200 nm (Scholze and Ulm, 1994; Lechner and Struder, 1995). They also are muchsmaller than cloud sizes in the bulk silicon extracted from our mesh experiments (Pivovaro�et al., 1998). We believe the reason for this large discrepancy is the presence of a potentialbarrier for electrons at the Si� SiO2 interface.Electron cloud generation starts with emission of relatively high energy primary photo-and Auger electrons which dissipate their energy in an ionization cascade. The range ofelectrons in the initial stages of the cascade is roughly consistent with the cloud radiusin our model. It is the low energy, nearly thermalized electrons with sharply increasedmean free path (of an order of 100 nm), that are responsible for the large cloud sizesquoted in Scholze and Ulm (1994) and Lechner and Struder (1995). In the MOS structureanalyzed here a \potential wall" at the Si�SiO2 interface prevents the low energy electronsfrom penetrating into the SiO2 for the clouds centered at a distance greater than R fromthis interface. Only hot electrons in the initial stages of cascading (for which the range isvery small) can participate in the cloud splitting between the silicon and the silicon dioxide.
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Figure 4.14: Fraction of single pixel events in tail as a function of characteristic absorptionlength in silicon.This feature of the buried channel MOS X-ray CCDs is very bene�cial for the spectrometricproperties of the frontside illuminated CCDs, since it results in larger fraction of countsgoing into the main peak instead of the tail, and, hence, better energy resolution andquantum e�ciency.The precise shape of the tail depends on the density distribution of charge in the cloudand this distribution in principle can be extracted. We have not accomplished this taskyet, because it requires much higher number of counts than we were able to obtain duringthe limited time at the synchrotron facility.We have developed a model based on the scheme shown at Fig. 4.13. The basic as-sumption is that each electron cloud is a sphere and when the sphere crosses the siliconinterface, the number of electrons produced in each material is proportional to the volumeof the corresponding segment of the sphere. Each material is assumed to have di�erentelectron-hole creation energy. This is equivalent to assuming that electrons have the samemean free path in both materials. This may be not such a bad approximation, especiallyfor high energy electrons in the original stages of cascading. As discussed above, electronsliberated in the oxide contribute to the total charge collected. From the low energy peakposition (see Fig. 4.9) we deduce an e�ective electron-hole pair creation energy wox in SiO2of approximately 52 eV. This value includes recombination losses and hence di�ers signi�-cantly from the reported value of 17 eV/pair. We have made no attempt here to decouple
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Figure 4.15: Cloud radius in silicon as a function of energy.the true value of wox and the losses. This matter is clearly worth pursuing, because it willallow to produce a more accurate model of the device response.In Fig. 4.16 - 4.19 are shown the results of the best �t of the model to the data atseveral energies.The results of this section are used as the basis for the model of the CCD described insection 4.14 to produce a response matrix for the ight devices.
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Figure 4.16: Response of the CCD to 1700 eV photons and the model prediction.

Figure 4.17: Response of the CCD to 1870 eV photons and the model prediction.
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Figure 4.18: Response of the CCD to 2015 eV photons and the model prediction.

Figure 4.19: Response of the CCD to 4510 eV photons and the model prediction.
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Figure 4.20: Possible redistributions of de-tected x-rays due to pileup

In the low ux limit x-rays incident on a CCDare assumed to be independently detectable.That is, the detection of any one x-ray is nota�ected by the x-ray ux incident on the de-tector. At su�ciently high ux this approxi-mation breaks down as \pileup" occurs. In aCCD the piled-up x-rays do not directly inter-act with each other, but their electron chargeclouds, which form in the depleted region ofthe CCD, merge or even overlap. All isolatedx-rays produce charge clouds whose detectionpattern varies strongly with (1) the x-ray en-ergy, (2) the sub-pixel location of the initialphotoelectric interaction, (3) the depth of theinteraction, and (4) the detector electronics.All detections, or events, can be categorizedby (1) the shape (grade) and (2) the magnitude (energy) of their charge cloud pattern.Figure 4.20 represents a matrix of the possible grade-energy combinations for which a sin-gle x-ray can be detected. The x-ray counts for a timed exposure will divide among thecategories. In the low ux limit, the probability of a single x-ray to produce an event in anycategory approaches a \pileup-free" value characterisitic of the detector and the spectralcontent of the source. However, the probability of producing an event in any category is afunction of the incident ux, and the the essential problem of pileup characterization is todetermine this functional relationship. The e�ect of pileup is to redistribute the counts ineach category, as exempli�ed by the arrows in the �gure.The largest e�ect of merging charge clouds is to reduce the number of detected \good" x-ray events. Here by \good" we mean that the event satis�es both of the following conditions:i) the event amplitude is in the spectral band of interest and ii) that the event grade (shape)is in the grade set of interest. The merged cloud resulting from pileup will most likely bedetected as a single x-ray event with either a di�erent grade (e.g. if the two x-rays landedin adjacent pixels) or a di�erent energy (e.g. if the two x-rays landed in the same pixel).Many cases will appear as mixtures of these types of pileup. In either case, as a secondgood x-ray event is produced near a �rst good x-ray event, not only is the second eventundetected, but the �rst x-ray is removed from detection as a good event. These majorredistributions are represented by the heavy arrows in Fig. 4.20. The smaller redistributionsshown by the light arrows occur very infrequently for quasi-monochromatic x-ray beamsand are not considered here.



ACIS Calibration Report - January 15, 1999 71There are two complications in a general pileup analysis. The �rst concerns spatialdistribution of the incident ux. We note that, in general, pileup e�ects are a function ofuence (number of events per unit area within a given CCD readout or exposure), and ifthe incident uence varies with position on the detector, the pileup e�ects will also vary.Thus, in general, pileup can change the apparent spatial distribution of detected ux. Inparticular, the apparent HRMA/ACIS point-response function can be changed by pileupe�ects. The discussion in this section is based on experimental data with uniform illumi-nation, and we do not speci�cally address e�ects of pileup on the point response function.We note, however, that the pileup \cross-sections" we report below are prerequisites forunderstanding the e�ects of pileup on spatial ux distribution measurements. A short dis-cussion at the end of this section considers some aspects of pileup in the limit of a perfectlyfocussed point source.The second complication for pileup analysis is the spectral distribution of the inci-dent ux. Here there are two limits, those of a monochromatic source and a continuumsource, respectively. The strategy followed in this discussion is to examine a monochromaticsource �rst to understand the redistribution of events as a function of energy. Then, anapproximation technique will be discussed to apply these results to a more general spectraldistribution.The remainder of this section is organized as follows. The next subsection details asimple pileup model for a quasi-monochromatic source. This approach only considers thee�ect of pileup on the number of detected counts at one major line in the spectrum. Thestrategy is to develop a theory based on fundamental pileup processes which can be appliedfor any CCD. The following subsection describes pileup experiments which when analyzedin the context of the preceeding theory provide generally applicable cross sections for pileupprocesse as a function of incident X-ray energy. The �nal section extends the simple modelto include any arbitrary spectrum, speci�cally including spectral redistribution.4.4.2 Simple model of pileup for a quasi-monochromatic incidentspectrumThe simple model starts by de�ning any x-ray event detected with the desired energy andgrade to be \good". All other events (i.e., those with di�erent energy or grade) are de�nedas \bad". Most practical x-ray line sources are not monochromatic, and are typically amixture of a monochromatic line, other spectral features, and some continuum. The pileupmodel quanti�es this aspect by de�ning that for every \good" x-ray event there are �\bad" events. Alternatively, if, in the absence of pileup, the number of good incident x-rays is Ni out of a total number of events NT , then the fraction fB of good x-ray eventsis fB = Ni=NT = 1=(1 + �). This model of a quasi-monochromatic beam is a goodrepresentation of the x-ray sources used in the ACIS quantum e�ciency calibration.Although for any CCD exposure the time history of event interactions is unknown, for



ACIS Calibration Report - January 15, 1999 72the purposes of analysis we can picture the x-rays incident in one exposure as strikingthe CCD serially. The goal is to describe a function Nd(Ni) which represents the numberof detected good x-rays as a function of the number of incident good x-ray events. Byinverting this function, we can determine Ni from an experimental measurement of Nd. Webegin construction of this function by examining the e�ect of a single x-ray.Let � be the e�ective area of the CCD a�ected by the occurrence of a \good" x-rayevent (typically the desired energy is that of a K� line the desired shapes are ASCA grades0,2,3,4 and 6). In general, � = �(E) will be a function of energy; the energy dependenceis described in detail later. Similarly, �0 is the average e�ective area corresponding to anyother x-rays, i.e. those with di�erent energies and grades. The physical meaning of � isthat if a second x-ray is absorbed near a prior x-ray event such that the center of thesecond photoelectric absorption occurs within the area � centered on the �rst x-ray, thenan interaction occurs. Speci�c interaction e�ects are described mathematically below. Wecan derive the minimum size for � commensurate with our event detection criteria. All(standard) event discrimination is based on the 3x3 pixel subarray surrounding a localmaximum of detected charge. Thus, any second x-ray landing within the subarray invokesan interaction, and the area of 9 pixels forms a lower limit for �. In all that follows, weexpress � and �0 in units of the area of one quadrant of an ACIS CCID17 detector. In theseunits, a nine-pixel \island" has an area of 3:4� 10�5.

A A1 2Figure 4.21: Regions of CCD for pileupmodel

The mathematical model begins by schemat-ically dividing the area of a CCD as shown inFig. 4.21. In our units, the total surface areaof the detector (one quadrant of a CCID17)is normalized to unity. Let A1 be the totalarea occupied by all good x-ray events (A1 canalso be interpreted as a probability or crosssection for interaction; however the interpre-tation as an area is useful for developing amodel). The number of detected events istaken to be Nd = A1=�. This assumption isapproximate since two good x-ray events couldlie close enough together so that their �s over-lap while they do not interact. Let A2 be thetotal area occupied by charge produced by allother events. Then 1 � A1 � A2 is the CCDarea unblemished by any interaction. The probability for an incident x-ray to land on aprevious good x-ray event is A1; the probability for an incident x-ray to land on a previousbad x-ray event is A2, and the probability for an incident x-ray to land and be detected inunperturbed pixels is 1�A1�A2. The e�ect of an incident x-ray landing in A1 is removalof one previous x-ray from A1 while adding some area �00 to A2, which must be between1 and 2 times �. We assume that any x-ray landing in A2 does not change either A1 or



ACIS Calibration Report - January 15, 1999 73A2. Finally, we assume that A1 can increase only by good interactions in the unperturbedregion 1 � A1 � A2. Then the change of A1 and A2 with per unit change in Ni can bedescribed by the following pair of ordinary di�erential equations:dA1dNT = (1� A1 � A2)fB�� A1� (4.9)dA2dNT = (1� A1 � A2)(1� fB)�0 + A1�00 (4.10)The solution is obtained by combining the two equations to separate variables. Thisresults in a second order di�erential equation with the following solution,A1 = �=� exp(��̂Ni) sin(�Ni) (4.11)or Nd = fBNT e��̂fBNT sinc(fB�NT ) (4.12)where �̂ = � h1 + �(1 + �0=�). 2]; (4.13)� = q(1 + �)(���0 + ��00)� �̂2 (4.14)and A1 = �Nd; fB = Ni=NT (4.15)Equation 4.12 has the desired asymptotic limit of Ni = Nd for low ux, with thefollowing useful expansion for the logarithm of the ratio:log(NdNi ) = ��̂Ni � �2N2i =6 (4.16)In the limit where �0 � � and �00 � 3=2� then� = �̂=q2(1 + �) (4.17)Solutions to Eqn. 4.12 are plotted in Fig. 4.22 for two di�erent ux ranges and for �̂=0,2, 4, ... 40 (�105) using �00 = 3=2�. Speci�cally, the cross-section �̂ equals the fractionalarea of a CCD region of interest, and Nd and Ni are the corresponding counts in thatregion. Note that �̂ = 10� 10�5 corresponds to a area of 26.2 pixels. The deviation fromthe line Ni = Nd increases as �̂ increases. All the curves bend over for signi�cantly highpileup and should assymtote to 0 for high enough Ni. This high pileup limit correspondsto severe charge cloud overlap so that very few x-rays satisfy the event selection criteria.
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Figure 4.22: Predicted relationship between detected and incident ux parameterized bythe assumed value of � � 105. For example, the curve labeled 4 is the prediction for� = 4� 10�5 = 10:5 pixels.4.4.3 Pileup experiments and determination of �̂ and �The experimental technique to measure � and �̂ used the High Energy X-ray Source (HEXS)at MIT's CCD Calibration Facility. HEXS is the same source used for the ACIS quantume�ciency calibration, so careful measurements of pileup using that source are particularlyimportant for the AXAF program. The HEXS source uses uorescence from 12 di�erent



ACIS Calibration Report - January 15, 1999 75targets ranging from Al to Ge as shown in Table 4.20. The uorescence spectrum isgenerated by the bremsstrahlung spectrum from a commercial electron impact x-ray tubeusing a Mo target. The tube current and voltage are independently adjustable and aretemporally stable to within one percent over relevant measurement periods. The maximumtube power is 9 W, with a maximum voltage of 30 kV.Target Energy X-ray mfp in Si(eV) (�m)Al 1487 8.0Si 1740 12.4P 2015 1.6Cl 2622 3.1Ti 4508 13.6V 4949 17.7Fe 6399 36.9Co 6925 46.4Ni 7471 57.8Cu 8040 71.6Zn 8630 88.0Ge 9874 130.7Table 4.20: HEXS targets, energies, and x-ray penetration depths.All detectors used for this analysis are ight-like ACIS CCDID-17s, produced by MITLincoln Laboratories, which have a 1024 column by 1026 row array of 24 �m square pixels.As mentioned above, each CCD is divided into 4 readout quadrants of 256x1026 pixels.Since the gain from each quadrant can be di�erent, most analysis is conducted on a quadrantbasis rather than on the entire CCD. Each CCD was ight quali�ed for ACIS although onlyw140c4r was selected for the ight focal plane.A series of 11 pileup measurements were conducted using various CCDs, HEXS con�g-urations, electronics and exposure times. The di�erent con�gurations are listed in Table4.21 . For each con�guration, the CCD was exposed to x-rays from most of the 12 availabletargets. For each target, a sequence of exposures was taken with 4 or 5 di�erent x-rayuxes generated by using di�erent tube currents (the tube voltage was held constant at 15kV). The range of uxes covered an approximately even spread up to twice the nominalux used during the ACIS calibration.An important assumption for the process is that the x-ray ux from HEXS varies linearlywith the x-ray tube current. This was checked two di�erent ways. First, the actual tubecurrent was measurered using three di�erent current meters and compared to the front



ACIS Calibration Report - January 15, 1999 76CCD Date Electronics Exposure Time Comments(secs)w103c4 03jun96 Lbox 7.22 Early HEXS con�gurationw103c4 16jan97 Lbox 7.22w103c4 12feb97 Lbox 7.22w140c4r 22jan97 DEA 3.28 Back sided CCDw163c3 27sep96 DEA 3.28w190c3 26nov96 DEA 3.28w203c2 07may97 DEA 3.28w203c2 08may97 DEA 7.15 Lbox exposure timew203c4r 16jan97 DEA 3.28w210c3r 12may97 DEA 3.28w210c3r 12may97 DEA 7.15 Lbox exposure timeTable 4.21: Pileup measurement con�gurations.panel display. All agreed within error. Secondly, the total electron charge detected by theCCD was found to be linear with tube current. The total charge is a reliable quantitysince is does not depend on any event selection criteria. The data are presented in the nextsubsection.4.4.3.1 Determination of �̂ and �An example of experimental pileup data is shown in Figs. 4.23 - 4.26. The CCD w203c2was used with a 7 second exposure on all 12 x-ray targets. The data for each target ispresented with two graphs forming two columns . The left hand column plots the numberof detected counts in the K� per frame per quadrant and is normalized to the x-ray tubecurrent (in units of �A) versus the x-ray tube current. The counts are determined by�tting a three parameter gaussian curve to the K� peak and using the �tted coe�cients todetermine the total counts. The four grade selections displayed are G0 (triangles), G0234(stars), G02346 (squares), and G01234567 = All (diamonds). The value for each quadrantis plotted independently. The lines result from a least squares polynomial �t to Eqn. 4.16.The �t for each quadrant is plotted independently. The zero current intercept averaged forall four quadrants is listed in the �rst column within each �gure, and the zero current slopeis listed in the second column. The third column is the slope normalized by the squareof the intercept and multiplied by 105, which is called the rate. This number provides acon�guration-independent slope which only depends on the number of detected x-rays, noton the x-ray tube current. The units for the rate are (Counts/Frame/Qd)�1. The fourthcolumn displays the error for the rate.



ACIS Calibration Report - January 15, 1999 77In an ideal detector with no pileup e�ects, a horizontal lines would result. The non-zeroslope of all the lines clearly indicates the presence of pileup. The presence of a non-linearslope for high Z indicates higher order pileup events, for which the quadratic correction ofEqn. 4.16 becomes important.In the righthand column are similar plots for the number of pixels above the threshold(diamonds) and the total charge collected (triangles). Printed underneath the values ofintercept and slope are the respective errors. The fact that the normalized charge doesn'tvary signi�cantly with x-ray tube current is good evidence for linearity of the x-ray uxwith tube current.Figures 4.27 and 4.28 are parallel to Figs. 4.23 - 4.26, except the analysis uses all x-raysin the spectrum, not just those in the K� peak. A useful number from these plots is theintercept value from a linear �t to the x-ray uxes from all grades. From this number thepileup-corrected branching ratios can be computed.For our pileup analysis, the most signi�cant number presented in each �gure is the rateand error for the G02346 grade set, the set used most commonly for the ACIS calibration.These �gures were produced for all 11 test con�gurations, although the other 10 con�gu-ration's �gures are not included for space reasons. A summary for the G02346 rate valuesfor all con�gurations is presented in Figs. 4.29 and 4.30. Figure 4.29 shows the rate for the�rst targets elements. The graph for each target shows the rate value with errors for eachtest con�guration. Not every con�guration has a value for every element since due to someexperimental problems and time constraints. A mean value has been determined for thefront sided data (i.e. not including w140c4r), excluding any suspicious data points. Themean value is plotted as the horizontal dashed line and is printed in the upper right of each�gure. Figure 4.30 corresponds to Fig. 4.29, but shows results for the other six targets.Figure 4.31 presents a summary of the mean rate values, both as a function of the K�energy (top) and the x-ray penetration length (bottom) in silicon. With the exception ofthe Cl line at 2621 eV, the rate is roughly a constant at low energies, and increases quicklyat high energies. The Cl line is a known exception since the target source is actually KCland the K line competes with the Cl, causing more relative pileup than the other targets.An example of pileup corrections for an ACIS CCD is shown in Table 4.22. Typicaldetected ux rates for the CCD w215c2r (which presently is located in the I3 position ofthe ACIS ight focal plane) are listed in the second column for the 13 di�erent K� x-rayslisted in the �rst column (Mn K� has now been included, whose source is radioactive Fe55).The third column lists the mean values for �̂ presented in Figs. 4.29 and 4.30. The fourthcolumn lists the corresponding incident uxes as determined by Eqn. 4.16, and the nextcolumn is the ratio Ni=Nd. These measurements were conducted with a 3.28 s exposuretime. The last column lists the corresponding ratio if a 7.15 second exposure time had beenused for the same incident ux.The previous analysis is directly speci�c to the spectra emitted by HEXS. That is, �̂(E)includes all the e�ects of spectral impurities particular to the HEXS source. While this isuseful for computing pileup e�ects on HEXS data, a more general analysis requires �, which



ACIS Calibration Report - January 15, 1999 78K� X-ray Detected Flux �̂ Incident Flux Correction Factor Correction Factor(G02346) (105) (G02346) (3.28 sec) (7.15 sec)Al 1145 6.69 1246�15 1.088Si 1310 4.88 1404�17 1.072 1.186P 1120 7.15 1225�13 1.094 1.257Cl 605 11.1 651 �6 1.076Ti 1285 4.62 1370�8 1.066 1.169V 1180 4.57 1251�8 1.059Mn 880 7 938�6 1.060 1.174Fe 1040 8.07 1143�10 1.099Co 950 10.3 1062 �11 1.118Ni 840 13.5 959 �19 1.142Cu 700 18.2 815 �22 1.164 1.643Zn 660 26.4 829 �46 1.256Ge 480 46.9 662 �87 1.379Table 4.22: Example of pileup correction factors for typical detection uxes in w215c2ris independent of the spectra. Equation 4.13 gives the relation between �̂ and � in terms of� (the number of bad events per good event) and �0 (the average � associated with the \out-of-band" portion of the spectrum). Mathematically, a direct solution for �(E) from the 12di�erent energies is complicated since �0 depends on �, and we use an iterative approximationdescribed as follows. Using interept values for G02346 and G01234567 from the left handcolumn in Figs. 4.23 - 4.28, we compute fB or �. Plots of � for each target from every dataset are presented in Figs. 4.32 and 4.33. Using initial guesses for �, spectrally averagedvalues of �0 are computed. Together with �, new values of � are generated according toEqn. 4.13, and the process is repeated until the values become self-consistent. Plots of�0 for all targets and data sets are shown in Figs. 4.34 and 4.35. Figures 4.36 and 4.37display the �nal values of �, as computed by Eqn. 4.13. These values of the pileup crosssection as a function of energy for a monochromatic incident beam, which are summarizedin Fig. 4.38, represent the major result of the pileup experiments.Notice that the low energy values are close to the theoretical minimum of � = 3:4�10�5.Recall this value corresponds to a cross-sectional area of 9 pixels in one quadrant (viz,9/262144). We do not yet understand why the value of � has a slight increase at the lowestenergies. The discrepancy is no more than about one standard deviation. A comparisonwith Fig. 4.32 suggests that spectral impurities may be the cause since the 1740 eV Si point(which is most spectrally pure) lies near the minimum while the 2622 eV Cl point (which ismost spectrally impure due to a potassium line) lies far from the minimum. The 1487 eV



ACIS Calibration Report - January 15, 1999 79Al source is also known to be very spectrally impure.
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Figure 4.23: Raw HEXS pileup data for detector w203c2 with a 7 second exposure forcharacteristic K lines from Al,Si, and P targets, with best-�t model for various ASCA eventgrade sets. triangles:G0; stars:G0234; squares: G02346; G01234567: diamonds. Points foreach detector quadrant are shown. Best-�t model parameters are shown in each panel. Seetext for details.
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Figure 4.24: Raw HEXS pileup data for K� for detector w203c2 with a 7 second exposure forcharacteristic K lines from Cl,Ti, and V targets, with best-�t model for various ASCA eventgrade sets. triangles:G0; stars:G0234; squares: G02346; G01234567: diamonds. Points foreach detector quadrant are shown. Best-�t model parameters are shown in each panel. Seetext for details.
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Figure 4.25: Raw HEXS pileup data for K� for w203c2 with a 7 second exposure for Fe,Co,and Ni targets



ACIS Calibration Report - January 15, 1999 83

Figure 4.26: Raw HEXS pileup data for K� for w203c2 with a 7 second exposure for Cu,Zn, and Ge targets
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Figure 4.27: Raw HEXS pileup data for entire spectrum for w203c2 with a 7 second expo-sure for Al, Si, P, Cl,Ti, and V targets
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Figure 4.28: Raw HEXS pileup data for entire spectrum for w203c2 with a 7 second expo-sure for Fe, Co, Ni, Cu, Zn, and Ge targets
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Figure 4.29: Mean g02346 epsilon for all data sets with no spectral correction (Al - V)
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Figure 4.30: Mean g02346 epsilon for all data sets with no spectral correction (Fe - Ge)
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Figure 4.31: Variation of epsilon with Si penetration depth for raw HEXS data



ACIS Calibration Report - January 15, 1999 89

Figure 4.32: Variation of alpha, the ratio of bad to good x-ray events, for Al to V
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Figure 4.33: Variation of alpha, the ratio of bad to good x-ray events for Fe to Ge
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Figure 4.34: Variation of spectrally averaged epsilon (�0) for Al to V
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Figure 4.35: Variation of spectrally averaged epsilon (�0) for Fe to Ge
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Figure 4.36: Mean g02346 epsilon for all data sets including a spectral correction (Al - V)
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Figure 4.37: Mean g02346 epsilon for all data sets including a spectral correction (Fe - Ge)
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Figure 4.38: Variation of epsilon including corrections for spectral impurities



ACIS Calibration Report - January 15, 1999 964.4.4 Redistribution of X-rays by PileupPileup can e�ect event detection in two ways, event-extinction and event-redistribution. Upto this point, only event-extinction has been modeled since its occurance rate is nearly afactor of ten less than event-redistribution. This di�erence is nicely displayed by reanalyzingthe experimental pileup data from section 3 as follows. For a series of energy spectra atdi�erent source uxes (i.e. di�erent x-ray tube currents), the spectra are normalized to thetotal exposure time and incident ux. Since the CCD output electronics use an A to Dconverter, the energy scale is discretized into intervals. For each energy interval, a plot ismade of the spectral intensity versus the incident ux. If there was no pileup e�ect, thepoints would lie along a horizontal line, that is the normalized spectral intensity would notvary with incident ux at that energy. For weak pileup in the linear regime, the pointsactually lie on a linear line with a negative slope. In e�ect, this procedure results in plotssimilar to Figs. 4.23-4.26, except now there is a plot for every energy bin (in our casethere were 4096 energy bins). The intercept of this line represents the intensity observedat that energy if pileup e�ects did not occur. Plotting all 4096 intercepts together versusenergy results in a new spectrum which can be considered the spectrum observed if thedetector had no pileup e�ects. Correspondingly, in addition to the intercept, the slope ofeach line represents a quantitative measure of the pileup e�ect at that energy. Plotting all4096 slopes together versus energy results in a new spectrum reecting the spectral changecaused by pileup.Figures 4.39-4.40 show the spectral change for all 12 energies as observed by w203c2during 7 second exposures. The most prominant feature for each (target) energy is thelarge negative spike which represents x-ray extinction of the K� peak. For example, inV, the K� line at 4949 eV looses about 0.02 x-rays/�A2 in each energy bin. Associatedwith each K� extinction spike is the K� extinction spike, usually about ten times smaller.Small negative spikes also result from the Si escape peak, the uorescence peak, and the Lpeak (best seen in spectra from higher Z, e.g. Cu). Aside from negative extinction spikes,there are positive redistribution spikes. The largest such positive peak always occurs attwice the K� energy. This peak represents the pileup of two K� x-rays such that theyappear as a single x-ray at twice the energy. One nice example of additive redistributionis the Cl plot which shows a series of three positive peaks, each representing pileup fromall three combinations of K� and K� x-rays. Redistribution in the continuum can also beseen, but is too small to be observed on the displayed scale. These events represent theslight overlap of two x-rays appearing as one x-ray, but without the total inclusion of thesum all their charges (or energy). The collected energy lies anywhere between that of onememeber of the incident pair of x-rays and that of the sum of the pair. The number of theseredistributed \continuum" events is a small fraction (about 10%) of redistributed eventswith no energy loss. This observation forms an important conclusion: the largest e�ect ofspectral redistribution is the simple energy summation of two x-rays.Other minor redistribution e�ects are observed around the base of the K� peak. The



ACIS Calibration Report - January 15, 1999 97net e�ect appears as a slight line shift, caused by pileup moving a few events from the lowenergy side of the K� peak to the high energy side. However, this detail was not regularlyobserved under all conditions.
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Figure 4.39: Redistribution of G02346 events in w203c2 during 7 second exposures due topileup for Al, Si, P, Cl, Ti, and V HEXS targets
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Figure 4.40: Redistribution of G02346 events in w203c2 during 7 second exposures due topileup for Fe, Co, Ni, Cu, Zn, Ge HEXS targets



ACIS Calibration Report - January 15, 1999 1004.4.5 Branching Ratio Variation with FluxBranching ratios can be de�ned as the number of x-rays detected in one grade selectiondivided by the total number of x-rays detected. The branching ratio is not only energydependent but is ux dependent. The laboratory pileup data can be used to compute thee�ect of ux on the branching ratios. These \branching ratio epsilons" are presented inFigs. 4.41 and 4.42, which show some variation between the various CCDs. These numbersare relative correction factors to the branching ratio per detected g02346 x-ray per quadrant.For example, if the BR eps equals 4 � 10�5, and there are 1000 x-rays per quadrant perframe, then the relative correction to the branching ratio is 4%. The numbers in Figs. 4.41and 4.42 are spec�cally the number of G02346 events in the K� peak divided by all eventsin the peak. The e�ect of pileup on branching ratio has a direct e�ect on methods whichuse the branching ratio to determine the depletion depth. An example of this method isdiscussed in section 4.6.2.
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Figure 4.41: Branching ratio epsilons from data set for elements Al - V
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Figure 4.42: Branching ratio epsilons from data set for elements Fe - Ge



ACIS Calibration Report - January 15, 1999 1034.4.6 Single Pixel PileupAs an imaging x-ray telescope, AXAF focuses a point source onto the CCD. Since the pointresponse function FWHM is comparable to the size of one pixel, pileup from a strong pointsource is a particular problem.All pileup cross sections presented so far are evaluated in terms of detected x-rays perquadrant per frame. However, it is often useful to describe pileup in units of x-rays perpixel per frame. The factors are translated multiplying � by 256�1024 = 2:62�105. Thus,if Rnopileup=incident x-ray rate per pixel per frame for a monochromatic beam, then to �rstapproximation the detected rate Rnopileup is given by the transcendental equationRpileup = Rnopileup exp �2:62� 105Rnopileup�� (4.18)From another viewpoint, pileup in a single pixel with a monochromatic source is easilyunderstood as a simple Poisson process. That is, if the probability for an x-ray to interactwith a pixel during one exposure is �, then the probability that N x-rays interact duringone exposure is PN = �Ne��n! (4.19)Consider an entire observation of Nframes frames. If there was no pileup, the totalincident ux of Ni = Nframes� x-rays would be detected. The e�ect of pileup is manifestas several (or many) x-rays which add during one exposure. LetN0 = Nnframese�� � number of frames with no interaction: (4.20)Combining these two equations yields,NiNframes = � log N0Nframes! (4.21)For example, if out of 1000 frames, x-rays from a point source are present in 100 frames,then Ni = �1000 log(900=1000) = 105 (4.22)Thus, pileup accounted for an apparent reduction in the incident ux of 5%.This method di�ers from the �rst method developed in this chapter by treating everyincident x-ray as a valid event, including the coincidence of two or many x-rays. Thismethod has use in high pileup situations where Eqn. 4.16 presents ambiguity. For example,the shape of the graphs in Fig. 4.22 show that for a given value of the detected ux, thereare two possibilities for the incident ux. Without additional information it is impossi-ble to discriminate between the low and high ux solution. Although most astrophysicalpoint sources should not be so strong, the ambiguity of strong sources can be resolved byapplication of the method described above.



ACIS Calibration Report - January 15, 1999 1044.5 CCD Subpixel Structure4.5.1 Introduction and MotivationThe low energy (< 4 keV) quantum e�ciency of a front side (FI) CCD is intimately relatedto the dimensions of the sub-pixel structures. The sub-pixel structures in question includethe polysilicon gates and insulating layers, as well as channel stops: implanted p+ channelsand their insulating layers. The gates run the length of the CCD, and are responsible forclocking the charge out of the device. The ACIS CCDs employ a three phase read-outscheme to transfer charge, so the gate structure is actually comprised of three di�erentgates that di�er slightly in dimension from one to another (Burke et al., 1993). Threeneighboring gates de�ne one pixel, with the boundary location dependent on the voltagesapplied to the gates. Figure 4.43 is an idealized schematic of a CCD cross section revealingthe structure of the gates. Figure 4.44 is a SEM cross section of a CCD showing the overlap of gate B with gate A. The rectangular, black regions are the polysilicon gates. Thewhite material over and between the gates is insulating SiO2.
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Figure 4.43: Gate structure of a CCD.The embedded channel stops run perpendicular to and lie beneath the gates. These struc-tures help con�ne the charge clouds created by a photoelectric absorption and de�ne thehorizontal boundaries of a pixel. Figure 4.45 is a picture of a 2�2 array of pixels and showsthe orientation of the gates and channel stops to one another. To fabricate the channelstops, a portion of the insulating Si3N4 layer is etched away. A p+ dopant is then implantedinto the bulk silicon. Finally, the silicon is oxidized creating an insulating layer of SiO2between the channel stop and the gate structure. The gate structure is then grown ontop of the silicon after this process. Figure 4.46 is a SEM measurement of a channel stop.The black and white bands at the top of the image are the polysilicon gates and insulatingoxide, respectively. The elongated, hexagonal structure is the SiO2 insulator between thep+ channel (not visible in this image) and the gates. The thin white structure between thegates and hexagonal insulator is the Si3N4.
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Figure 4.44: SEM photo of the CCD gate structure. Gate B is shown overlapping gate A.The bar above the text in the photo is 1 �m.
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Figure 4.45: Schematic of a 2� 2 array of pixels showing the orientation of the gates andchannel stops. The channel stops are beneath the gates.When modeling the quantum e�ciency of an ACIS CCD, the complicated gate structurecan accurately be approximated as uniform slabs of material that cover the entire CCD.This model assumes that the charge created by a photon interaction in one of these lay-ers is not collected by the device (i.e. the layer is \dead"). This model{The Slab andStop model{was �rst developed by Keith Gendreau during calibration of the ASCA SIS
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Figure 4.46: SEM measurement of a channel stopCCDs (Gendreau, 1995). The Stop part of the model refers to treating the hexagonal insu-lator structure and implanted p+ as rectangular regions of dead SiO2 and Si, respectively.The absolute calibration of the reference standards involves �tting the data obtained at theBESSY facility with the Slab and Stop Model. While the BESSY measurements determinethe thicknesses of the gate slabs, they prove insu�cient for constraining the channel stopparameters1. Construction of a highly accurate CCD model, then, requires determinationof this information in some other fashion.4.5.2 Description of Mesh ExperimentsOne possible method for determining the sub-pixel structure is illuminating a pixel with avery narrow beam of monochromatic X-ray and observing how the CCD response changes asthe beam is rastered across the pixel. Unfortunately, obtaining a well focused X-ray beam isdi�cult, and even if it were trivial, the experiment would require too much time to acquireenough data to make the results statistically signi�cant. One possible solution to both ofthese problems is using a metal �lm with relatively small holes (4 �m holes compared tothe 24 �m size of a pixel) placed in a regular fashion (Tsunemi et al., 1997). When thismesh is placed close to the CCD surface and rotated with respect to the axes de�ned bythe gate structure and channel stops, a moir�e pattern is formed when the device/meshcombination is illuminated with X-rays. Below, we summarize the experimental techniqueand our initial results. Interested readers are referred to the paper by Pivovaro� et al. fordetails (Pivovaro� et al., 1998).Figure 4.47 shows a section of the mesh, and Figure 4.48 shows the �xture used to holdthe mesh tight and close to the surface of the CCD. The resulting moir�e pattern containsthe CCD's response to a 4 �m X-ray beam that was uniformly rastered across the pixel1See Section 4.6.1 for details.



ACIS Calibration Report - January 15, 1999 107area. The smaller the relative angle between the mesh's orientation and the CCD axes,the more pixels are required to make a moir�e cell, and the �ner resolution of the CCD'sresponse2. Typical measurements were performed with angles on order of 5�, and moir�ecell dimensions of 61 pixels.
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Figure 4.47: Schematic of the mesh showing its orientation to the CCD
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Figure 4.48: Fixture used to hold the mesh close to the CCD surfaceAnalysis of the data begins with selecting suitable grade events (single pixel and horizon-tally or vertically split events) from the photo-peak of the monochromatic line to build themoir�e cells, rotating the moir�e cells, and summing individual cells into one representative2Readers are referred to the paper by Tsunemi (Tsunemi et al., 1997) for the analytic derivation ofthese relationships.



ACIS Calibration Report - January 15, 1999 108pixel (hereafter RP) for the entire CCD. Figure 4.49 shows a sample of the unrotated, rawmoir�e cells that are a direct output of the illumination of the mesh/CCD system and theRP, repeated in a 3�3 array to make it easy to see the boundary regions of the pixel. Withthe RP generated, determination of the sub-pixel structure can proceed. By compressingthe RP in one direction, the attenuating a�ect of the channel stops or the gates can bemodeled. For the rest of this review, we concentrate only on the channel stops, althoughthe same techniques can be applied to measure the gates.

Figure 4.49: Left: Raw data showing the moir�e cells. Right: The representative pixel (RP)repeated in a 3� 3 array.The approach for determining the channel stop dimensions is quite straightforward. Theattenuation in detected photons expected from the channel stop (recall that the Slab andStop Model assumes that any photon interacting in the sub-pixel structure will not bedetected) is convolved with the PSF of the mesh holes. The resultant convolution is com-pared to the experimental data, and the channel stop model parameters are allowed tovary, using a �2 �t statistic to determine the best-�t parameters. Figure 4.50 shows the�ve parameters used to describe the channel stop. Compare the model to the SEM photoof an actual channel stop in Figure 4.46.In addition to constructing a realistic channel stop model, the success of this techniquedepends on providing an accurate PSF for the mesh and accounting for additional processesthat e�ectively broadens the PSF (i.e. di�raction, di�usion of the charge cloud, distortionsto the PSF caused by using a non-parallel X-ray source). Producing such an analyticaperture function (hereafter AF) is a daunting task. Fortunately, the AF can be ascertainedfrom the mesh data itself. Horizontal and vertical split events come from photons thatinteract within an electron cloud size diameter of the pixel boundary. Analysis of BESSY



ACIS Calibration Report - January 15, 1999 109

1    CS  SiO2  Thickness
2    CS Si p+ Thickness
3    Si3N4 Thickness
4    CS Transition Width
5    CS Box Width

5

1

32

4

Implanted p+ Silicon

SiO2 Layer

SiO2 Gate Insulation

Si3N4 Layer

Gates
Poly Silicon

Figure 4.50: Five parameter channel stop model.KMC data performed by Jones and Prigozhin (Jones et al., 1997) indicate that cloud sizesrange between 10 and 100 nm. The distribution of the horizontal and vertical split events(�split events), then, is the convolution of a 10-100 nm step function (�) with the AF.AF 
� = �split events (4.23)The projection of the mesh holes on the surface of the CCD are at least 4.5 �m in diameter,so � can be approximated as a � function. Equation 4.23 then becomesAF 
� � AF 
 � = AF = �split events (4.24)4.5.3 First ResultsTwo di�erent X-ray sources were used to perform measurements at six di�erent energies. Amonochromator produced photons corresponding to the O K� line, and the HEXS electronimpact source (Jones et al., 1996) produced Al, Si, P, Cl and K K� lines. Table 4.23shows the number of photons collected at each of the energies. Figure 4.51 shows therelative amount of attenuation caused by the channel stops, modulated with the mesh AF.The amount of attenuation is governed entirely by the characteristic attenuation lengthsof the K� photons in Si, SiO2, and Si3N4 and does not simply monotonically decrease withincreasing photon energy.



ACIS Calibration Report - January 15, 1999 110K� Energy (eV) total countsO 525 4:5� 105Al 1487 8:4� 104Si 1740 6:8� 104P 2035 2:2� 105Cl 2622 5:5� 104K 3312 7:7� 104Table 4.23: Summary of Mesh Measurements

Figure 4.51: Variation in detection e�ciency due to the channel stopFitting the channel stop model to data from only one K� line results in degeneracies in themodel. E�ectively, the �ve parameters reduce to two: the total width of the stop and thetotal attenuation. These are given by:WidthTotal = 2 � Widthwing + WidthboxAttenTotal = AttenSi � AttenSiO2 � AttenSi3N4The upper two panels of �gure 4.52 show the �2 con�dence plots for the O K� data set andthe P K� data sets. The contours are for the 68%, 90% and 99% con�dence levels. Thebox and wing parameters have great uncertainty, but the constant slope of the contours



ACIS Calibration Report - January 15, 1999 111does indicate some bound to the total width. The situation is similar for the thicknessesof the Si p+ channel and the insulating SiO2. By simultaneous �tting multiple data sets, atighter constraint can be placed on the model. The bottom panels of �gure 4.52 show the�2 contours for the �ve HEXS data sets (Al,Si,P,Cl, and K). Taken together, these data stilldo not tightly constrain the width parameters, but do provide estimations for thicknessesof the p+ and SiO2. Table 4.24 lists the parameter, the range of parameter space and gridsized used, and the derived best �t-value (90% con�dence levels) from the simultaneous�tting. parameter space dataparameter search range step size best �t-valuebox width 3.1-4.5 �m 0.16 �m 4.2+:3�:4 �mwing width 0.12-1.2 �m 0.12 �m .35+:19�:12 �mSi thickness 0.12-1.2 �m 0.12 �m .35+:06�:03 �mSiO2 thickness 0.12-1.2 �m 0.12 �m .71+:17�:11 �mSi3N4 thickness 0.0-0.05 �m 0.01 �m insensitiveTable 4.24: Information from Simultaneous Fitting to all Five HEXS Data SetsUnfortunately, the O K� �2 contours do not overlap the the HEXS data �2 contours.Figure 4.53 shows the experimental data and the model with the best-�t values derivedfrom combining all �ve HEXS measurements. The di�erence between the oxygen data andthe model is quite severe, and no set of acceptable HEXS parameters yield a reasonable �tto the oxygen data. A number of possibilities have been explored to explain the discrepancy.The oxygen data was obtained with a di�erent X-ray/vacuum system than the HEXS dataand scattering may have been present. Scattering would have the e�ect of introducinga false background to the system and thus inuence the measure of relative attenuation.The monochromator data also had a steep position dependent intensity gradient. In orderto add the moir�e cell data to produce the RP, a correction had to be applied to the rawdata to normalize the ux across the CCD imaging area. This correction also could haveintroduced an error into the data.
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Figure 4.52: �2 contour plots for box width vs. wing width and Si p+ depth vs. SiO2depth. Contours are the 68%, 90%, and 99% con�dence levels.In addition to the suspected problems with O K� data, there is a disagreement betweenthe best-�t parameters and other, independent measures of the channel stop dimensions.The manufacturers of the CCDs, MIT Lincoln Laboratories, reports that about one �mof p+ dopant is implanted to make the channels, not 0.35 �m as determined by the meshexperiments. Many SEM measurements were performed on chips identical to the CCDs.These photos, exactly like Figure 4.46, show that the SiO2 thickness is about 0.45 �m, not0.70 �m. The same SEM studies, however, do show that the box and wing parametersobtained by the mesh studies agree with physical reality.The discrepancy between the dimensions obtained from the experiments and those known
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Figure 4.53: Best-�t HEXS channel stop model compared to experimental data.either from the fabrication process or from direct measurement indicate aws in the ex-perimental technique or an incorrect model. As part of our attempt to understand ourresults, we have begun a series of new investigations that show great promise in explainingthe inconsistencies. The key re�nement to the experimental technique is the use of a meshwith square holes �1.4�m on a side. The smaller hole size allows the sub-pixel structure tobe probed with signi�cantly greater detail. Figure 4.54 shows g0 event pixel maps at O K�(525 eV) made with the 4�m mesh and the new, 1.4�m mesh. The marked improvementin resolution o�ers the possibility of not only increasing the accuracy of the channel stopparameters, but also studying the small scale structures in the gates (i.e. gate overlaps).See Section 4.14 for the model predictions.There also exists the distinct possibility that the Slab-and-Stop model is too simplistic anddoes not properly account for all the physical processes occurring inside the device. In fact,we have recently achieved a signi�cant breakthrough in our understanding of the chargeloss mechanism. We are currently exploring the details of these processes and will reporton these results once our investigations are complete.
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Figure 4.54: Intensity of grade 0 events at O K�. Left: Results from the 4�m mesh.Right: Results from the 1.4�m mesh. Data has been smoothed with a boxcar functionapproximating the mesh aperture. The new mesh provides signi�cant resolution of thesub-pixel structures.4.5.4 Prospects for sub-pixel resolutionIn addition to revealing the dimensions of sub-pixel structures, the mesh experiments alsohint at the possibility of improving the spatial resolution of the CCD beyond that of a24 �m pixel device. Before continuing, a short digression on event grades is necessary.The CCD registers an event when the charge cloud created by a photoelectric absorptionis pulled into the potential of one of the gates. Some fraction of the time, the charge isdivided into multiple pixels. Theoretically, this fraction, the branching ratio, depends onwhat depth in the silicon the interaction took place and where it occurs with respect tothe pixel boundaries. According to this scheme, single pixel events (ASCA grade 0) comefrom photons that land in the center of the pixel, vertically split events (ASCA grade 2)come from photons that land near the vertical boundary of the two pixels, horizontally splitevents (ASCA grades 3 and 4) come from photons that land near the horizontal boundaryof two pixels, and three and four pixel events (ASCA grade 6) come from photons thatland in the corner of a pixel. The mesh experiments, for the �rst time, have conclusivelyproven that this simple picture is in fact correct. Figure 4.55 shows the 3 � 3 RP arraysfrom the O K� data for grade 0, grade 2, grade 3 and 4, and grade 6 events. It is obviousthat the horizontal and vertical split events come from the boundary regions and that themultiple pixel events come from the corner regions. At the same time, the single pixel RPevents occur only in the center of the pixel.



ACIS Calibration Report - January 15, 1999 115The con�nement of certain event grades to a speci�c area of the CCD is e�ectively likehaving smaller pixels inside a 24 �m pixel and is the key to obtaining sub-pixel resolution.The branching ratios are a strong function of energy and penetration of the photon into thedevice. As the percentage of multiple pixel events increase, these mini-pixels will increase insize. Figure 4.56 shows two 3� 3 pixel grids. Both grids show a geometric area (computedfrom the branching ratios) for the di�erent event grades discussed above, one for Si K�photons (1.740 keV) and one for Cu K� photons (8.040 keV). Superimposed on each of thesegrids are the 33% and 66% enclosed energy curves for the HRMA. A full, mathematicalinvestigation has not been performed, but the hope is that by comparing the branchingratios from an astronomical observation with ground calibration data, the source locationcan be determined to better than one pixel.
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Figure 4.55: O K� Representative Pixels for grade 0, grade 2, grades 3 and 4, and grade 6events.
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Figure 4.56: HRMA encircled energy surfaces projected onto a schematic of sub-pixellocations



ACIS Calibration Report - January 15, 1999 1184.6 Measurement of Absolute Quantum Detection Ef-�ciency of Reference Detectors4.6.1 Absolute Calibration of Reference Detectors with Undis-persed Synchrotron Radiation4.6.1.1 MethodologyThe absolute calibration of the reference standards{detectors used for ACIS quantume�ciency measurements{was performed using the Physikalisch-Technische Bundesanstalt(PTB) laboratory in the BESSY electron storage ring. Undispersed synchrotron radiationwas used as the primary ux standard. Using the XSPEC �tting routine, a response matrix,constrained by spectral response measurements at MIT, was convolved with the knownincident spectrum. The CCD gate structure parameters were then adjusted to minimizethe �2 measure of �t. The quality of the resulting quantum e�ciency model hinges on theaccuracy of our knowing the synchrotron radiation. The spectral ux can be calculatedwith relative errors below 1% from the physical geometry of the detector with respect tothe orbital plane of the electrons and other storage ring parameters: electron energy, ringcurrent and magnetic �eld of the bending magnets (Arnold and Ulm, 1992).Figure 4.57 illustrates the experimental set-up at the PTB laboratory. A standardMIT vacuum chamber, modi�ed to hold two CCDs simultaneously was mounted to thePTB beamline via a ceramic electro-isolator to eliminate electrical interference between theCCD electronics and the BESSY facility. A gate valve and turbo pump located betweenthe CCDs and the storage ring allowed the chamber to be connected and pumped down tothe requisite vacuum without compromising the integrity of the storage ring. The CCDswere operated at the nominal ight temperature of -120 C�.
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Figure 4.57: Sketch of the PTB laboratoryEven with just a single electron in the storage ring, the incident photon ux would



ACIS Calibration Report - January 15, 1999 119have caused signi�cant pileup (de�ned as multiple photons landing in the same pixel orneighboring pixels during one integration time) in the CCDs and corrupted the absolutecalibration. Two measures were taken to reduce the ux to an acceptable level. First, achopper wheel with a 2.00% transmission cycle was inserted into the beam line to reducethe incident ux. Second, only 256 rows of the CCD were read out. This readout modereduced the integration time by a factor of four. The storage ring was usually operated withcurrents between 10 and 30 electrons, although measurements with as few as 5 electronsand as many as 50 electrons were performed to determine pileup e�ects.The process of reading out 256 rows of the CCD limited the amount of the detectorthat could be calibrated during one measurement. To ensure that all the incident photonswould fall on an active area of the detector (a necessary requirement for the determinationof absolute quantum e�ciency) a �ve mm high aperture was placed in the beam line andcarefully centered on the electron orbital plane. The �ve mm slit produced an illuminationpattern 208 pixels tall, and the CCD columns were nominally aligned perpendicular to theorbital plane. A two dimensional translation stage was incorporated into the section of thePTB beamline that the MIT chamber mounted to. To calibrate an entire chip, the chamberwas moved an appropriate distance in the y direction, a 256-row swath of the CCD wasread out, and the image was visually inspected to check that all the photons hit the activearea. This procedure was repeated four or �ve times to calibrate the entire chip. Thechamber was then moved in the horizontal direction to illuminate a second CCD inside thechamber. By placing two chips inside the chamber, the overhead associated with thermallycycling the CCD, venting the chamber, switching CCDs, re-evacuating the chamber and�nally cooling the CCDs was eliminated. This con�guration allowed calibration of as manyas four chips in a single 48 hour user shift.Given a well located electron beam, the synchrotron radiation from a storage ring canbe derived from Schwinger's equation (Riehle and Wende, 1986; Schwinger, 1949):E(�)SR = ESR;k(�) +ESR;?(�) =2e�2I3"0�44adSR ( Z  0+ 0 0� 0 [1 + ( )2]2K223 (�)d + Z  0+ 0 0� 0 [1 + ( )2]2( )2K213 (�)d )(4.25)with  = Wm0c2 ; � = 2�33� [1 + ( )2] 23 ; � = WecB ;  0 = a2dSRW, e and m0 are the energy, charge and rest mass of the electrons and I is the currentof the electrons in the storage ring. B is the magnetic induction of the bending magnetstangent to the observation point. a is the measure of the height of the beam, dSR is thedistance from the beam to the observation point, and  is the opening angle between theorbital plane and the observation point. c and "0 are fundamental constants, and Kx is themodi�ed Bessel function, order x, of the the second kind. Thus, the spectral photon ux



ACIS Calibration Report - January 15, 1999 120can be expressed in terms of seven measurable quantities:�E = �E(E;W;B; I;�y; dSR; a;  ) (4.26)where �y characterizes the vertical position and divergence of the electrons at the obser-vation point and the other quantities are the same as above. W and B were measuredonce for each run, and I was monitored continually. Horizontal variation of �E is less than10�3 over the width of the CCD (Riehle and Wende, 1986). Due to its dependence on theopening angle  , �E varies strongly as the observation point moves out of the orbital planeof the electrons. Figure 4.58 shows how the BESSY spectrum softens as the height abovethe orbital plane increases. The calculated �E is for one electron in the storage ring withno chopper wheel. For typical integration times and ring currents, no ux above 4 keV wasdetected by the CCDs.Similar measurements were also performed using the PTB Wavelength Shifter (WLS)beamline. Additional magnets are introduced into the normal storage ring con�guration,thus boosting the energy of the electrons and shifting the energy of the synchrotron radia-tion. Figure 4.58 also shows how the WLS spectrum changes as a function of height abovethe orbital plane. Although the spectrum extends beyond 20 keV, the low high energyquantum e�ciency of the devices limits the detection of photons to below 14 keV. TheWLS experiments will be discussed in greater detail in Section 4.6.1.3.

Figure 4.58: White Light and WLS BESSY spectra as a function of height above the orbitalplane



ACIS Calibration Report - January 15, 1999 1214.6.1.2 AnalysisBefore discussing how to reduce the BESSY data, we review the assumptions that go intogenerating the CCD response function. The spectral redistribution function (or matrix)contains all the information (e.g. gain, uorescence and escape peak amplitudes, FWHM vs.energy) necessary to perform modeling of a pulseheight distribution. Refer to Section 4.1 fora full description of the relevant quantities and their determination. The tool that generatesthe redistribution matrix (hereafter RM) is rspgen, written by A. Rasmussen (Rasmussen,1995b). rspgen uses a description of the CCD's response to monochromatic X-ray sourcesover a range of energies. Table 4.25 lists the options used to create RMs for the analysis ofBESSY data.When invoked, the unity command normalizes all redistribution function to unity ateach energy. This is equivalent to assuming the branching ratios are not a function ofenergy. Although this is generally incorrect, by limiting the analysis to a speci�c energyrange (0.3�4 keV) and to a particular subset of events (ASCA grades 0,2,3,4,6), the as-sumption is valid. The threshold values are matched to those used in the extraction ofevents from the CCD output. Although the same CCD/electronics combination was usedfor the BESSY calibration, the energy scale and noise conditions can vary slightly betweenthe two measurements. The gain, o�set, and broadening options account for the di�erencesin the operating conditions and modi�es the RM accordingly.Option Flag Units Remarksunity u N/A assumes unity branching ratiossplit threshold p ADU standard MIT values; depends on CCD electronicsevent threshold v ADU standard MIT values; depends on CCD electronicsgrid spacing E keV de�nes the energy grid that rspgen usesgain g N/A scales the ECD datao�set o ADU o�sets the ECD databroadening b ADU decreases or increases the ECD in quadraturetailing t N/A scales the low energy redistributionTable 4.25: Summary of Adjustments to rspgen required for BESSY dataThe purpose of the BESSY experiments is to obtain an absolute calibration for the refer-ence detectors. This goal is achieved by multiplying a model of the CCD quantum e�ciencywith the RM, convolving the model response with the input spectrum, and comparing theresults to the data. The parameters of the CCD QE model are adjusted to the �nd thebest �t to the data. The current CCD model is the Slab and Stop Model synthesized byK. Gendreau (Gendreau, 1995). It approximates the gate structure as piecewise-uniformlayers of Si, SiO2, and Si3N4 and the channel stop as layers of Si and SiO2 with �nite width.



ACIS Calibration Report - January 15, 1999 122The �nal two CCD parameters are the width of the pixel and the depletion depth. Themodel assumes that the gate and channel stop are dead, and only those photons interactingin the depleted silicon will be detected.Fitting the BESSY data with this model does not constrain all the parameters. Thechannel stops occupy a small area compared to the gate structure. This reduces the roleof the channel stop parameters on the overall �t and leads to degeneracy in these threebest-�t parameters3. Rather than determining these dimensions from BESSY data, wehave measured the channel stops by other methods and frozen the parameters at thesevalues. For the energy range of the White Light calibrations (E < 4 keV), the quantume�ciency is mainly determined by the gate parameters and is insensitive to the depletiondepth. Therefore, this parameter is also frozen at a value determined by another method(see Section 4.6.2 for details). Table 4.26 gives the parameters names, describes it andstates whether or not it is �xed.Parameter Name Description StatusDead Si gate thickness freeSiOx SiO2 gate thickness freeSiNit Si3N4 gate thickness freeDepl Depletion depth frozen{determined by branching ratio methodyCSWidth Channel Stop width frozen{determined by SEM measurementszCSSiOx SiO2 stop thickness frozen{determined by SEM measurementszCSSi Si p+ thickness frozen{determined by mesh experimentszPix Pixel width frozen at 24 �my: see Section 4.6.2z: see Section 4.5Table 4.26: CCD Model Parameters for BESSY absolute measurementsA total of eleven devices were characterized at BESSY during six separate 48 hourshifts4. Table 4.27 shows when each CCD was calibrated, how many data sets were taken,and the number of CCD positions illuminated. A typical measurement consisted of acquir-ing 2000 frames. Integration times ranged from 0.83�1.53 seconds, depending on whichreadout electronics were used. Storage ring currents ranged from 2 to 50 electrons, buttypically the ring current was adjusted to either 10 or 20 electrons (again, this dependedon readout electronics) in order to provide 350 counts/frame/quadrant. For a typical mea-surement, this yields on order of 3�106 counts in the 0.3�4.0 keV band over the illuminatedpart of the CCD.3Equally good �2 values can be achieved for a range of channel stops widths and thicknesses. The gatethicknesses and overall normalizations change with the values of the channel stop parameters used.4The last measurement were done on Wavelength Shifter beamline.



ACIS Calibration Report - January 15, 1999 123Reduction of the data begins by extracting events from the raw data and saving thelocation, pulse-height value, and frame number of each event in an event list. The storagering current is monitored by the BESSY facility, and this data stream is searched for theloss of electrons from the storage ring during our measurements. If such a loss occurred,the event list is temporal �ltered. Pileup e�ects are very dependent on the initial ux rate,and limiting the data to a single ring current allows the most accurate correction. Finally,the event list is further �ltered by event grade selection and a XSPEC compatible PHA �leis produced. At this time, the data from an entire quadrant is averaged together in a 5mm� 6mm spatial bin.Chip Date Data Sets Chip Positions Electronicsw34c3 Mar 95 7 4 acis 3w34c3 Apr 95 17 4 acis 3w34c3 May 95 6 5 acis 6w34c3 Aug 95 3 1 acis 3w103c1 Mar 95 7 4 acis 3w102c3 May 95 6 5 acis 6w103c2 May 95 5 5 acis 6w103c4 May 95 6 5 acis 6w103c4 Aug 95 5 5 acis 3w147c3 (BI) Aug 95 15 5 acis 3w148c4 (BI)z Aug 95 6 5 acis 3w190c1 Jun 96 10 5 dea-sn014w190c1 Dec 96y 6 5 dea-sn017w190c3 Jun 96 10 5 dea-sn014w168c2 Dec 96y 5 5 dea-sn017w203c2 Dec 96y 19 5 dea-sn017y: Wavelength Shifter Measurementz: ACIS-2C deviceTable 4.27: Summary of synchrotron measurements made with PTB beamlines at BESSY.The rspgen-generated RM, an \atable" model of the incident synchrotron radiationspectrum, the CCD model, and the PHA �le are loaded into XSPEC. The atable model(/usr/acis/atable/bessy new.mod) has two parameters, an overall normalization factor andanother parameter that exists for historical reasons but is no longer used. The data isrebinned, the energy range limited to 0.3-4.0 keV and the model parameters are left freeor frozen according to Table 4.26. If pileup is signi�cant, two techniques are available tocorrect the data. One method developed by A. Rasmussen utilizes a mtable model that is



ACIS Calibration Report - January 15, 1999 124compatable with XSPEC. This empirical model simulates the e�ects of pileup from BESSYdata and relies on the incident ux levels being su�ciently low (Rasmussen, 1995a). It hasone phenomenological parameter that corresponds to the incident ux rate. XSPEC then�ts for gate thicknesses, the source normalization and the pileup parameter. The othermethod developed by S. Jones (see Section 4.4) utilizes extensive laboratory data fromincident ux{count rate linearity studies. The pulse-height spectrum is directly corrected,and this corrected PHA �le is then read directly into XSPEC.Figure 4.59, Figure 4.60, and Figure 4.61 show the best �t models with the data forindividual quadrants of detectors w190c3, w190c1, and w103c4. The RMs used for the �tcan be found in:/ohno/d9/mjp/BESSY/XSPEC/w190c3/t0852/c1.rsp/ohno/d9/mjp/BESSY/XSPEC/w190c1/t2347/tmp memo.rsp/ohno/d9/mjp/BESSY/XSPEC/w103c4/t1414/tmp c1.rspPileup corrections have been applied to the data for all three devices. The Rasmussenmethod was used for devices w190c1 and w190c3, while the Jones method was used forw103c4. To check the consistency of each method, w190c3 was also corrected using theJones method. Normalization values from the two techniques di�ered by � 0:1%, indicatingexcellent agreement between the two correction methods. Table 4.28 shows the best-�tparameters, the RMS error, and the normalization accuracy for each reference detector aswell as listing the values of the frozen parameters.

Figure 4.59: w190c3, quad B: BESSY data vs. model
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Figure 4.60: w190c1,quad A: BESSY data vs. model

Figure 4.61: w103c4, quad B: BESSY data vs. model



ACIS Calibration Report - January 15, 1999 126CCD Parameters (in �m) (0.3-4 keV)Free Fixed RMSDepletion Deviation Best FitChip Siy SiOz2 Si3N4 CS Si CS SiO2 CS Width Depth of Fit Normalizationw190c3 0.259 0.354 0.031 0.35 0.45 4.1 71.3 2.54% 1:000 � :003w190c1 0.261 0.358 0.029 0.35 0.45 4.1 70.6 2.24% 0:994 � :003w103c4 0.291 0.202 0.030 0.35 0.45 4.1 57.9 3.88% 0:956 � :003y: typical 90% con�dence error is �0:008 �mz: typical 90% con�dence error is �0:011 �mTable 4.28: CCD model parameter �t results from synchrotron radiation measurementsAs a whole, the model �ts for detectors w190c1 and w190c3 are quite good. In bothcases the data:model ratio shows two deviation from unity: a narrow feature around 1.8keV and a systematic underestimation of the ux above 2.2 keV. An underestimation of theSi K� uorescence could help contribute to the narrow feature. Analysis of the responsefunction data indicates that the uorescence yields in the current response matrices aretoo low (see Section 4.14). Another probable source of error is the use of the Henke opticalconstants. Our EXAFS measurements (see Section 4.6.4) show large deviations from thetabulated Henke values around both the O K� and Si K� absorption edges. In the futurewe will incorporate these optical constant measurements in our model. The excess above 2.2keV results from the good, but not exact, correction for pileup. The best-�t normalizationsare within 1% of the calculated value, but could change with an improved pileup algorithmand inclusion of more accurate uorescence data. Another measure of the goodness of �tfor these two devices is the comparison of the derived gate thicknesses. w190c1 and w190c3came from the same wafer, and hence, underwent the exact same fabrication process. Thedi�erences between the derived thickness for the Si, SiO2, and Si3N4 layers are well withinthe errors.The �t for reference detector w103c4 is noticeably worse than the other two devices.The RMS error is higher, and the best-�t normalization is nearly 6% too low. Above 2 keV,the model underestimates the data by almost 10%. The deviation from unity illustratesthe importance of correcting the data for pileup. At the same time, however, the best-�t values for the three gate layers are reliable. Studies with devices w190c1 and w190c3indicate that neglecting pileup inuences the RMS error and normalization but has onlysmall e�ects on the best-�t gate thicknesses. This behavior is consistent with the lowlevel pileup model discussed in Section 4.4. To �rst order, pileup shifts events out of theacceptable grades (this explains the low best-�t normalization) and deposits some smallfraction of these events' charge into non-physical, higher energy events (this accounts forthe excess of counts above 2 keV).Extensive measurements at MIT CSR have shown that the QE of front-illuminated



ACIS Calibration Report - January 15, 1999 127CCDs have little spatial variation over bin sizes of 0.77 mm2. Because the intensity andshape of the BESSY spectrum changes over the illumination pattern, similar measures of�ne spatial uniformity are non-trivial. Our current spectral �tting procedure is to integrateall the data into 5mm � 6mm spatial bins. Table 4.29 shows the average counting rate(cts/sec/e� ring current) normalized to the y001 position for each quadrant of w103c4 at�ve di�erent CCD positions. Data is from the August 95 shift. The counting rates for y768are expected to be higher than those for any other quadrants since the beam current waslower for this measurement and pileup e�ects should be smaller. Statistical errors for thedata sets are less than 0.002. Finally, on average there is one bad column per quadrant thatdoes not extend the length of the CCD. This analysis does not account for the reductionof the active area caused by the bad column, and this introduces an uncertainty on orderof 0.004 to the ratios.CCD Position Ring Current Quad A Quad B Quad C Quad Dy001 19 e� 1.0000 1.0000 1.0000 1.0000y209 19 e� 1.0069 1.0087 1.0056 1.0049y417 19 e� 1.0069 1.0062 1.0080 1.0025y625 19 e� 1.0031 1.0050 1.0043 0.99938y768 18 e� 1.0056 1.0019 1.0025 1.0012Table 4.29: Average counting rate (cts/sec/e� ring current) for w103c4 normalized to CCDposition y001. Statistical errors for all measurements are below .002. No pileup correctionshave been applied.A �nal check of the BESSY data is a comparison of the relative quantum e�ciencymeasurements made at MIT CSR. Reference standards w190c3 and w103c4 were calibratedwith respect to one another at discrete energies using the HEXS (see Section 4.7.1 fordetails). The model �tting to the BESSY data yields absolute e�ciencies for both devices.Dividing these continuous curves by one another provides an independent check of boththe MIT CSR measurements and the quality of the CCD model. The upper panel ofFigure 4.62 shows the absolute quantum e�ciencies determined from the synchrotron data.The higher e�ciency of w103c4 is easily understood as it has a thinner gate oxide layerthan w190c3. The bottom panel of Figure 4.62 shows the discrete relative measurementsmade at MIT CSR vs. the continuous BESSY-derived relative quantum e�ciencies. Theerrors associated with the MIT CSR values are systematic and currently estimated at 2%5.5Statistical errors for these data are negligible.
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Figure 4.62: BESSY absolute e�ciencies vs. MIT CSR relative e�ciencies for referencedetectors w190c3 and w103c4.4.6.1.3 Preliminary Assessment of Wavelength Shifter DataThe measurements made during the December 96 user shift were performed with the PTBWavelength Shifter (WLS) beamline. With the incident radiation going well beyond 15keV, it was hoped the measurements would extend the absolute calibration of the referencestandards up to the high energy limit of the AXAF observatory. Another goal of thismeasurement was to provide an independent determination of the depletion depths. Unlikethe White Light beamline which can only constrain the low energy quantum e�ciencydominated by the gate thicknesses, the harder spectra of the WLS beamline producesphotons that easily transverse the length of depleted silicon{the requisite condition toaccurately model the high energy quantum e�ciency and the depletion depth.Initial analysis of the WLS data reveals two potential problems with the quality of thedata. Reduced data products indicate that the electronics were performing sub-optimallyduring half of the measurements. The problems can be simply characterized as a spatialand temporal variation in the bias levels (Pivovaro�, 1997b). Techniques do exist to correctfor such e�ects, but it is unclear how well they will work. It was known that the WLSwould produce many more photons than the White Light beam for a given ring current.



ACIS Calibration Report - January 15, 1999 129Anticipating problems with pileup, the storage ring currents were reduced from typicalWhite Light operating conditions by at least a factor of two. Unfortunately, the extentthat pileup inuences high energy spectra has only recently been fully appreciated. Giventhe way the BESSY data was collected, it is quite possible that the data may prove di�cultto accurately correct for pileup 6. Initial XSPEC �tting indicate that pileup is much moresevere than for the White Light data.4.6.2 High-Energy Quantum E�ciency from Grade BranchingRatios4.6.2.1 IntroductionIn a number of ACIS memos issued by K. Gendreau and G. Prigozhin some years agonumerous techniques were suggested for determining a depletion depth of a CCD. All ofthe suggested techniques were very complicated and not too accurate. Described here isthe most simple, e�cient and stable technique. It is not sensitive to the way the eventsare counted (for example, reasonably small changes in thresholds do not a�ect the result),does not require any assumptions about the potential pro�le, and, probably, the mostimportant, depletion depth can be extracted from just one dataset of Fe55 data (no needto step through the range of voltages, for instance).4.6.2.2 Description of the techniqueThis technique makes use of the following idea. Let us assume that CCD is illuminatedwith a monochromatic source of X-ray photons whose characteristic absorption length � issmaller than, but comparable to the depletion depth. If an interaction of the photon withSi occurres in the depleted region of the CCD, the created electron cloud will be drawn intothe potential wells by the electric �eld and all the charge will be collected (see Fig. 4.63).Depending on where relative to pixel boundaries the photon landed the resulting eventcan be either a single-pixel or a split one (can be either horizontally or vertically split, orgrade 6), but the sum of the amplitudes of the pixels containing a signal charge shouldaccount for all the charge generated by the photon, and, hence, be part of the main peakin the response histogram. On the other hand, if an interaction occurred in an undepletedbulk of the semiconductor, the charge cloud di�uses more or less uniformly in all directions.Part of the cloud drifting towards the back side of the device will be lost. Electrons movingtowards the front surface enter the depletion region and being pulled by an electric �eldend up in the potential wells of the CCD. Due to initial di�usion of charge the registeredevent in this case is a widespread multipixel cloud. According to the ASCA grading schemethis is a grade 7 event and, since part of the initial charge is lost to the backside junction,6The beating of the chopper wheel with the readout time of the CCDs leads to di�erent pileup conditionsfor some fraction of the data (Pivovaro�, 1997a).



ACIS Calibration Report - January 15, 1999 130the amplitude is lower than the peak energy even if all the pixels of the event are summedtogether.If we denote Nd the number of interactions in the depleted region and Nund the numberof events in the undepleted bulk, then, due to exponential distribution of the of the numberof interacting photons as as a function of depth, a simple equation holds (see Fig. 4.64 fora better understanding): Nund = (Nd +Nund) exp(�dd� ) (4.27)where dd is the depletion depth of the device.This implies the following algorithm of the depletion depth calculation.1. Sum the the intensities of the grades 0,1,2,3,4,6 and determine what is the numberof events Nd in the main peak. Find the peak center Ec and width �, and then count howmany events are within the �3� interval from the peak center.2. Count what is the total number of events Nund in the grade 7 below Ec � 3�.3. Calculate the depletion depth dd according to the formula derived from (4.27):dd = � ln( NdNund + 1) (4.28)The logarithmic function in the above equation makes the result very insensitive tosmall changes in both Nd and Nund caused by statistical uncertainties or, say, choosingdi�erent set of grades for the peak counts calculation. At the same time, small changesof the depletion depth cause changes in the Nd and Nund to go in the opposite directions(because the sumNd+Nund = const, see Fig. 4.64), thus amplifying the change in the result.
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Figure 4.64: Exponential distribution of the number of interacting photons as a functionof distance from the surface.Sharp sensitivity of the result to the changes of the depletion depth has been con�rmed byexperiment where the gate voltage was stepped from 0 to +10 Volts.4.6.2.3 A typical example and possible sources of errorsa. Statistical errorsHere is an exemplary calculation of depletion depth for the ACIS ight device w193c2.The dataset /ohno/di/database/w193c2/butthead/fe55/30nov96/1713/ represents 416 framesof Fe55 X-rays taken in Butthead at �120o C with standard imaging array voltages of +1and +11 Volts. The average count rate is 1110 counts=sector=frame. The calculation ismade for the chip sector 2.In Fig. 4.65 is shown a standard set of histograms of di�erent grades. The number ofcounts in the K� peak of combined grades 0 1 2 3 4 6 histogram within the �3� intervalis 355719� 596 (an error is calculated as a square root of number of counts). The numberof counts in grade 7 histogram below Ec � 3� is 33092 � 182 (again assuming an errorbeing the square root although, strictly speaking, it may not be the right estimate becausethis is not the gaussian distribution). This results in the depletion depth of 70.9 microns.Assuming the worst case of statistical errors going in the opposite directions we get thelimits for dd from 70.69 to 71.07 microns, which means that the statistical accuracy for thestandard dataset is better than 0.3%.
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Figure 4.65: Histograms of di�erent grades for Fe55 X-rays. Eight panels (from top tobottom) correspond to ASCA grades 0 through 7.b. K� line induced errorThere is a source of systematic error associated with the nonmonochromatic nature ofthe Fe55 radioactive source. Presence of the K� line in the spectrum leads to underes-timation of the depletion depth because the characteristic absorption length at 6.4 keV(�� = 38:0 microns) is bigger than at 5.89 keV (�� = 28:77 microns) and, hence, K� lineproduces a larger share of events in the undepleted bulk. To calculate the error introducedby the K� line let us rewrite equation (4.27) separately for both lines:Nund� = (Nd� +Nund�) exp(� dd�� ) (4.29)Nund� = (Nd� +Nund�) exp(� dd�� ) (4.30)Quantities Nd� and Nd� can be determined from the experimental data as the number ofcounts in each of the corresponding peaks, whereas Nund� and Nund� cannot be separated.But, since the sum Nund� + Nund� is known (it is number of counts in the grade 7 tail),equations (4.29) and (4.30) can be solved numerically after transforming them into thefollowing: Nd�exp( dd�� )� 1 + Nd�exp( dd�� )� 1 � (Nund� +Nund�) = 0 (4.31)



ACIS Calibration Report - January 15, 1999 133The Newton-Rafson method was implemented to solve (4.31). For the above example(number of counts in the K� peak equals 45709) the corrected solution gives dd = 73:8microns, or, 4% increase of dd.c. PileupOne other source of error can be pileup. It throws events out of the main peak intoevents with higher amplitude. The most simple �rst order correction would be to assumethat all the events in the pileup peak (located at the energy 2Ec) originates from two mainpeak photons landed on the top of each other, and that the \high energy tail" of grade7 distribution (events to the right from the K� peak) comes from one main peak photonand one grade 7 event piled up together. After adding the corresponding number of countsto the main peak and to the grade 7, the corrected depletion depth (using formula (4.28))becomes 69.64 microns.d. Interactions beyond detection limitSome photons interact so deep in the bulk of silicon that the portion of charge collectedin one pixel is too small to be detected. An event will not be registered by the dataanalysis software if the charge in each pixel falls below the event threshold. To determinethe distance from the depletion region border beyond which the charge will stay undetected.S. Jones' code was used to implement the solution of di�usion equation as described in theHopkinson's paper (Hopkinson, 1987). The solid line on Fig. 4.66 shows charge collected inthe pixel for 5.89 keV photon stopped in the �eld free region as a function of distance fromthe cloud center to the depletion region boundary. A dotted line in the plot shows the samething calculated on the simple assumption that charge di�uses uniformly in all directions.This approach is attractive since the result can be expressed by a single analytical formula.In this case charge Qpix collected in one pixel is proportional to the solid angle under whichthe pixel is seen from the center of the cloud. Solving the stereometry quiz in the case ofcloud center located at the pixel center line results in the following:Qpix = Qtot4� (8 arcsinvuut2dc2 + a24dc2 + a2 � 2�) (4.32)where a is a pixel size, dc is the distance from the center of the charge cloud to the depletionregion border, Qtot is total electron charge created by the photon. As expected, bothcurves in Fig. 4.66 converge at large distances, when the inuence of the boundary becomesnegligible. At small dc simpli�ed approach results in the collected charge approximatelyfactor of 2 smaller than the full solution, which also makes sense. In the middle range ofdistances smaller than 140 microns, though, the di�erence is surprisingly big to justify theuse of the simple approach.For the data analyzed above the event threshold is 38 ADU, or, multiplied by gain,35 electrons. From the above plot (solid line) one can determine critical distance dc = 59microns beyond which a photon is not detected. It means that 1.1% of all the events stayundetected (the ones that are deeper than 70:9+59 microns from surface) instead of being
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Figure 4.66: Charge collected in the center pixel from the Fe55 photon landing in theneutral bulk as a function of distance from depletion region boundary.counted as grade 7 events.In order to calculate the correction for the depletion depth introduced by the undetectedphotons the equation (4.27) should be modi�ed intoNund +Nlost = (Nd +Nund +Nlost) exp(�dd� ) (4.33)and supplemented by a similar equation for the region beyond the depletion boundary:Nlost = (Nund +Nlost) exp(�dc� ) (4.34)where we introduced Nlost { number of interactions beyond the detection border located atthe distance dd + dc from the silicon surface.These two equations can be converted into the corrected formula for the depletion depthdd = � ln( NdNund( 11�exp(� dc� )) + 1) (4.35)For the above analyzed example the corrected depletion depth according to (4.35) is67.3 microns, which constitutes a 5% correction. It is clear from this analysis that reducingthe event threshold will signi�cantly improve the accuracy of the original formula (4.28).e. Simultaneous correction for both K� and undetected photonsIt is possible to apply the formalism developed above to describe simulteneously bothmechanisms that distort the result of the measurement. In order to do that, equations



ACIS Calibration Report - January 15, 1999 135(4.33) and (4.34) have to be written separately for the K� and K� lines. Notice that thecritical distance dc from the depleted layer boundary is di�erent at di�erent energies andwe need to use two parameters dc� and dc� instead. Combining the following four equationstogether: Nund� +Nlost� = (Nd� +Nund� +Nlost�) exp(� dd�� ) (4.36)Nlost� = (Nund� +Nlost�) exp(�dc��� ) (4.37)Nund� +Nlost� = (Nd� +Nund� +Nlost�) exp(� dd�� ) (4.38)Nlost� = (Nund� +Nlost�) exp(�dc��� ) (4.39)one can arrive to the equation somewhat similar to (4.31):Nd� 1� exp(�dc��� )exp( dd�� )� 1 +Nd� 1� exp(�dc��� )exp( dd�� )� 1 � (Nund� +Nund�) = 0 (4.40)The C program ~gyp/het/dep Kbeta corrected implements the Newton-Rafson method tosolve (4.40) numerically for dd when other parameters are known.f. Summary of error estimatesThe conclusion is that statistical errors for the depletion depth determination usingstandard set of Fe55 frames are negligible (less than 0.3%). The biggest sources of sys-tematic errors are K� line photons and photons interacting deep in the bulk of the silicon.Corrections from those two factors go in the opposite directions and tend to compensateeach other because the K� photons increase number of events counted as grade 7, whereasundetected ones diminish this number. For the analyzed example they almost entirely can-celled each other, although, undetected photons seem to pull dd down a little stronger. Asa result, a calculation made with the simple formula (4.28) seems to overestimate depletiondepth by about 2% due to pileup and the detection limit. To get a more accurate result avery detailed modeling is necessary.4.6.2.4 Results for the ight devices.The technique described above was applied to all frontside illuminated ight devices. De-pletion depths were extracted from the Fe55 data sets taken at the HIREFS spectrometerchamber. These data have lower ux rate than other chambers, and, hence, very low levelof pileup. The computation of the depletion depth included correction for the presenceof the K� line in the source spectrum as well as correction for the undetected photonsaccording to equation (4.40). No pileup correction was made because the level of pileup inthese data is low. Results are summarized in Table 4.30.



ACIS Calibration Report - January 15, 1999 136For standard image section voltages (+2,+10 Volts) every measurement was made atthree di�erent temperatures, namely, -130, -120, and -110 degrees C. Since depletion depthsshould not depend on temperature (at least in the narrow temperature range), for everyquadrant of every chip the results were averaged over three measurements. Typical standarddeviation of the result is 0.35 microns. As can be seen in Table 4.30, some of the chips showquadrant-to-quadrant variations of the depletion depth on the order of 1.5 microns. Suchvariations exceed statistical error and, most likely, are real and caused by nonuniformityof the substrate resistivity. They translate into approximately 2% variations of QE at 8.4keV and provide an explanation why spatial variation of QE at this energy is much largerthan at lower energies.4.6.3 Comparison Between Measured & Modeled Relative Quan-tum E�ciency above 5 keVAt energies above 4{5 keV quantum e�ciency of the device depends entirely on the deple-tion depth. Consequently, the results of the depletion depth measurements described inSection 4.6.2 can be checked against the results of the quantum e�ciency measurementsof the ight devices relative to the reference chips. Since depletion depths were extractedfrom the data taken in the HIREFS chamber, the results of the two measurements arecompletely independent. Absolute QE numbers at two energies - 5.898 KeV (ManganeseK� line) and 8.047 keV (Copper K� line) were calculated for both ight and referenceDevice Location Depletion Depth, �m Remarks� PI = +2,+10V � PI = -5,+5V(standard) (reduced dark current)c0 c1 c2 c3 c0 c1 c2 c3w203c4r I0 66.4 66.9 66.8 66.4 47.6 48.1 48.0 48.7w193c2 I1 67.4 66.5 67.8 66.6 48.3 47.4 47.5 47.9w158c4r I2 66.8 67.2 66.5 66.3 47.7 47.9 47.8 47.4w215c2r I3 66.1 67.3 66.5 66.2 48.7 47.8 48.5 47.9w168c4r S0 64.8 65.5 65.5 65.3 44.9 45.8 45.5 45.4w182c4r S2 79.5 79.1 80.6 79.9 57.7 58.2 58.1 58.3w457c4 S4 73.3 74.2 73.9 73.6 53.4 53.5 53.0 53.4w201c3r S5 73.0 74.4 74.7 74.4 52.1 53.4 52.9 53.2w198c1 ref. 73.7 73.9 74.7 72.8 52.3 51.6 52.2 51.3w461c4 ref. 81.2 81.3 80.2 80.6 59.2 58.9 58.2 58.4w203c2 ref. 68.1 68.1 67.0 67.2 48.0 49.0 48.9 47.8Table 4.30: Depletion Depth Estimated from 5.9 keV branching ratio



ACIS Calibration Report - January 15, 1999 137devices based on the assumption that any photon interacting within the depleted layer willbe detected. Table 4.31 shows the results of these calculations along with the results of therelative QE measurements in the big chambers. Both results are in good agreement.Device Loc. Deplet. Absolute QE Relative QE Relative QE Rel. QE di�erence Referencedepth, (calculated) (calculated) (measured) (meas.-calc.) device�m 5.9 8.05 5.9 8.05 5.9 8.05 5.9 8.05keV keV keV keV keV keV keV keVw203c4r I0 64-65 0.875 0.594 1.039 1.086 1.031 1.106 -0.008 0.02 w103c4w193c2 I1 64-65 0.875 0.594 1.039 1.086 1.033 1.087 -0.006 0.001 w103c4w158c4r I2 64-65 0.875 0.594 1.039 1.086 1.030 1.096 -0.009 0.01 w103c4w215c2r I3 64-65 0.871 0.588 0.974 0.94 0.986 0.932 0.012 -0.008 w190c3w168c4r S0 63-64 0.867 0.583 0.970 0.93 0.974 0.919 0.004 -0.011 w190c3w182c4r S2 75-76 0.905 0.646 1.07 1.18 1.068 1.211 -0.002 0.031 w103c4w457c4 S4 70-72 0.894 0.626 1.00 1.00 1.000 1.003 0.000 0.003 w190c3w201c3r S5 71-72 0.894 0.626 1.00 1.00 1.001 1.008 0.001 0.008 w190c3w103c4 ref 57 0.842 0.547w190c3 ref 71 0.894 0.626 1.062 1.145 1.058 1.164 -0.004 0.019 w103c4mean -0.0013 0.008� 0.0066 0.014Table 4.31: Comparison of relative QE measured directly and calculated from the resultsof depletion depth measurement
4.6.4 Near edge structure of X-ray absorption in the CCD re-sponse4.6.4.1 IntroductionIn order to produce an accurate model of CCD quantum e�ciency it is very important toknow precisely the optical constants of the materials comprising the gate structure of thedevice. Widely used Henke data are quite inaccurate at energies close to the absorptionedges. We undertook an e�ort to measure the transmission of the corresponding �lms inorder to to �ll in this gap.The CCD gate structure contains three di�erent materials: silicon dioxide, silicon nitride(Si3N4), and polycrystalline silicon, which is heavily doped with phosphorus. All the X-ray absorption edges of these materials, namely, silicon L (100 eV), nitrogen K (400 eV),oxygen K (532 eV), and silicon K (1840 eV) are within the range of interest for ACIS.



ACIS Calibration Report - January 15, 1999 138In the course of technology development for manufacturing backside CCD, LincolnLab implemented a technique for etching away the thick silicon substrate, leaving onlya thin layer of material at the surface of the wafer. This technology turned out to beexceptionally well suited for making thin �lms supported by a rigid frame, allowing themto be handled easily. Usually, at low energies the transmission of a material is derived fromthe results of the measurement of total electron yield. With the Lincoln Lab technology itis possible to make extremely thin free standing �lms and measure transmission directly.We used synchrotron radiation to measure the transmission of these materials as a functionof energy. There is no single beamline which can cover such a wide range of energies, andfor this reason measurements were performed at three di�erent synchrotrons.4.6.4.2 Sample preparationAll the samples were prepared in a similar manner. A �lm was grown on the siliconsubstrate and then silicon from the back side of the wafer was etched away in a circularopening approximately 0.5 centimeter in diameter. The etching stops when the �lm isreached. This results in an extremely thin �lm sitting on the top of the silicon frame. Thecross section of such structure is shown in Fig. 4.67.
Thin film

Silicon 
substrate

Figure 4.67: Cross section of the thin �lm sample.The following samples were prepared at Lincoln Lab for the transmission measurements:1. Thin SiO2 �lm (dry oxidation of Si wafer at 1000o C, a process identical to the one usedfor CCD gate oxide growth), nominally 0.14 microns thick.2. Thick SiO2 �lm (wet oxidation at 1000o C, a process used for channel stop oxide growth),approximately 1.5 microns thick.3. A sandwich of SiO2+Si3N4+SiO2, a copy of the CCD gate insulator structure, nominalthicknesses 0.06 + 0.03 + 0.015 microns.4. Phosphorus doped polycrystalline silicon, 0.6 microns thick.5. The same polycrystalline silicon �lm partially oxidized, nominally 0.46 + 0.2 microns ofSi+ SiO2 respectively.



ACIS Calibration Report - January 15, 1999 1394.6.4.3 Measurement detailsX-ray transmission measurements of samples 1 and 3 at low energies (60 eV { 900 eV)were performed at the Advanced Light Source (Lawrence Berkeley National Lab), beam-line number 6.2.3, which is equipped with a grating monochromator with superb energyresolution (resolving power 7000). Three di�erent gratings are needed to cover the entireenergy range. For each grating the interval is further divided into two or three subrangesdue to the necessity of using di�erent �lters to suppress higher orders. For this reason adataset for each sample consists of 8 separate subsets. It should be noted that changing ofthe grating requires realignment of the beam.Only samples 1 and 3 were characterized at ALS. Three other samples were too thickfor the measurement in this energy range, being opaque at energies below 300 { 400 eVand above the O K edge (SiO2 sample). The energy step in the region from 360 to 580 eVcontaining nitrogen and oxygen edges was set to 0.25 eV, to 0.5 eV for energies below 180eV (around the Si L edge), and 1 eV for the rest of the energy range.Transmission at energies around the silicon K edge was measured at two other syn-chrotrons: at BESSY (Berlin) and at the Synchrotron Radiation Center (Madison, Wis-consin). The Canadian Double Crystal Beamline at the SRC has a double crystal monochro-mator with a resolution of 0.9 eV. It utilizes a pair of InSb(111) crystals (instead of themore commonly used in this range silicon), which is important for this measurement in or-der to avoid silicon edge \steps" in the incoming ux. Due to the low energy of electrons inthe storage ring (800 MeV) and the double crystal arrangement of the monochromator, thisbeamline has very low higher order light penetration (below 0.2%). The data were taken inthe range from 1770 to 2500 eV. The energy step was 0.25 eV around Si edge (from 1830to 1860 eV), and 1 eV for the rest of the range. The accuracy and reproduceability of theSRC data is better than 0.1%, the noise being hardly noticeable.At BESSY measurement were made over a wider range, from 1300 eV to 3000 eV. Ingeneral BESSY results are much noisier, but they are very valuable since they span a widerrange and this helps to constrain the thickness of the �lms more reliably.Since the X-ray ux emitted by a storage ring is continuously changing, it is necessaryto normalize the output intensity to the input ux. This requires two detectors for anymeasurement - one in front, and one behind the sample. A solid state X-ray detector wasinstalled downstream from the sample to register the output ux. At all three beamlinesit was an uncovered Hamamatsu GaAsP photodiode G1127-02. Again, this was one of theprecautions taken to avoid silicon absorption edges anywhere in the measurement system.Upstream from the sample a transparent beam normalization detector monitored the inputux. At ALS and BESSY this was a metal mesh whose electron yield was measured. AtSRC a gas ionization chamber served as the beam normalization detector.Each measurement consisted of two passes through the energy range { one with thesample in the beam, another one with the sample out. The ratio of the two normalizeduxes is the transmission of the �lm.



ACIS Calibration Report - January 15, 1999 1404.6.4.4 Measurement results.a. Silicon L, nitrogen and oxygen K edgesIn Fig. 4.68 the solid line shows the transmission of the thin SiO2 �lm at energies

Figure 4.68: Transmission of the thin SiO2 �lm as a function of energy (solid line). Dottedline represents standard Henke data.below 800 eV. Very strong near-edge oscillations can be seen at energies above the siliconL and oxygen K absorption edges. In the areas where near-edge structure does not play asigni�cant role, a �t to the standard Henke data was made with a thickness of the �lm as afree parameter. The best �t thickness was found to be 0.157 microns, and the correspondingtransmission curve is shown on Fig. 4.68 as a dotted line. The deviation of the measuredtransmission from the Henke data is very strong above the absorption edges, and the edgesthemselves are shifted. The structure above 100 eV corresponds to silicon L1, L2, and L3edges at 158, 107, and 105 eV respectively. At the oxygen edge a very strong resonantabsorption peak is found at 538 eV.A transmission curve for the SiO2+ Si3N4+ SiO2 sandwich (which is an exact copy ofthe CCD gate isolator) is shown on the Fig. 4.69. In addition to the silicon and oxygenedges this plot shows a prominent nitrogen K edge, also shifted from the tabulated atomicvalue. The transmission of this sandwich was modeled as a combination of the Henke-derived Si3N4 transmission and the experimentally measured transmission of SiO2. Thebest �t (thicknesses of both materials being free parameters) is shown in Fig. 4.69 as thedotted line.b. Silicon K edge
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Figure 4.69: Transmission of the sandwich (solid line).Fig. 4.70 contains absorption curves (not transmission!) of polysilicon, SiO2, and theSiO2 + Si3N4 + SiO2 sandwich in the close vicinity of the silicon K edge. Each sampleshows a sharp resonant peak right above the edge. Due to chemical shifts each of the threematerials exhibits the silicon K-edge at slightly di�erent energy. For polysilicon the peakis at 1841 eV ; for SiO2 it is at 1847.3 eV . The SiO2 � Si3N4 � SiO2 sandwich shows twodistinct peaks which, although are not well-resolved, can be determined to be at 1847.3and 1844.7 eV . The �rst one can obviously be attributed to SiO2, while the second oneoriginates from Si3N4. Polysilicon absorption shows a lot of structure due to its crystallineand ordered nature, whereas silicon dioxide has fewer peaks because it is amorphous anduncorrelated interference from remote atoms smears out the features.The di�erence between the edge and resonant peak energies of polysilicon and SiO2 canbe seen very nicely in the oxidized polysilicon sample transmission in Fig. 4.71. A dashedline in this plot represents the result of �tting to this data the product of the transmissionsof the separate �lms of polysilicon and SiO2. The quality of the �t is so good that thedashed line can hardly be seen under the solid line.In order to �ll a gap in the data (no measurements were made in the range from 900to 1300 eV), and also to extend the results to higher energies, we used Henke data (whichshould be adequate at energies far enough from the edges).For each of the materials standard Henke data were used to �t the transmission atenergies below the edge and far above the edge, where the near edge oscillations becomeweak. This procedure allows us to de�ne the thickness of each �lm. The results are slightly
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Figure 4.70: Absorption of the thin �lms of polysilicon (solid line), silicon dioxide (dottedline) , and SiO2 � Si3N4 (dashed line) sandwich.

Figure 4.71: Transmission of the oxidized polysilicon �lm (solid line) and result of the best�t to it of the product of the polysilicon and SiO2 transmissions (dotted line).



ACIS Calibration Report - January 15, 1999 143di�erent from the nominal values and are reected in the labels in the above Figures.The densities of the materials used for those calculations were 2.19, 2.33 and 3.44 g=cm3for SiO2, polysilicon and Si3N4, respectively. For both polysilicon and SiO2 near-edgemeasurements were combined with Henke atomic scattering factors for silicon and oxygen,and mass absorption coe�cient were produced in the range from 60 eV to 15 keV .We encountered some di�culties in our attempt to separate optical constants of theSi3N4 �lm from the other components of the sandwich, most likely due to deviations fromstoichiometry in one or more constituent layers. Because of that, for further applications weused a transmission of the sandwich as a whole unit, instead of deriving a mass absorptioncoe�cient for each component.4.6.4.5 CCD quantum e�ciency.Having all the absorption coe�cients in hand it is possible to calculate the quantum e�-ciency of the CCD taking into account transmission of all the layers in the gate structureof the frontside CCD. In this model we accounted for the overlaps between the gates ofthe CCD, and assumed triangular edges of the channel stop oxide layer (which is a goodapproximation for the so-called \bird's beak" shape of those edges). Thicknesses of thelayers were taken from the results of Scanning Electron Microscope (SEM) measurementof a sibling device cross section (see Fig 4.46). In Fig. 4.72 is shown a plot of quantume�ciency as a function of energy for the frontside illuminated device. The dashed line in

Figure 4.72: Quantum e�ciency of the frontside illuminated CCD. Dashed line is the resultof the QE measurement at SX700 line at BESSY.



ACIS Calibration Report - January 15, 1999 144the Figure represents results of the quantum e�ciency measurement of the frontside CCDat the SX700 beamline at BESSY. No �tting of the model to the data has been made forthis plot. The deviation of the experimental points from the model at higher energies canbe explained by the known second order light penetration of the SX700 monochromatorat higher energies. In the analysis of the SX700 results the second order light counts areexcluded in the CCD, while the reference photodiode cannot discriminate between orders.This results in the underestimation of the QE values for the CCD. It should also be men-tioned that the above model accounts only for the transmission losses in all the layers (ingreat detail, though) and does not deal with the redistribution of counts into the low energytail. This should not be a very signi�cant factor for the frontside illuminated CCDs.A similar plot for the backside illuminated device is shown in Fig. 4.73. Triangular pointsshow the results of experimental measurements of the quantum e�ciency of the backsideilluminated device at the SX700 beamline at BESSY. The plot extends to very low energiesaround the silicon L edges, although the device loses its ability for spectral resolution below250 eV. It still can be used for imaging, and its QE can be high enough, as can be seenfrom the Figure. The best agreement of experimental data with the transmission model was

Figure 4.73: Quantum e�ciency of the backside illuminated CCD. Triangles mark experi-mental results from SX700 at BESSY.reached assuming a surface thickness of oxide layer of 0.055 microns, whereas the nominalthickness speci�ed by Lincoln Lab is 0.035 microns. Besides that, we had to multiply thecalculated QE by a factor of 0.96 to obtain an agreement with the experiment. This isexpected, since for the backside devices a noticeable fraction of events is lost to the low



ACIS Calibration Report - January 15, 1999 145energy tail. A more sophisticated model is necessary to account for this e�ect. As in thecase with the frontside devices, a discrepancy at higher energies is attributed to secondorder light contamination.4.6.5 Validation of High Speed Tap Data Acquired at XRCF4.6.5.1 PurposeThe purpose of this section is to show that the High Speed Tap event lists can be used todetermine absolute quantum e�ciency of the ACIS instrument.4.6.5.2 The Data SetDuring at �eld calibration operations at the XRCF in May of 1997, telemetry data andHigh Speed Tap data were taken simultaneously for a number of sources for all ten of theight devices. The standard procedure was to begin a science run, then use the High SpeedTap to collect raw data frames for each of the chips being operated. After some processing,the event list generated from the raw High Speed Tap data frames can be directly comparedwith the events telemetered by the ight software. The data set chosen for this comparisonis TRW ID I-IAS-EA-2.017. The chip is s4 (aka. w457c4). The anode is silicon. The dataset was captured on 09 May 1997 at 22:12 GMT.4.6.5.3 The Telemetry Data ProcessingThe telemetry event list is from Science Run 72, which began on 09 May 1997 at 17:48 GMTas TRW ID I-IAS-SG-2.008. The parameter block used was xfaint win s.te. xfaint win s.teis full frame, faint telemetry, trickle bias, with a window. The window block used wasxsik56b50.2d. For the s4 chip, this has two windows. The �rst window begins at row 9(counting from 0) and is 28 rows high. The second window begins at row 972 and is 28rows high. All 1024 columns were telemetered. The �rst event for the science run was on09 May 1997 at 18:03 GMT. The last event for the science run was on 09 May 1997 at23:49 GMT.An ERV event list and �ts format average bias frame for this science run were createdfrom the ACIS telemetry using PSCI. For a description of PSCI and the ERV format seehttp://acis.mit.edu/ttools/psci.html. The ERV format event list was converted to ACIS RVformat using an IDL program which combines the �ts format average bias �le and the ERVformat event list. For a description of the ACIS RV format see http://acis.mit.edu/ttools/acis-analysis.html.To directly compare the telemetry event list with the High Speed Tap event list, eventswhich the telemetry includes but the High Speed Tap does were removed. There are threetypes of events that the High Speed Tap event list does not include; events on quadrant



ACIS Calibration Report - January 15, 1999 146boundaries, events taken before (22:17 GMT) or after (23:00 GMT) the High Speed Tapdata were captured, and events in frames that the High Speed Tap dropped.4.6.5.4 The High Speed Tap Data ProcessingThe High Speed Tap event list used was taken as TRW ID I-IAS-EA-2.017, which beganon 09 May 1997 at 22:12 GMT. The �rst event was at 22:17 and the last event was at 23:00GMT. An RV format event list was created from the �ts format bias frames (taken withthe gate valve shut, immediately prior to the data) and the FITS format data frames using"xrcf �nd events".To directly compare the High Speed Tap event list to the telemetry event list theHigh Speed Tap times and coordinates were converted to telemetry times and coordinates,and events not included in the telemetry event list were removed. The times had to beconverted because the telemetry times are given in seconds from the beginning of 1997while the High Speed Tap times are given in seconds from the beginning of 1994. Thecoordinates needed to be converted because the telemetry row and column coordinatesare given in chip coordinates while the High Speed Tap coordinates are given in readoutcoordinates.There are two types of events that the High Speed Tap event list includes that thetelemetry event list does not; events that occur outside of the telemetry window, andevents in frames that the telemetry dropped.4.6.5.5 Event List ComparisonBoth of the event lists in the comparison contain events from 755 frames. The averagenumber of events per frame in the 56 rows of the comparison is 56.6 events per frame. Thetotal number of events in the �ltered telemetry event list is 42738. There are 42768 eventsin the �ltered High Speed Tap event list.4.6.5.6 Spectral Resolution ComparisonAfter subtracting the average bias and delta-overclocks, the event amplitudes in the twoevent lists can be directly compared. The spectra for ACIS grade bit map 0x1d05 0x00470x0004 0x0047 0x1133 0x0003 0x1100 0x0000 0x1d04 0x0000 0x0004 0x0000 0x0000 0x00030x0000 0x0000 (ASCA grades 02346) for both the High Speed Tap and telemetry event listsare shown in Figure 4.74.The peak and sigma �t to the data for each of the four quadrants is the same for eachof the event lists.
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Figure 4.74: Telemetry and High Speed Tap Spectra4.6.5.7 Event Timing ComparisonThe total number of events in each frame is shown in Figure 4.75 for both the telemetryevent list and the High Speed Tap event list as well as the di�erence between the two.

Figure 4.75: Telemetry, High Speed Tap, and Di�erence Light Curves4.6.5.8 Position ComparisonSubtracting the event list images for the two �les shows that there are 124 pixels for whichthe total number of events is di�erent. Ninety-six of the di�erences are due to split eventswhich, because to di�erences in the biases or processing order, have a di�erence in theposition of one row or column.Table 4.32 is an example of an event found in the exposure taken at 22:45.558 GMT(frame 502 for the High Speed Tap, frame 5075 for the telemetry). Due to the 3 ADU



ACIS Calibration Report - January 15, 1999 148di�erence in the bias levels, the peak of this split event was found at two di�erent positions.Telemetry High Speed Tap Di�erencer/c 169 170 171 172 169 170 171 172 169 170 171 1729 1 1 4 2 2 3 -2 -1 -2 +210 124 125 -4 2 127 126 +1 -3 -1 -311 65 96 -3 1 66 97 -2 -1 -1 +2Table 4.32: Event Position ComparisonThe remaining events which don't appear in both lists are events which are, due to thevariations in the bias, either below the threshold, or are no longer the local maximum.4.6.6 ACIS High Speed Tap Count Rates During XRCF PhaseI: Towards Absolute E�ciency Measurements from XRCFData4.6.6.1 PurposeThe purpose of this section is to present the measured counting rate and inferred photonuxes during XRCF phase I measurements.Also presented is the ratio of ACIS detected counts (corrected for pileup and �ltere�ciencies) to the ux detected by the Beam Normalization Detector (corrected for sourceto detector distance). This information, combined with the absolute e�ciency of the BeamNormalization Detector (which is not available to us at this time) can be used to determinethe the absolute quantum e�ciency of the ACIS CCDs.4.6.6.2 Measurement DescriptionXRCF phase I was performed with the ACIS ight instrument, but without the HRMA orthe gratings. The full ACIS focal plane was illuminated with X-rays from either the EIPSor the DCM.ACIS was run in the full frame timed exposure mode, with a 3.34 second exposuretime. During most science runs, six of the CCDs were read out simultaneously. Duringeach science run, the high speed tap was cycled through each of the devices that was on.As the high speed tap was changed, so was the TRW ID.There are two reasons why high speed tap data are used here in favor of telemetry data.Without the limitations of the telemetry, the entire full frames can be captured, not justthe events from a small window. Also, because a single science run contains data from may



ACIS Calibration Report - January 15, 1999 149TRW IDs, a time �lter must be applied when comparing the telemetry data to the BeamNormalization Detector data. Using High Speed Tap data eliminates this complication.The tables presented in this section identify the data used by science run number, notTRW ID. A single science run is all of the data taken between sending the "Start Run"and "Stop Run" commands to the ACIS instrument and often includes several TRW IDs.Table 4.33 lists the relevant TRW IDs for the data used in this section.Science Run Energy i0 i1 i2 i3 s0 s1 s2 s3 s4 s5eV I-IAI-EA- I-IAI-EA- I-IAI-EA- I-IAI-EA- I-IAS-EA- I-IAS-EA- I-IAS-EA- I-IAS-EA- I-IAS-EA- I-IAS-EA-70 71 525 1.001 1.002 1.003 1.004 2.001 2.002 2.003 2.004 2.005 2.00688 89 705 1.005 1.006 1.007 1.008 2.007 2.008 2.009 2.010 2.011 2.012A111 112 1487 1.017 1.018 1.019 1.020 2.026 2.027 2.028 2.029 2.030 2.03172 75 1740 1.009 1.010 1.011 1.012 2.013 2.014 2.015 2.016 2.017 2.018107 108 2166 1.013 1.014 1.015 1.016 2.019 2.020 2.021 2.022 2.023 2.024120 122 123 4509 1.121 1.122 1.123 1.124 2.131 2.132 2.133 2.134 2.135 2.13677 78 83 84 6399 1.025 1.026 1.027 1.028 2.037 2.038 2.039 2.040 2.041 2.04292 93 8040 1.029 1.030 1.031 1.032 2.043 2.044 2.045 2.046 2.047 2.048Table 4.33: TRW IDs4.6.6.3 Data ProcessingEvent �nding was performed on each raw data frame with an event threshold of 38 ADUfor the front illuminated devices and 20 ADU for the back illuminated devices. The splitthreshold was 13 ADU for all measurements. The event �nding was performed using anIDL script which output an ARV format event list.Each ARV format event list was then summarized using an IDL script. This IDL script�t a gaussian to the main peak of the spectrum. Only events in ACIS grade bit map 0x1d050x0047 0x0004 0x0047 0x1133 0x0003 0x1100 0x0000 0x1d04 0x0000 0x0004 0x0000 0x00000x0003 0x0000 0x0000 (ASCA grades 02346) were considered. Using the �t parameters,the position of the peak, width of the peak, and total number of counts under the peakare determined assuming the line response is Gaussian. All of these values are written toa text format �le.Finally, the text format summary �les are read by another IDL script which uses thecounts per frame versus energy to correct for pileup, the �lter e�ciency versus energy tocorrect for �lter e�ects, and the CSR calculated s2 quantum e�ciency. This IDL scriptalso reads in a SSD 5 ux rate.4.6.6.4 ResultsThe absolute ux at the ACIS �lter in photons per second per centimeter squared is shownin Table 4.34. The statistical error of the ux rates presented is generally 0.1 percent,with a worse case of 0.5 percent.



ACIS Calibration Report - January 15, 1999 150Science Runs Energy i0 i1 i2 i3 s0 s1 s2 s3 s4 s570 71 525 18.1 18.3 18.2 17.3 18.6 26.2 18.9 24.6 18.1 18.088 89 705 23.7 23.3 23.5 23.8 23.6 40.0 24.4 39.9 25.7 23.8111 112 1487 171.7 171.7 172.2 172.4 171.7 172.7 172.5 174.5 173.1 172.472 75 1740 39.5 39.6 39.8 39.7 39.6 41.4 39.5 41.7 39.6 39.3107 108 2166 73.2 73.6 73.8 73.6 73.2 76.3 74.4 78.9 73.6 74.3120 122 123 4509 64.7 66.0 65.0 65.9 76.8 68.6 74.0 75.1 70.8 69.377 78 83 84 6399 78.3 79.1 79.5 79.4 79.5 73.4 79.0 76.1 78.8 78.592 93 8040 242.9 244.4 240.4 245.7 254.1 230.9 246.4 233.2 243.4 247.8Table 4.34: Estimated High Speed Tap Flux at ACIS Focal Plane Corrected for Pileup,Filter E�ciency, and CCD E�ciency in photons per second per centimeter squared in theline.The relative e�ciencies of the ACIS ight devices compared to s2 are shown in Table4.35.Science Runs Energy i0 i1 i2 i3 s0 s1 s2 s3 s4 s570 71 525 0.755 0.805 0.825 0.887 0.922 3.311 1.000 3.216 0.843 0.80788 89 705 0.559 0.867 0.684 0.652 0.851 3.193 1.000 3.173 0.914 0.854111 112 1487 0.967 0.949 0.962 0.972 0.978 1.076 1.000 1.161 0.984 0.97572 75 1740 0.965 0.967 0.976 0.971 0.948 0.672 1.000 1.042 0.956 0.943107 108 2166 0.944 0.957 0.970 0.958 0.964 1.282 1.000 1.328 0.975 0.964120 122 123 4509 1.002 1.007 0.995 0.999 0.998 0.843 1.000 0.969 1.003 0.99477 78 83 84 6399 0.949 0.950 0.957 0.954 0.951 0.604 1.000 0.750 0.992 0.97692 93 8040 0.901 0.906 0.891 0.911 0.936 0.489 1.000 0.638 0.990 0.976Table 4.35: High Speed Tap Based Quantum E�ciencies Relative to the s2 DetectorThe ratio of ACIS counts to SSD 5 counts is shown in Table 4.36. The SSD 5 count ratesused are from "ux d3" column of ftp://es81-server1.msfc.nasa.gov/xrayastronomy/QE energy total.rdb,which was last updated August 13, 1997.4.6.6.5 WarningsThe pileup correction applied to the data are based on CSR spectra, not XRCF spectra.



ACIS Calibration Report - January 15, 1999 151Science Runs Energy i0 i1 i2 i3 s0 s1 s2 s3 s4 s570 71 525 3.621 3.862 3.960 4.256 4.422 15.887 4.798 15.430 4.044 3.87088 89 705 0.790 1.224 0.966 0.921 1.201 4.508 1.412 4.479 1.290 1.205111 112 1487 0.977 0.958 0.972 0.982 0.988 1.087 1.010 1.173 0.994 0.98572 75 1740 1.156 1.158 1.169 1.163 1.135 0.805 1.198 1.249 1.145 1.129107 108 2166 0.782 0.793 0.804 0.794 0.799 1.063 0.829 1.100 0.808 0.799120 122 123 4509 0.785 0.789 0.780 0.783 0.782 0.661 0.784 0.760 0.787 0.78077 78 83 84 6399 0.792 0.793 0.799 0.796 0.793 0.504 0.834 0.626 0.828 0.81592 93 8040 0.617 0.620 0.610 0.624 0.641 0.335 0.685 0.437 0.678 0.668Table 4.36: ACIS Count Rate Divided by SSD 5 Count Rate4.7 Quantum E�ciencies of ACIS Flight DetectorsRelative to Reference Detectors4.7.1 Measurement Method, Analysis Techniques, and Data Prod-ucts4.7.1.1 Calibration StrategyThe quantum detection e�ciency of each ACIS ight CCD was calibrated relative to oneor more reference CCDs at the CCD Laboratory in MIT's Center for Space Research.The reference CCDs used as calibration transfer standards for the ight CCDs are of thesame design and are essentially identical to the ight CCDs except for small manufac-turing variations. The reference CCDs were previously calibrated using the facilities ofthe Physikalisch-Technishe Bundesanstalt (PTB) laboratory at the Berlin Electron Storagering BESSY(Arnold and Ulm, 1992), as well as via comparison to a Si(Li) solid state de-tector at energies above 3 keV. The calibrations performed at PTB-BESSY are describedin Section 4.6.1.The strategy adopted to measure the relative quantum detection e�ciency of ightCCDs vs. reference CCDs consisted of alternately moving one ight CCD and one ref-erence CCD into a stable quasi-monochromatic X-ray beam at each of several energies,spanning the spectral range of 0.3{10 keV. Two special vacuum chambers were built forthis purpose, containing mounts for two CCDs attached to X-Y translation stages, X-raysources, and alignment systems employing LEDs and pinholes(Jones et al., 1996). Thepinholes illuminated the CCDs with small spots, coaxial with the X-ray sources, whosecentroids were determined to the nearest pixel in order to alternately position each CCDat the same X-Y location for the calibration measurements.



ACIS Calibration Report - January 15, 1999 152Both radioactive (55Fe) and uorescent X-ray sources were used to illuminate the CCDs,providing a range of discrete emission lines to cover the energy band. Two uorescentsources were used, one with a tritium source whose beta particles excite low-Z targets (forC, O, and F lines), and one employing a Mo-anode commercial X-ray tube to excite higher-Z targets (Al, Si, P, K, Cl, Ti, V, Fe, Co, Ni, Cu, Zn, and Ge targets were available). Thesesources have been described in detail elsewhere(Jones et al., 1996). The carbon source wasonly used with back-illuminated (BI) CCDs, as front-illuminated (FI) CCDs have very poore�ciency at 277 eV. The sources used for relative QE calibration and the energies of theirK� lines are shown below:Element (C) O F Si P Ti Mn CuEnergy (keV) .277 .525 .677 1.74 2.02 4.51 5.89 8.04To analyze the relative quantum e�ciency (QE) data, a Gaussian �t to the main X-rayline was made to the cumulative spectra (for each CCD quadrant); then all counts within 3sigma of that peak were counted towards the detected ux rate in that line. Both the ightand reference CCDs (containing 1024� 1024 pixels) were divided into 1024 \superpixels"(32�32 pixel square regions). The calibration measurements collected approximately 10000counts per superpixel for 1% accuracy (in counting statistics) at the superpixel level. Thisgoal required collecting over ten million counts in each CCD for each energy of interest,a process requiring typically 10 days, with two shifts of data operators per day, per ightCCD candidate. [Counting re-exed CCDs, almost 40 devices have undergone this processsince Jan. 1996.] Smaller sets of data were also taken at the energies not used for quantume�ciency analysis in order to fully characterize the spectral response (gain and FWHM vs.energy).The alignment process ensured that each reference CCD superpixel viewed the same X-ray ux as the corresponding ight CCD superpixel, even for non-uniform source radiationpatterns (C, O, and F were most sharply peaked on axis|the higher energies were relativelyat). It is estimated that the ight and reference CCDs were positioned at the same locationin the X-Y (translation stage) plane to within two pixels. The raw relative QE (uncorrectedfor pileup) for each superpixel pair was taken to be the ratio of the ight CCD count rate(counts/sec/superpixel) to the reference CCD count rate.This yielded 1024 values of the QE ratio, with typically a Gaussian distribution. By�tting a Gaussian to this histogram of ratios, we obtained a �tted centroid, representingthe nominal QE ratio for the two CCDs, and a width (sigma) which represents the spa-tial variations. A simple average of the 1024 ratios was also calculated, along with thestandard deviation. The standard deviation is quite sensitive to outlying values that canoriginate from bad pixels, hot columns, or edge e�ects (particularly shadows along one edgeattributed to the framestore covers attached to each CCD).Images and histograms of the spatial uniformity of the superpixel ratios at each energyare presented in Figures 4.77{4.86 in section 4.7.2.



ACIS Calibration Report - January 15, 1999 1534.7.1.2 Pileup Corrections To Relative Quantum E�ciency ValuesThe average count rate for each CCD is used to estimate pileup correction factors, whichare then used to obtain corrected nominal values of the QE ratio and the sigma value.The pileup correction is typically very close to unity when both the ight and referenceCCD have the same exposure time. Larger corrections were found in several cases wherethe reference CCD used older (and slower) electronics than the ight CCD and thereforerecorded higher counts/frame and pileup values. Also, data comparing FI CCDs to BICCDs can be a�ected by slight di�erences in pileup behavior exhibited by the two types ofdetector.The pileup model and parameters are explained in Section 4.4; ux scaling studies wereused to �t typical FI and BI pileup model parameters at energies above 1.5 keV. Thesestudies consisted of recording data from uorescent targets at di�erent current values onthe commercial X-ray tube (at constant voltage); analysis of total charge collected indicatesthat the X-ray ux is linear with respect to this current. For energies below 1.5 keV (Oand F data), parameters measured with the Al source were employed. A more re�nedtreatment for these energies is planned later. Note, however, that empirically �t pileupparameters were typically independent of energy below 3 keV. For a given ux level, pileupis greatest for high energy photons because their charge clouds typically spread to morepixels, especially if the X-ray is energetic enough to penetrate below the depletion layer ofthe CCD before initiating a photoelectric interaction.Pileup e�ects may be expressed for one measurement in terms of a correction factor(f), de�ned as the ratio of counting rate (corrected) to counting rate (raw). Typicalcorrection factors (f) and errors in the correction are shown in Table 4.37 for the relativeQE calibration of ight CCD I1 (w193c2) vs. reference CCD w103c4. This is an examplein which the reference CCD used the older electronics and was limited to a 7.15 secondexposure time, whereas the ight CCD using engineering versions of the ight electronicswas capable of running with 3.28 second exposures if the ux was high enough to warrantit. Pileup correction factors applied to the MIT CSR measurements of relative quantume�ciency are presented below in Section 4.7.2.4.7.1.3 Relative Quantum E�ciency Error SourcesSeveral factors contribute to the uncertainty in the relative QE measurements. Photonstatistics contribute � 1:4% for the 1024 individual superpixel quantum e�ciency ratios,but only � 0:04% to the full CCD nominal value (assuming spatially uniform QE), wherethe nominal value is taken to be the centroid of the Gaussian �t to the histogram of 1024values.Reproducibility of relative QE measurements made after moving the CCDs out of andthen back into the chamber is typically within 1%, but is observed to be as poor as 3%



ACIS Calibration Report - January 15, 1999 154Energy I1 f I1 exp Ref f Ref exp f ratio +/-.525 1.061 7 sec 1.071 7 sec 0.991 0.013.677 1.031 7 sec 1.041 7 sec 0.990 0.0011.74 1.046 3 sec 1.109 7 sec 0.943 0.0162.02 1.022 3 sec 1.051 7 sec 0.972 0.0094.51 1.027 3 sec 1.059 7 sec 0.969 0.0065.89 1.065 3 sec 1.146 7 sec 0.930 0.0148.04 1.068 3 sec 1.144 7 sec 0.934 0.012Table 4.37: Pileup correction factors f for the relative quantum e�ciency calibration ofACIS detector I1 (w193c2) versus reference detector w103c4. The correction factors arede�ned by f =(Corrected count rate)/(Raw count rate). The corrected relative QE is theraw relative QE multiplied by the f ratio of the two CCDs.at Cu (8.04 keV), possibly due to relatively high uncertainty in the pileup factor for thereference CCD caused by a high count rate at high energy.It should also be noted that the pileup correction parameters are generally similar fromone FI CCD to another, but they do seem to be slightly di�erent for one older referenceCCD (w103c4) used to calibrate some ight CCDs. Because older electronics were used forthis CCD, the depletion depth is thought to be smaller, which would exert some inuenceon the pileup rate. This di�erence has not yet been incorporated into the correction codes.A further test of the accuracy of the relative quantum e�ciency measurements is de-scribed in Section 4.7.3.4.7.1.4 Data Products and Valid Data SummaryThe data used for relative quantum e�ciency measurements are listed in Tables 4.38through 4.50.The column labeled "Directory" is the location of the dataset from /ohno/di/databaseon the local CSR network.In the column labeled "Rejected Frames" the letter "b" following the number indicatesthat the majority of the rejected frames were rejected due to pixels above the event thresholdin the overclock region. The letter "n" following the number indicates that the majorityof the rejected frames were rejected due to standard deviation of the overclocks exceedingthe noise threshold.The column labeled "Counts per Frame" contains the total number of G02346 eventsunder the main peak for the data set.Each data set included has been checked by visual inspection of the data products andfor consistency with other data sets.



ACIS Calibration Report - January 15, 1999 155Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew203c4r/I0 o/525 w203c4r/beavis/o/31dec96/2351 322 3b 7.149 2847.2w203c4r/I0 o/525 w203c4r/beavis/o/31dec96/2203 647 3b 7.148 2844.4w203c4r/I0 o/525 w203c4r/beavis/o/31dec96/1654 647 3b 7.148 2869.2w203c4r/I0 o/525 w203c4r/beavis/o/31dec96/1509 644 6b 7.148 2869.6w203c4r/I0 o/525 w203c4r/beavis/o/31dec96/1207 646 4b 7.148 2893.2w203c4r/I0 o/525 w203c4r/beavis/o/31dec96/1040 647 3b 7.148 2902w190c3/REF o/525 w190c3/beavis/o/31dec96/2033 647 3b 7.148 2947.6w190c3/REF o/525 w190c3/beavis/o/31dec96/1908 645 5b 7.148 2949.2w190c3/REF o/525 w190c3/beavis/o/31dec96/1337 629 16b 7.149 2968.4w190c3/REF o/525 w190c3/beavis/o/31dec96/0904 648 2b 7.148 2996.4w190c3/REF o/525 w190c3/beavis/o/01jan97/2115 648 2b 7.148 2996.4w203c4r/I0 f/677 w203c4r/beavis/f/01jan97/1647 647 3b 7.148 3888.4w203c4r/I0 f/677 w203c4r/beavis/f/01jan97/1520 646 4b 7.148 3893.2w203c4r/I0 f/677 w203c4r/beavis/f/01jan97/1213 645 5b 7.148 3898.8w203c4r/I0 f/677 w203c4r/beavis/f/01jan97/1045 645 5b 7.148 3896.4w190c3/REF f/677 w190c3/beavis/f/01jan97/1950 649 1b 7.148 3911.6w190c3/REF f/677 w190c3/beavis/f/01jan97/1825 647 3b 7.148 3907.2w190c3/REF f/677 w190c3/beavis/f/01jan97/1342 645 5b 7.148 3912w190c3/REF f/677 w190c3/beavis/f/01jan97/0917 648 2b 7.148 3913.6w203c4r/I0 si/1740 w203c4r/beavis/si/02jan97/1440 640 5b 3.276 5382.4w203c4r/I0 si/1740 w203c4r/beavis/si/02jan97/1338 647 3b 3.277 5386w203c4r/I0 si/1740 w203c4r/beavis/si/02jan97/1159 649 1b 3.277 5390.8w190c3/REF si/1740 w190c3/beavis/si/02jan97/1527 645 5b 3.277 5389.6w190c3/REF si/1740 w190c3/beavis/si/02jan97/1246 647 3b 3.277 5385.6w190c3/REF si/1740 w190c3/beavis/si/02jan97/1108 641 8b 3.277 5390.8w203c4r/I0 p/2015 w203c4r/beavis/p/02jan97/2116 247 2b 3.277 4594w203c4r/I0 p/2015 w203c4r/beavis/p/02jan97/2033 649 1b 3.277 4596w203c4r/I0 p/2015 w203c4r/beavis/p/02jan97/1853 645 4b 3.277 4587.6w203c4r/I0 p/2015 w203c4r/beavis/p/02jan97/1714 648 1b 3.277 4610.4w190c3/REF p/2015 w190c3/beavis/p/02jan97/2139 223 2b 3.277 4637.2w190c3/REF p/2015 w190c3/beavis/p/02jan97/1947 646 3b 3.277 4643.2w190c3/REF p/2015 w190c3/beavis/p/02jan97/1806 648 2b 3.277 4635.6w190c3/REF p/2015 w190c3/beavis/p/02jan97/1625 647 1b 3.277 4662.8w203c4r/I0 ti/4508 w203c4r/beavis/ti/03jan97/2035 324 1b 3.277 4900w203c4r/I0 ti/4508 w203c4r/beavis/ti/03jan97/1956 646 2b 3.277 4897.2w203c4r/I0 ti/4508 w203c4r/beavis/ti/03jan97/1827 645 5b 3.277 4896.8w203c4r/I0 ti/4508 w203c4r/beavis/ti/03jan97/1746 648 1b 3.277 4892w190c3/REF ti/4508 w190c3/beavis/ti/03jan97/2140 323 1b 3.277 4905.2w190c3/REF ti/4508 w190c3/beavis/ti/03jan97/2100 647 3b 3.277 4906.8w190c3/REF ti/4508 w190c3/beavis/ti/03jan97/1914 645 5b 3.277 4902.4w190c3/REF ti/4508 w190c3/beavis/ti/03jan97/1646 647 2b 3.277 4895.6w203c4r/I0 fe55/5894 w203c4r/beavis/fe55/03jan97/1549 320 5b 3.277 3517.2w203c4r/I0 fe55/5894 w203c4r/beavis/fe55/03jan97/1508 642 7b 3.277 3520w203c4r/I0 fe55/5894 w203c4r/beavis/fe55/03jan97/1337 650 0n 3.277 3518w203c4r/I0 fe55/5894 w203c4r/beavis/fe55/03jan97/1151 639 4b 3.277 3523.6w203c4r/I0 fe55/5894 w203c4r/beavis/fe55/03jan97/1011 645 4b 3.277 3527.2w190c3/REF fe55/5894 w190c3/beavis/fe55/03jan97/1619 322 3b 3.277 3582.8w190c3/REF fe55/5894 w190c3/beavis/fe55/03jan97/1425 640 9b 3.277 3584.4w190c3/REF fe55/5894 w190c3/beavis/fe55/03jan97/1238 648 2b 3.277 3584.4w190c3/REF fe55/5894 w190c3/beavis/fe55/03jan97/1059 646 3b 3.277 3582.4w190c3/REF fe55/5894 w190c3/beavis/fe55/03jan97/0921 647 3b 3.277 3584.8w203c4r/I0 cu/8040 w203c4r/beavis/cu/04jan97/1939 325 0n 3.277 2850w203c4r/I0 cu/8040 w203c4r/beavis/cu/04jan97/1815 647 2b 3.277 2848w203c4r/I0 cu/8040 w203c4r/beavis/cu/04jan97/1650 645 5b 3.277 2829.2w203c4r/I0 cu/8040 w203c4r/beavis/cu/04jan97/1541 643 4b 3.277 2846w203c4r/I0 cu/8040 w203c4r/beavis/cu/04jan97/1419 648 2b 3.277 2836.8w203c4r/I0 cu/8040 w203c4r/beavis/cu/04jan97/1241 553 3b 3.285 2827.6w190c3/REF cu/8040 w190c3/beavis/cu/04jan97/2119 324 1n 3.277 2998w190c3/REF cu/8040 w190c3/beavis/cu/04jan97/2003 650 0n 3.277 2995.6w190c3/REF cu/8040 w190c3/beavis/cu/04jan97/1733 650 0n 3.277 2984w190c3/REF cu/8040 w190c3/beavis/cu/04jan97/1457 645 5b 3.277 3008.4w190c3/REF cu/8040 w190c3/beavis/cu/04jan97/1325 648 2b 3.277 2999.6w190c3/REF cu/8040 w190c3/beavis/cu/04jan97/1158 641 7b 3.277 2986.4Table 4.38: w203c4r/I0 CSR Quantum E�ciency Data Sets



ACIS Calibration Report - January 15, 1999 156Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew193c2/I1 o/525 w193c2/butthead/o/23nov96/2100 645 5b 7.148 3278.8w193c2/I1 o/525 w193c2/butthead/o/23nov96/1934 648 2n 7.148 3295.2w193c2/I1 o/525 w193c2/butthead/o/23nov96/1426 645 5b 7.15 3289.2w193c2/I1 o/525 w193c2/butthead/o/23nov96/1009 649 1b 7.15 3283.2w103c4/REF o/525 w103c4/butthead/o/23nov96/2239 295 4b 7.224 3748.4w103c4/REF o/525 w103c4/butthead/o/23nov96/1800 587 8b 7.225 3712.8w103c4/REF o/525 w103c4/butthead/o/23nov96/1633 551 37b 7.225 3706.4w103c4/REF o/525 w103c4/butthead/o/23nov96/1137 566 32b 7.224 3719.6w103c4/REF o/525 w103c4/butthead/o/23nov96/0842 573 24b 7.225 3724.8w193c2/I1 f/677 w193c2/butthead/f/24nov96/2049 644 3n 7.15 1755.6w193c2/I1 f/677 w193c2/butthead/f/24nov96/1703 647 3b 7.15 1754.4w193c2/I1 f/677 w193c2/butthead/f/24nov96/1324 613 4n 7.15 1760.4w193c2/I1 f/677 w193c2/butthead/f/24nov96/1108 581 7n 7.148 1756.4w103c4/REF f/677 w103c4/butthead/f/24nov96/2225 589 8b 7.224 2281.6w103c4/REF f/677 w103c4/butthead/f/24nov96/1842 595 14b 7.225 2279.2w103c4/REF f/677 w103c4/butthead/f/24nov96/1528 586 14b 7.224 2282.4w103c4/REF f/677 w103c4/butthead/f/24nov96/0954 575 11b 7.225 2284.4w193c2/I1 f/677 w193c2/butthead/f/25nov96/1605 699 1b 7.15 1747.2w193c2/I1 f/677 w193c2/butthead/f/25nov96/1433 692 8b 7.15 1749.6w193c2/I1 f/677 w193c2/butthead/f/25nov96/1147 597 2b 7.15 1754w193c2/I1 f/677 w193c2/butthead/f/25nov96/1019 598 2b 7.15 1753.2w103c4/REF f/677 w103c4/butthead/f/25nov96/1738 580 12b 7.225 2281.6w103c4/REF f/677 w103c4/butthead/f/25nov96/1311 489 14n 7.225 2281.2w103c4/REF f/677 w103c4/butthead/f/25nov96/0859 582 10b 7.224 2276.4w193c2/I1 si/1740 w193c2/butthead/si/29nov96/1830 661 4n 3.277 2500.8w193c2/I1 si/1740 w193c2/butthead/si/29nov96/1744 678 1b 3.277 2499.6w193c2/I1 si/1740 w193c2/butthead/si/29nov96/1358 642 6b 3.277 2504.8w193c2/I1 si/1740 w193c2/butthead/si/29nov96/1315 647 3b 3.277 2505.6w193c2/I1 si/1740 w193c2/butthead/si/29nov96/1233 647 2b 3.277 2503.2w193c2/I1 si/1740 w193c2/butthead/si/29nov96/1013 649 0n 3.277 2503.2w103c4/REF si/1740 w103c4/butthead/si/29nov96/1616 547 27n 7.226 5382.4w103c4/REF si/1740 w103c4/butthead/si/29nov96/1449 13 17n 7.224 5427.6w103c4/REF si/1740 w103c4/butthead/si/29nov96/1101 581 14b 7.224 5388.4w193c2/I1 p/2015 w193c2/butthead/p/27nov96/2248 647 1b 3.277 1701.2w193c2/I1 p/2015 w193c2/butthead/p/27nov96/2149 645 4b 3.277 1704w193c2/I1 p/2015 w193c2/butthead/p/27nov96/2110 588 2n 3.277 1703.6w193c2/I1 p/2015 w193c2/butthead/p/27nov96/1907 642 3n 3.277 1718.8w193c2/I1 p/2015 w193c2/butthead/p/27nov96/1825 646 2n 3.277 1721.6w193c2/I1 p/2015 w193c2/butthead/p/27nov96/1541 617 5n 3.277 1719.2w193c2/I1 p/2015 w193c2/butthead/p/27nov96/1502 647 3b 3.277 1717.2w193c2/I1 p/2015 w193c2/butthead/p/27nov96/1233 648 2b 3.277 1720.8w193c2/I1 p/2015 w193c2/butthead/p/27nov96/1142 596 3b 3.277 1718.8w103c4/REF p/2015 w103c4/butthead/p/27nov96/2313 293 NA 7.227 3776w103c4/REF p/2015 w103c4/butthead/p/27nov96/1950 584 15b 7.224 3779.2w103c4/REF p/2015 w103c4/butthead/p/27nov96/1654 589 8b 7.225 3802w103c4/REF p/2015 w103c4/butthead/p/27nov96/1318 579 13b 7.225 3796.8w103c4/REF p/2015 w103c4/butthead/p/27nov96/1006 583 11b 7.225 3800w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/2018 313 2n 3.277 2184.4w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/1939 547 2n 3.277 2183.6w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/1745 610 1n 3.277 2182.4w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/1514 649 0n 3.277 2186w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/1431 644 6b 3.277 2189.2w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/1348 620 4n 3.277 2179.6w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/1137 618 3n 3.277 2178.8w193c2/I1 ti/4508 w193c2/butthead/ti/01dec96/1054 625 5n 3.277 2184.8w103c4/REF ti/4508 w103c4/butthead/ti/01dec96/2042 214 9b 7.225 4634w103c4/REF ti/4508 w103c4/butthead/ti/01dec96/1826 533 12b 7.225 4634.8w103c4/REF ti/4508 w103c4/butthead/ti/01dec96/1622 533 12b 7.225 4640w103c4/REF ti/4508 w103c4/butthead/ti/01dec96/0943 125 19n 7.225 4620w193c2/I1 fe55/5894 w193c2/butthead/fe55/30nov96/1713 416 2n 3.277 3362.4w193c2/I1 fe55/5894 w193c2/butthead/fe55/30nov96/1520 640 6b 3.277 3362w193c2/I1 fe55/5894 w193c2/butthead/fe55/30nov96/1435 639 2b 3.28 3360w193c2/I1 fe55/5894 w193c2/butthead/fe55/30nov96/1124 647 3b 3.277 3363.6w103c4/REF fe55/5894 w103c4/butthead/fe55/30nov96/1749 541 38b 7.225 6646.8w103c4/REF fe55/5894 w103c4/butthead/fe55/30nov96/1321 362 184b 7.225 6631.6w103c4/REF fe55/5894 w103c4/butthead/fe55/30nov96/0905 554 15b 7.225 6638.8w193c2/I1 cu/8040 w193c2/butthead/cu/02dec96/1746 645 4b 3.277 1313.2w193c2/I1 cu/8040 w193c2/butthead/cu/02dec96/1702 650 0n 3.277 1311.2w193c2/I1 cu/8040 w193c2/butthead/cu/02dec96/1426 646 2b 3.277 1334.4w193c2/I1 cu/8040 w193c2/butthead/cu/02dec96/1224 647 3b 3.277 1293.6w193c2/I1 cu/8040 w193c2/butthead/cu/02dec96/1136 644 5b 3.277 1294.8w193c2/I1 cu/8040 w193c2/butthead/cu/02dec96/1035 638 2b 3.279 1310.8w103c4/REF cu/8040 w103c4/butthead/cu/02dec96/2201 571 12b 7.225 2427.2w103c4/REF cu/8040 w103c4/butthead/cu/02dec96/1525 482 102b 7.225 2448w103c4/REF cu/8040 w103c4/butthead/cu/02dec96/1312 492 77b 7.224 2478w103c4/REF cu/8040 w103c4/butthead/cu/02dec96/0856 558 10b 7.225 2501.2Table 4.39: w193c2/I1 CSR Quantum E�ciency Data Sets



ACIS Calibration Report - January 15, 1999 157Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew158c4r/I2 o/525 w158c4r/butthead/o/26oct96/1826 595 5b 7.148 3732w158c4r/I2 o/525 w158c4r/butthead/o/26oct96/0158 299 1b 7.15 3720.4w103c4/REF o/525 w103c4/butthead/o/26oct96/1706 588 9b 7.225 4059.2w103c4/REF o/525 w103c4/butthead/o/26oct96/0114 298 2b 7.224 4060.8w158c4r/I2 o/525 w158c4r/butthead/o/31oct96/2018 137 0n 7.149 3620.4w158c4r/I2 o/525 w158c4r/butthead/o/31oct96/1849 663 7b 7.15 3543.2w158c4r/I2 o/525 w158c4r/butthead/o/31oct96/1724 667 3b 7.15 3511.2w158c4r/I2 o/525 w158c4r/butthead/o/31oct96/1417 664 6b 7.15 3599.6w158c4r/I2 o/525 w158c4r/butthead/o/31oct96/1256 593 7b 7.15 3538.4w103c4/REF o/525 w103c4/butthead/o/31oct96/2222 194 6b 7.225 3951.6w103c4/REF o/525 w103c4/butthead/o/31oct96/2050 588 12b 7.224 3928.8w103c4/REF o/525 w103c4/butthead/o/31oct96/1554 571 29b 7.225 3820.4w103c4/REF o/525 w103c4/butthead/o/31oct96/1123 588 12b 7.224 3876.4w103c4/REF o/525 w103c4/butthead/o/31oct96/0951 590 10b 7.224 3956.8w158c4r/I2 f/677 w158c4r/butthead/f/01nov96/1853 643 7b 7.15 1830.8w158c4r/I2 f/677 w158c4r/butthead/f/01nov96/1730 642 8b 7.15 1832.8w158c4r/I2 f/677 w158c4r/butthead/f/01nov96/1232 695 5b 7.15 1830.8w158c4r/I2 f/677 w158c4r/butthead/f/01nov96/1038 342 2b 7.149 1831.6w103c4/REF f/677 w103c4/butthead/f/01nov96/2030 590 8b 7.224 2268.4w103c4/REF f/677 w103c4/butthead/f/01nov96/1609 587 10b 7.224 2270.4w103c4/REF f/677 w103c4/butthead/f/01nov96/1444 584 11b 7.225 2272w103c4/REF f/677 w103c4/butthead/f/01nov96/0901 588 11b 7.225 2276.4w158c4r/I2 f/677 w158c4r/butthead/f/06nov96/1935 647 3b 7.148 1817.2w158c4r/I2 f/677 w158c4r/butthead/f/06nov96/1631 648 2b 7.15 1818w158c4r/I2 f/677 w158c4r/butthead/f/06nov96/1453 648 2b 7.15 1818.8w103c4/REF f/677 w103c4/butthead/f/06nov96/2130 588 7b 7.227 2257.2w103c4/REF f/677 w103c4/butthead/f/06nov96/1807 582 16b 7.226 2263.2w103c4/REF f/677 w103c4/butthead/f/06nov96/1311 550 NA 7.225 2247.6w158c4r/I2 si/1740 w158c4r/butthead/si/29oct96/2059 425 3b 3.277 1701.2w158c4r/I2 si/1740 w158c4r/butthead/si/29oct96/2018 641 9b 3.277 1700w158c4r/I2 si/1740 w158c4r/butthead/si/29oct96/1920 653 0n 3.278 1698.4w158c4r/I2 si/1740 w158c4r/butthead/si/29oct96/1840 647 3b 3.277 1699.2w158c4r/I2 si/1740 w158c4r/butthead/si/29oct96/1213 647 3b 3.277 1698w158c4r/I2 si/1740 w158c4r/butthead/si/29oct96/1123 648 2b 3.277 1692.8w103c4/REF si/1740 w103c4/butthead/si/29oct96/2133 559 13b 7.224 3688.8w103c4/REF si/1740 w103c4/butthead/si/29oct96/1722 540 17b 7.225 3686.8w103c4/REF si/1740 w103c4/butthead/si/29oct96/0943 560 33b 7.225 3678.8w158c4r/I2 si/1740 w158c4r/butthead/si/05nov96/1535 643 3b 3.277 1686.4w158c4r/I2 si/1740 w158c4r/butthead/si/05nov96/1449 642 8b 3.277 1690.4w158c4r/I2 si/1740 w158c4r/butthead/si/05nov96/1201 640 4b 3.274 1688.4w103c4/REF si/1740 w103c4/butthead/si/05nov96/1625 563 7b 7.225 3668.8w103c4/REF si/1740 w103c4/butthead/si/05nov96/1323 536 11b 7.225 3671.6w103c4/REF si/1740 w103c4/butthead/si/05nov96/1017 534 15b 7.225 3666w158c4r/I2 p/2015 w158c4r/butthead/p/30oct96/2029 646 3b 3.279 1733.2w158c4r/I2 p/2015 w158c4r/butthead/p/30oct96/1940 644 4b 3.277 1735.2w158c4r/I2 p/2015 w158c4r/butthead/p/30oct96/1602 646 4b 3.277 1732w158c4r/I2 p/2015 w158c4r/butthead/p/30oct96/1459 649 1b 3.277 1730.8w158c4r/I2 p/2015 w158c4r/butthead/p/30oct96/1252 645 4b 3.277 1732w158c4r/I2 p/2015 w158c4r/butthead/p/30oct96/1155 642 8b 3.278 1730.4w158c4r/I2 p/2015 w158c4r/butthead/p/30oct96/1105 644 6b 3.277 1730.8w103c4/REF p/2015 w103c4/butthead/p/30oct96/1825 434 111b 7.225 3776w103c4/REF p/2015 w103c4/butthead/p/30oct96/1338 499 43b 7.225 3773.2w103c4/REF p/2015 w103c4/butthead/p/30oct96/0930 529 20b 7.225 3771.2w158c4r/I2 p/2015 w158c4r/butthead/p/05nov96/2112 633 2b 3.277 1699.6w158c4r/I2 p/2015 w158c4r/butthead/p/05nov96/2030 646 4b 3.277 1695.2w158c4r/I2 p/2015 w158c4r/butthead/p/05nov96/1950 646 2b 3.278 1698w158c4r/I2 p/2015 w158c4r/butthead/p/05nov96/1909 641 8b 3.277 1700.4w103c4/REF p/2015 w103c4/butthead/p/05nov96/2219 560 13b 7.224 3703.2w103c4/REF p/2015 w103c4/butthead/p/05nov96/2159 100 NA 7.225 3698.4w103c4/REF p/2015 w103c4/butthead/p/05nov96/1746 561 12b 7.225 3702.4w158c4r/I2 ti/4508 w158c4r/butthead/ti/04nov96/2011 643 1b 3.28 2226w158c4r/I2 ti/4508 w158c4r/butthead/ti/04nov96/1915 648 2b 3.277 2222.8w158c4r/I2 ti/4508 w158c4r/butthead/ti/04nov96/1834 647 2b 3.277 2222w158c4r/I2 ti/4508 w158c4r/butthead/ti/04nov96/1559 647 3b 3.277 2225.2w158c4r/I2 ti/4508 w158c4r/butthead/ti/04nov96/1455 649 NA 3.277 2222w158c4r/I2 ti/4508 w158c4r/butthead/ti/04nov96/1238 648 1b 3.277 2224.4w158c4r/I2 ti/4508 w158c4r/butthead/ti/04nov96/1146 647 3b 3.277 2225.6w103c4/REF ti/4508 w103c4/butthead/ti/04nov96/2145 565 7b 7.225 4705.2w103c4/REF ti/4508 w103c4/butthead/ti/04nov96/1657 569 6b 7.225 4699.6w103c4/REF ti/4508 w103c4/butthead/ti/04nov96/1324 558 17b 7.225 4707.2w103c4/REF ti/4508 w103c4/butthead/ti/04nov96/1016 584 12b 7.225 4701.2w158c4r/I2 fe55/5894 w158c4r/butthead/fe55/27oct96/2044 631 7b 3.28 3438.8w158c4r/I2 fe55/5894 w158c4r/butthead/fe55/27oct96/2003 643 4b 3.277 3437.6w158c4r/I2 fe55/5894 w158c4r/butthead/fe55/27oct96/1655 648 2b 3.277 3441.2w158c4r/I2 fe55/5894 w158c4r/butthead/fe55/27oct96/1414 648 2b 3.277 3442.8w103c4/REF fe55/5894 w103c4/butthead/fe55/27oct96/2128 506 50b 7.225 6798w103c4/REF fe55/5894 w103c4/butthead/fe55/27oct96/1753 550 10b 7.224 6801.6w103c4/REF fe55/5894 w103c4/butthead/fe55/27oct96/1238 555 15b 7.225 6801.2Table 4.40: w158c4r/I2 CSR Quantum E�ciency Data Sets - continued on next page
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Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew158c4r/I2 cu/8040 w158c4r/butthead/cu/02nov96/2018 649 1b 3.277 1300.4w158c4r/I2 cu/8040 w158c4r/butthead/cu/02nov96/1920 642 6b 3.277 1303.6w158c4r/I2 cu/8040 w158c4r/butthead/cu/02nov96/1817 644 6b 3.277 1300.4w158c4r/I2 cu/8040 w158c4r/butthead/cu/02nov96/1720 648 2b 3.277 1300.8w158c4r/I2 cu/8040 w158c4r/butthead/cu/02nov96/1436 595 5b 3.277 1301.6w158c4r/I2 cu/8040 w158c4r/butthead/cu/02nov96/1355 596 3b 3.277 1304.8w103c4/REF cu/8040 w103c4/butthead/cu/02nov96/2104 558 9b 7.225 2442.4w103c4/REF cu/8040 w103c4/butthead/cu/02nov96/1552 558 12b 7.225 2444.4w103c4/REF cu/8040 w103c4/butthead/cu/02nov96/1056 548 17b 7.225 2448.8Table 4.41: w158c4r/I2 CSR Quantum E�ciency Data Sets - continued from previous page
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Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew215c2r/I3 o/525 w215c2r/beavis/o/07jan97/2013 149 1b 7.148 2756.4w215c2r/I3 o/525 w215c2r/beavis/o/07jan97/1848 647 3b 7.148 2764w215c2r/I3 o/525 w215c2r/beavis/o/07jan97/1724 648 2b 7.148 2768.4w215c2r/I3 o/525 w215c2r/beavis/o/07jan97/1417 646 4b 7.148 2771.6w215c2r/I3 o/525 w215c2r/beavis/o/07jan97/1118 649 1b 7.148 2781.2w190c3/REF o/525 w190c3/beavis/o/07jan97/2210 247 3b 7.148 2752.4w190c3/REF o/525 w190c3/beavis/o/07jan97/2045 645 3n 7.148 2754w190c3/REF o/525 w190c3/beavis/o/07jan97/1551 606 37b 7.148 2762w190c3/REF o/525 w190c3/beavis/o/07jan97/1247 610 22n 7.148 2765.6w190c3/REF o/525 w190c3/beavis/o/07jan97/0949 641 5n 7.148 2775.2w215c2r/I3 o/525 w215c2r/beavis/o/08jan97/1216 246 4b 7.148 2758.8w215c2r/I3 o/525 w215c2r/beavis/o/08jan97/1050 645 5b 7.148 2753.6w190c3/REF o/525 w190c3/beavis/o/08jan97/1307 250 0n 7.148 2748.8w190c3/REF o/525 w190c3/beavis/o/08jan97/0854 648 2b 7.148 2756.4w215c2r/I3 f/677 w215c2r/beavis/f/08jan97/1948 648 2b 7.148 3954.4w215c2r/I3 f/677 w215c2r/beavis/f/08jan97/1647 647 3b 7.148 3957.2w215c2r/I3 f/677 w215c2r/beavis/f/08jan97/1522 648 2b 7.148 3962.4w190c3/REF f/677 w190c3/beavis/f/08jan97/2115 648 2b 7.148 3884.4w190c3/REF f/677 w190c3/beavis/f/08jan97/1816 649 1b 7.148 3885.2w190c3/REF f/677 w190c3/beavis/f/08jan97/1345 647 3b 7.148 3891.6w215c2r/I3 f/677 w215c2r/beavis/f/09jan97/0944 648 2b 7.149 3959.6w190c3/REF f/677 w190c3/beavis/f/09jan97/1112 396 4b 7.148 3884.4w190c3/REF f/677 w190c3/beavis/f/09jan97/0856 297 3b 7.148 3883.2w215c2r/I3 si/1740 w215c2r/beavis/si/10jan97/1301 645 3b 3.277 5251.6w215c2r/I3 si/1740 w215c2r/beavis/si/10jan97/1120 646 4b 3.277 5254w215c2r/I3 si/1740 w215c2r/beavis/si/10jan97/1036 646 1b 3.277 5253.2w190c3/REF si/1740 w190c3/beavis/si/10jan97/1358 645 5b 3.277 5243.2w190c3/REF si/1740 w190c3/beavis/si/10jan97/1202 646 4b 3.277 5250.4w190c3/REF si/1740 w190c3/beavis/si/10jan97/0938 650 0n 3.277 5246.8w215c2r/I3 p/2015 w215c2r/beavis/p/10jan97/1957 521 3b 3.277 4482.4w215c2r/I3 p/2015 w215c2r/beavis/p/10jan97/1918 646 3b 3.277 4484w215c2r/I3 p/2015 w215c2r/beavis/p/10jan97/1721 644 3b 3.277 4486w215c2r/I3 p/2015 w215c2r/beavis/p/10jan97/1555 646 2b 3.277 4488w190c3/REF p/2015 w190c3/beavis/p/10jan97/2044 522 0n 3.277 4513.2w190c3/REF p/2015 w190c3/beavis/p/10jan97/1828 646 4b 3.277 4508.8w190c3/REF p/2015 w190c3/beavis/p/10jan97/1638 645 4b 3.277 4503.2w190c3/REF p/2015 w190c3/beavis/p/10jan97/1453 642 6b 3.277 4518.4w215c2r/I3 ti/4508 w215c2r/beavis/ti/11jan97/1339 648 1b 3.277 5136.4w190c3/REF ti/4508 w190c3/beavis/ti/11jan97/1456 647 2b 3.277 5140w190c3/REF ti/4508 w190c3/beavis/ti/11jan97/1203 646 2b 3.277 5138.4w190c3/REF ti/4508 w190c3/beavis/ti/11jan97/1024 522 102b 3.277 5129.2w215c2r/I3 fe55/5894 w215c2r/beavis/fe55/11jan97/2146 199 1b 3.277 3529.2w215c2r/I3 fe55/5894 w215c2r/beavis/fe55/11jan97/2106 647 2b 3.277 3518w215c2r/I3 fe55/5894 w215c2r/beavis/fe55/11jan97/2025 644 5b 3.277 3516.4w190c3/REF fe55/5894 w190c3/beavis/fe55/11jan97/2204 391 48b 3.277 3572w190c3/REF fe55/5894 w190c3/beavis/fe55/11jan97/1930 622 6n 3.277 3578.8w215c2r/I3 cu/8040 w215c2r/beavis/cu/09jan97/2047 373 2b 3.277 2808.4w215c2r/I3 cu/8040 w215c2r/beavis/cu/09jan97/1958 640 9b 3.277 2800.8w215c2r/I3 cu/8040 w215c2r/beavis/cu/09jan97/1826 648 1b 3.277 2780w215c2r/I3 cu/8040 w215c2r/beavis/cu/09jan97/1659 646 4b 3.277 2795.2w215c2r/I3 cu/8040 w215c2r/beavis/cu/09jan97/1525 645 4b 3.277 2800w215c2r/I3 cu/8040 w215c2r/beavis/cu/09jan97/1349 648 2b 3.277 2801.2w190c3/REF cu/8040 w190c3/beavis/cu/09jan97/2129 150 0n 3.277 2967.2w190c3/REF cu/8040 w190c3/beavis/cu/09jan97/1911 647 3b 3.277 2967.2w190c3/REF cu/8040 w190c3/beavis/cu/09jan97/1743 648 2b 3.277 2940w190c3/REF cu/8040 w190c3/beavis/cu/09jan97/1614 647 3b 3.277 2964w190c3/REF cu/8040 w190c3/beavis/cu/09jan97/1434 645 5b 3.277 2970.4w190c3/REF cu/8040 w190c3/beavis/cu/09jan97/1306 649 1b 3.277 2975.2Table 4.42: w215c2r/I3 CSR Quantum E�ciency Data Sets



ACIS Calibration Report - January 15, 1999 160Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew168c4r/S0 o/525 w168c4r/beavis/o/15dec96/1108 598 2b 7.15 3596w168c4r/S0 o/525 w168c4r/beavis/o/15dec96/1540 647 3b 7.149 3588.8w190c3/REF o/525 w190c3/beavis/o/15dec96/0915 596 4b 7.149 3410.8w190c3/REF o/525 w190c3/beavis/o/15dec96/1409 644 6b 7.149 3409.6w190c3/REF o/525 w190c3/beavis/o/15dec96/2136 647 3b 7.149 3394.8w168c4r/S0 o/525 w168c4r/beavis/o/16dec96/1609 593 1b 7.149 3610.4w168c4r/S0 o/525 w168c4r/beavis/o/16dec96/1942 649 1b 7.15 3601.2w168c4r/S0 o/525 w168c4r/beavis/o/16dec96/2113 325 NA 7.15 3603.2w190c3/REF o/525 w190c3/beavis/o/16dec96/0930 548 2b 7.149 3394.4w190c3/REF o/525 w190c3/beavis/o/16dec96/1217 549 1b 7.149 3390.8w190c3/REF o/525 w190c3/beavis/o/16dec96/1344 648 2b 7.149 3388.4w190c3/REF o/525 w190c3/beavis/o/16dec96/1803 649 1b 7.149 3393.2w190c3/REF o/525 w190c3/beavis/o/16dec96/2200 323 2b 7.149 3380.4w168c4r/S0 f/677 w168c4r/beavis/f/17dec96/1135 648 2b 7.15 3886.4w168c4r/S0 f/677 w168c4r/beavis/f/17dec96/1300 600 0n 7.15 3882w168c4r/S0 f/677 w168c4r/beavis/f/17dec96/1608 647 3b 7.15 3884.4w168c4r/S0 f/677 w168c4r/beavis/f/17dec96/1757 648 2b 7.149 3875.6w168c4r/S0 f/677 w168c4r/beavis/f/17dec96/1926 199 1b 7.15 3875.2w190c3/REF f/677 w190c3/beavis/f/17dec96/1007 645 5b 7.148 3583.6w190c3/REF f/677 w190c3/beavis/f/17dec96/1429 648 2b 7.149 3575.6w190c3/REF f/677 w190c3/beavis/f/17dec96/2002 648 2b 7.149 3579.6w190c3/REF f/677 w190c3/beavis/f/17dec96/2126 648 2b 7.148 3578.4w190c3/REF f/677 w190c3/beavis/f/17dec96/2250 200 0n 7.148 3582.8w168c4r/S0 si/1740 w168c4r/beavis/si/18dec96/1100 647 3b 3.277 5247.2w168c4r/S0 si/1740 w168c4r/beavis/si/18dec96/1227 645 2b 3.277 5247.6w168c4r/S0 si/1740 w168c4r/beavis/si/18dec96/1306 647 3b 3.277 5243.2w190c3/REF si/1740 w190c3/beavis/si/18dec96/1013 648 2b 3.277 5218.8w190c3/REF si/1740 w190c3/beavis/si/18dec96/1144 649 1b 3.277 5218.4w190c3/REF si/1740 w190c3/beavis/si/18dec96/1350 647 1b 3.277 5222w168c4r/S0 p/2015 w168c4r/beavis/p/18dec96/1722 645 5b 3.277 4562.8w168c4r/S0 p/2015 w168c4r/beavis/p/18dec96/1854 644 6b 3.277 4558w168c4r/S0 p/2015 w168c4r/beavis/p/18dec96/1939 645 5b 3.277 4560.4w168c4r/S0 p/2015 w168c4r/beavis/p/18dec96/2022 638 6b 3.277 4553.2w190c3/REF p/2015 w190c3/beavis/p/18dec96/1459 646 4b 3.277 4494.4w190c3/REF p/2015 w190c3/beavis/p/18dec96/1617 646 3b 3.277 4494.4w190c3/REF p/2015 w190c3/beavis/p/18dec96/1809 646 3b 3.277 4494.4w190c3/REF p/2015 w190c3/beavis/p/18dec96/2106 646 3b 3.277 4494.4w168c4r/S0 ti/4508 w168c4r/beavis/ti/19dec96/1802 646 2b 3.277 5186.4w168c4r/S0 ti/4508 w168c4r/beavis/ti/19dec96/1947 646 3b 3.277 5182.4w168c4r/S0 ti/4508 w168c4r/beavis/ti/19dec96/2034 648 2b 3.277 5184w190c3/REF ti/4508 w190c3/beavis/ti/19dec96/1713 647 3b 3.277 5186.8w190c3/REF ti/4508 w190c3/beavis/ti/19dec96/1850 649 1b 3.277 5193.6w190c3/REF ti/4508 w190c3/beavis/ti/19dec96/2157 648 2b 3.277 5195.6w168c4r/S0 fe55/5894 w168c4r/beavis/fe55/19dec96/0952 640 3b 3.277 3592.8w168c4r/S0 fe55/5894 w168c4r/beavis/fe55/19dec96/1307 647 3b 3.277 3593.6w168c4r/S0 fe55/5894 w168c4r/beavis/fe55/19dec96/1349 645 4b 3.277 3592w168c4r/S0 fe55/5894 w168c4r/beavis/fe55/19dec96/1502 647 3b 3.277 3595.2w168c4r/S0 fe55/5894 w168c4r/beavis/fe55/19dec96/1546 224 1b 3.277 3589.6w190c3/REF fe55/5894 w190c3/beavis/fe55/19dec96/0907 641 4b 3.277 3686.8w190c3/REF fe55/5894 w190c3/beavis/fe55/19dec96/1036 644 5b 3.277 3682.8w190c3/REF fe55/5894 w190c3/beavis/fe55/19dec96/1221 643 7b 3.277 3684.8w190c3/REF fe55/5894 w190c3/beavis/fe55/19dec96/1435 302 3b 3.277 3681.6w190c3/REF fe55/5894 w190c3/beavis/fe55/19dec96/1635 491 8b 3.277 3686.4w168c4r/S0 cu/8040 w168c4r/beavis/cu/20dec96/1138 645 4b 3.277 2806w168c4r/S0 cu/8040 w168c4r/beavis/cu/20dec96/1318 646 2b 3.277 2804.8w168c4r/S0 cu/8040 w168c4r/beavis/cu/20dec96/1448 641 4b 3.277 2808w168c4r/S0 cu/8040 w168c4r/beavis/cu/20dec96/1715 631 4b 3.277 2766w168c4r/S0 cu/8040 w168c4r/beavis/cu/20dec96/1839 647 3b 3.277 2776w168c4r/S0 cu/8040 w168c4r/beavis/cu/20dec96/1920 324 1b 3.277 2772.4w190c3/REF cu/8040 w190c3/beavis/cu/20dec96/1025 649 1b 3.277 2995.6w190c3/REF cu/8040 w190c3/beavis/cu/20dec96/1230 645 4b 3.277 3006.4w190c3/REF cu/8040 w190c3/beavis/cu/20dec96/1403 647 3b 3.277 3013.6w190c3/REF cu/8040 w190c3/beavis/cu/20dec96/1634 649 1b 3.277 2970.4w190c3/REF cu/8040 w190c3/beavis/cu/20dec96/1756 650 0n 3.277 2976.8w190c3/REF cu/8040 w190c3/beavis/cu/20dec96/1948 99 1b 3.277 2986.4Table 4.43: w168c4r/S0 CSR Quantum E�ciency Data Sets



ACIS Calibration Report - January 15, 1999 161Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1445 712 3b 3.277 2356w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1239 717 3b 3.277 2370.4w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1132 706 13b 3.277 2380w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1039 712 8b 3.277 2378.4w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/0624 695 5b 3.277 2426.8w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/0412 692 6b 3.277 2476.4w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/1544 524 196b 3.277 2348.4w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/1341 719 1b 3.277 2356w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0921 715 5b 3.277 2390w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0835 706 13b 3.277 2400.8w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0539 687 3b 3.277 2452.4w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0304 687 13b 3.277 2315.6w140c4r/S1 o/525 w140c4r/butthead/o/07mar97/2337 696 4b 3.277 4804.8w140c4r/S1 o/525 w140c4r/butthead/o/07mar97/2202 699 1b 3.277 4800.8w134c4r/S3 o/525 w134c4r/butthead/o/07mar97/2250 616 83b 3.277 4634.8w134c4r/S3 o/525 w134c4r/butthead/o/07mar97/2108 622 370b 3.277 4656.4w140c4r/S1 o/525 w140c4r/butthead/o/08mar97/0216 688 2b 3.277 4826.8w140c4r/S1 o/525 w140c4r/butthead/o/08mar97/0126 699 1b 3.277 4839.2w134c4r/S3 o/525 w134c4r/butthead/o/08mar97/0240 349 1b 3.277 4676.8w134c4r/S3 o/525 w134c4r/butthead/o/08mar97/0020 639 60b 3.277 4668.8w140c4r/S1 f/677 w140c4r/butthead/f/23jan97/2114 647 1b 3.277 2550w140c4r/S1 f/677 w140c4r/butthead/f/23jan97/2035 649 1b 3.277 2542.8w140c4r/S1 f/677 w140c4r/butthead/f/23jan97/1830 650 0n 3.277 2552.4w140c4r/S1 f/677 w140c4r/butthead/f/23jan97/1745 649 1b 3.277 2554w140c4r/S1 f/677 w140c4r/butthead/f/23jan97/1525 649 1b 3.277 2506w140c4r/S1 f/677 w140c4r/butthead/f/23jan97/1432 646 2b 3.277 2548w103c4/REF f/677 w103c4/butthead/f/23jan97/2202 248 105b 7.226 2220.8w103c4/REF f/677 w103c4/butthead/f/23jan97/1913 568 27b 7.227 2220.4w103c4/REF f/677 w103c4/butthead/f/23jan97/1612 566 77b 7.227 2220.8w103c4/REF f/677 w103c4/butthead/f/23jan97/1302 532 131b 7.226 2222w140c4r/S1 si/1740 w140c4r/butthead/si/20jan97/1839 325 0n 3.277 2645.2w140c4r/S1 si/1740 w140c4r/butthead/si/20jan97/1754 649 1b 3.277 2644.8w140c4r/S1 si/1740 w140c4r/butthead/si/20jan97/1706 619 31b 3.277 2626.4w140c4r/S1 si/1740 w140c4r/butthead/si/20jan97/1436 614 36b 3.277 2655.6w140c4r/S1 si/1740 w140c4r/butthead/si/20jan97/1354 650 0n 3.277 2651.6w140c4r/S1 si/1740 w140c4r/butthead/si/20jan97/1213 650 0n 3.277 2640w140c4r/S1 si/1740 w140c4r/butthead/si/20jan97/1054 650 0n 3.277 2655.2w103c4/REF si/1740 w103c4/butthead/si/20jan97/1909 554 266b 7.227 5355.6w103c4/REF si/1740 w103c4/butthead/si/20jan97/1524 557 335b 7.227 5354.8w103c4/REF si/1740 w103c4/butthead/si/20jan97/1218 552 371b 7.227 5366w103c4/REF si/1740 w103c4/butthead/si/20jan97/0936 538 438b 7.226 5354.8w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/2341 648 1b 3.277 2486w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/2259 647 1b 3.277 2501.2w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/2055 643 3b 3.277 2495.6w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/2013 648 1b 3.277 2506w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/1932 649 1b 3.277 2510w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/1427 648 1b 3.277 2470.4w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/1347 646 2b 3.277 2487.2w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/1138 649 1b 3.277 2487.2w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/1059 648 0n 3.277 2486w140c4r/S1 p/2015 w140c4r/butthead/p/21jan97/0023 324 0n 3.277 2500w103c4/REF p/2015 w103c4/butthead/p/21jan97/2140 357 293b 7.227 3753.6w103c4/REF p/2015 w103c4/butthead/p/21jan97/1814 571 244b 7.227 3757.2w103c4/REF p/2015 w103c4/butthead/p/21jan97/1222 563 153b 7.226 3713.2w103c4/REF p/2015 w103c4/butthead/p/21jan97/0900 562 54b 7.227 3718.4w103c4/REF p/2015 w103c4/butthead/p/21jan97/0047 35 163b 7.226 3733.6w140c4r/S1 ti/4508 w140c4r/butthead/ti/25jan97/2107 649 1b 3.277 2070w140c4r/S1 ti/4508 w140c4r/butthead/ti/25jan97/2026 648 1b 3.277 2061.2w140c4r/S1 ti/4508 w140c4r/butthead/ti/25jan97/1802 644 4b 3.277 2064.8w140c4r/S1 ti/4508 w140c4r/butthead/ti/25jan97/1716 643 5b 3.277 2048.8w140c4r/S1 ti/4508 w140c4r/butthead/ti/25jan97/1427 648 2b 3.277 2041.2w140c4r/S1 ti/4508 w140c4r/butthead/ti/25jan97/1345 647 3b 3.277 2036.4w103c4/REF ti/4508 w103c4/butthead/ti/25jan97/2154 247 6b 7.227 4697.6w103c4/REF ti/4508 w103c4/butthead/ti/25jan97/1847 521 202b 7.226 4694.8w103c4/REF ti/4508 w103c4/butthead/ti/25jan97/1514 220 365b 7.227 4693.6w103c4/REF ti/4508 w103c4/butthead/ti/25jan97/1226 559 15b 7.226 4697.6w140c4r/S1 fe55/5894 w140c4r/butthead/fe55/24jan97/1951 323 2b 3.277 2481.2w140c4r/S1 fe55/5894 w140c4r/butthead/fe55/24jan97/1820 645 5b 3.277 2474.4w140c4r/S1 fe55/5894 w140c4r/butthead/fe55/24jan97/1738 647 1b 3.277 2475.6w140c4r/S1 fe55/5894 w140c4r/butthead/fe55/24jan97/1547 649 1b 3.277 2481.6w140c4r/S1 fe55/5894 w140c4r/butthead/fe55/24jan97/1505 646 2b 3.277 2474.8w140c4r/S1 fe55/5894 w140c4r/butthead/fe55/24jan97/1218 648 2b 3.277 2470.4w103c4/REF fe55/5894 w103c4/butthead/fe55/24jan97/2023 125 NA 7.227 6416.8w103c4/REF fe55/5894 w103c4/butthead/fe55/24jan97/1630 432 262b 7.227 6406w103c4/REF fe55/5894 w103c4/butthead/fe55/24jan97/1343 524 66b 7.227 6412.4w103c4/REF fe55/5894 w103c4/butthead/fe55/24jan97/1058 562 159b 7.226 6418.4Table 4.44: w140c4r/S1 CSR Quantum E�ciency Data Sets - continued on next page
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Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/2054 647 2b 3.277 837.6w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/2018 649 1b 3.277 835.6w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/1933 645 3b 3.277 838.8w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/1645 649 1b 3.277 839.6w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/1605 647 2b 3.277 833.2w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/1510 646 2b 3.277 832.8w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/1304 645 5b 3.277 837.6w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/1219 646 3b 3.277 840w140c4r/S1 cu/8040 w140c4r/butthead/cu/26jan97/1047 648 0n 3.277 838.8w103c4/REF cu/8040 w103c4/butthead/cu/26jan97/2137 557 19b 7.226 2464.8w103c4/REF cu/8040 w103c4/butthead/cu/26jan97/1805 476 314b 7.226 2469.2w103c4/REF cu/8040 w103c4/butthead/cu/26jan97/1305 463 152b 7.227 2468.8w103c4/REF cu/8040 w103c4/butthead/cu/26jan97/0922 562 15b 7.227 2478w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/2009 649 1b 3.277 836.8w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1928 649 0n 3.277 829.6w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1848 650 0n 3.277 838w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1559 646 3b 3.277 830.8w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1519 650 0n 3.277 839.2w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1438 646 3b 3.277 842w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1211 649 1b 3.277 828.8w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1128 648 4b 3.277 831.2w140c4r/S1 cu/8040 w140c4r/butthead/cu/27jan97/1046 648 1b 3.277 834.4w103c4/REF cu/8040 w103c4/butthead/cu/27jan97/2104 561 11b 7.227 2490.8w103c4/REF cu/8040 w103c4/butthead/cu/27jan97/1654 544 29b 7.227 2493.2w103c4/REF cu/8040 w103c4/butthead/cu/27jan97/1300 566 8b 7.227 2494w103c4/REF cu/8040 w103c4/butthead/cu/27jan97/0910 330 68b 7.227 2523.2Table 4.45: w140c4r/S1 CSR Quantum E�ciency Data Sets - continued from previous page



ACIS Calibration Report - January 15, 1999 163Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew182c4r/S2 o/525 w182c4r/butthead/o/18dec96/2221 198 2b 7.148 2303.2w182c4r/S2 o/525 w182c4r/butthead/o/18dec96/1930 649 1b 7.148 2327.6w182c4r/S2 o/525 w182c4r/butthead/o/18dec96/1805 647 3b 7.148 2333.2w182c4r/S2 o/525 w182c4r/butthead/o/18dec96/1244 646 4b 7.148 2399.6w182c4r/S2 o/525 w182c4r/butthead/o/18dec96/1111 598 2b 7.148 2422w103c4/REF o/525 w103c4/butthead/o/18dec96/2225 280 14b 7.227 2316w103c4/REF o/525 w103c4/butthead/o/18dec96/2100 577 17b 7.227 2321.2w103c4/REF o/525 w103c4/butthead/o/18dec96/1553 576 16b 7.227 2358.8w103c4/REF o/525 w103c4/butthead/o/18dec96/1432 561 26b 7.227 2378.4w103c4/REF o/525 w103c4/butthead/o/18dec96/0933 512 81b 7.227 2431.2w182c4r/S2 o/525 w182c4r/butthead/o/19dec96/1527 640 10b 7.148 2258.8w182c4r/S2 o/525 w182c4r/butthead/o/19dec96/1408 599 1b 7.148 2246w182c4r/S2 o/525 w182c4r/butthead/o/19dec96/1249 593 7b 7.148 2236w103c4/REF o/525 w103c4/butthead/o/19dec96/1709 581 17b 7.227 2232w103c4/REF o/525 w103c4/butthead/o/19dec96/1109 577 17b 7.227 2274.8w103c4/REF o/525 w103c4/butthead/o/19dec96/0911 587 9b 7.227 2306.8w182c4r/S2 f/677 w182c4r/butthead/f/19dec96/2131 324 1n 7.148 2155.6w182c4r/S2 f/677 w182c4r/butthead/f/19dec96/1953 648 2b 7.148 2155.2w103c4/REF f/677 w103c4/butthead/f/19dec96/2217 349 10b 7.227 2253.2w103c4/REF f/677 w103c4/butthead/f/19dec96/1835 567 22b 7.227 2250.4w182c4r/S2 f/677 w182c4r/butthead/f/20dec96/1958 698 2b 7.148 2162w182c4r/S2 f/677 w182c4r/butthead/f/20dec96/1827 697 3b 7.148 2159.6w182c4r/S2 f/677 w182c4r/butthead/f/20dec96/1531 696 4b 7.148 2154w182c4r/S2 f/677 w182c4r/butthead/f/20dec96/1137 560 7n 7.148 2168.4w103c4/REF f/677 w103c4/butthead/f/20dec96/2131 575 20b 7.226 2259.6w103c4/REF f/677 w103c4/butthead/f/20dec96/1704 576 19b 7.227 2260.8w103c4/REF f/677 w103c4/butthead/f/20dec96/1401 549 47b 7.227 2261.6w103c4/REF f/677 w103c4/butthead/f/20dec96/1015 578 21b 7.226 2264.4w182c4r/S2 si/1740 w182c4r/butthead/si/21dec96/1829 362 6n 3.277 2516.4w182c4r/S2 si/1740 w182c4r/butthead/si/21dec96/1747 627 6n 3.277 2521.2w182c4r/S2 si/1740 w182c4r/butthead/si/21dec96/1659 633 6n 3.277 2523.2w182c4r/S2 si/1740 w182c4r/butthead/si/21dec96/1442 628 8n 3.277 2523.6w182c4r/S2 si/1740 w182c4r/butthead/si/21dec96/1403 622 5n 3.277 2518.8w182c4r/S2 si/1740 w182c4r/butthead/si/21dec96/1152 633 6n 3.277 2520.8w182c4r/S2 si/1740 w182c4r/butthead/si/21dec96/1109 596 5n 3.277 2517.6w103c4/REF si/1740 w103c4/butthead/si/21dec96/1903 196 4b 7.226 5330.8w103c4/REF si/1740 w103c4/butthead/si/21dec96/1534 583 13b 7.227 5326w103c4/REF si/1740 w103c4/butthead/si/21dec96/1236 584 12b 7.227 5328.4w103c4/REF si/1740 w103c4/butthead/si/21dec96/0925 577 19b 7.227 5321.2w182c4r/S2 p/2015 w182c4r/butthead/p/22dec96/2013 637 7b 3.277 1776w182c4r/S2 p/2015 w182c4r/butthead/p/22dec96/1933 647 3b 3.277 1777.6w182c4r/S2 p/2015 w182c4r/butthead/p/22dec96/1705 643 3b 3.277 1773.2w182c4r/S2 p/2015 w182c4r/butthead/p/22dec96/1626 643 6b 3.277 1772.4w182c4r/S2 p/2015 w182c4r/butthead/p/22dec96/1420 642 3b 3.277 1772.8w182c4r/S2 p/2015 w182c4r/butthead/p/22dec96/1341 645 5b 3.277 1768.8w182c4r/S2 p/2015 w182c4r/butthead/p/22dec96/1054 581 4n 3.277 1776.4w103c4/REF p/2015 w103c4/butthead/p/22dec96/2100 556 15b 7.226 3754w103c4/REF p/2015 w103c4/butthead/p/22dec96/1755 562 15b 7.227 3754.8w103c4/REF p/2015 w103c4/butthead/p/22dec96/1506 550 20b 7.226 3753.6w103c4/REF p/2015 w103c4/butthead/p/22dec96/0915 570 19b 7.226 3748.4w182c4r/S2 ti/4508 w182c4r/butthead/ti/31dec96/2045 646 4b 3.277 2174.4w182c4r/S2 ti/4508 w182c4r/butthead/ti/31dec96/1842 646 2b 3.277 2170.4w182c4r/S2 ti/4508 w182c4r/butthead/ti/31dec96/1757 646 4b 3.277 2170.4w182c4r/S2 ti/4508 w182c4r/butthead/ti/31dec96/1455 623 6b 3.277 2170.4w182c4r/S2 ti/4508 w182c4r/butthead/ti/31dec96/1214 642 7b 3.277 2168w182c4r/S2 ti/4508 w182c4r/butthead/ti/31dec96/1131 649 1b 3.277 2170w103c4/REF ti/4508 w103c4/butthead/ti/31dec96/2132 167 32b 7.226 4566w103c4/REF ti/4508 w103c4/butthead/ti/31dec96/1939 240 9b 7.227 4582.8w103c4/REF ti/4508 w103c4/butthead/ti/31dec96/1617 548 24b 7.226 4570.4w103c4/REF ti/4508 w103c4/butthead/ti/31dec96/1316 443 125b 7.227 4575.6w103c4/REF ti/4508 w103c4/butthead/ti/31dec96/1017 552 22b 7.227 4574.8w182c4r/S2 fe55/5894 w182c4r/butthead/fe55/30dec96/2132 647 3b 3.277 3386.8w182c4r/S2 fe55/5894 w182c4r/butthead/fe55/30dec96/1544 587 5n 3.277 3369.2w182c4r/S2 fe55/5894 w182c4r/butthead/fe55/30dec96/1501 606 6n 3.277 3385.2w182c4r/S2 fe55/5894 w182c4r/butthead/fe55/30dec96/1256 584 7n 3.277 3385.6w182c4r/S2 fe55/5894 w182c4r/butthead/fe55/30dec96/1212 562 8n 3.277 3376w103c4/REF fe55/5894 w103c4/butthead/fe55/30dec96/2314 99 1b 7.227 6499.2w103c4/REF fe55/5894 w103c4/butthead/fe55/30dec96/1714 293 7b 7.227 6512w103c4/REF fe55/5894 w103c4/butthead/fe55/30dec96/1341 561 13b 7.226 6515.6w103c4/REF fe55/5894 w103c4/butthead/fe55/30dec96/1052 546 23b 7.227 6517.6Table 4.46: w182c4r/S2 CSR Quantum E�ciency Data Sets - continued on next page
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Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew182c4r/S2 cu/8040 w182c4r/butthead/cu/02jan97/2212 644 6b 3.277 1360.4w103c4/REF cu/8040 w103c4/butthead/cu/02jan97/2256 231 20b 7.227 2372.4w103c4/REF cu/8040 w103c4/butthead/cu/02jan97/2103 284 13b 7.227 2363.6w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/2353 521 4b 3.277 1423.2w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/2318 520 5b 3.277 1422.4w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/2112 636 9b 3.277 1416.8w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/2031 637 6b 3.277 1417.6w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/1945 643 7b 3.277 1418.8w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/1737 646 4b 3.277 1420.8w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/1640 645 5b 3.277 1421.2w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/1430 645 4b 3.277 1419.6w182c4r/S2 cu/8040 w182c4r/butthead/cu/03jan97/1349 644 6b 3.277 1421.2w103c4/REF cu/8040 w103c4/butthead/cu/03jan97/2158 560 11b 7.227 2440.4w103c4/REF cu/8040 w103c4/butthead/cu/03jan97/1821 61 512b 7.227 2452.8w103c4/REF cu/8040 w103c4/butthead/cu/03jan97/1521 501 68b 7.226 2455.6w103c4/REF cu/8040 w103c4/butthead/cu/03jan97/1132 476 91b 7.225 2452.8w103c4/REF cu/8040 w103c4/butthead/cu/03jan97/0034 376 188b 7.227 2430.8w182c4r/S2 cu/8040 w182c4r/butthead/cu/04jan97/1411 449 1b 3.277 1419.2w182c4r/S2 cu/8040 w182c4r/butthead/cu/04jan97/1157 648 2b 3.277 1416.8w103c4/REF cu/8040 w103c4/butthead/cu/04jan97/1603 423 150b 7.226 2437.2w103c4/REF cu/8040 w103c4/butthead/cu/04jan97/1448 480 94b 7.227 2442w103c4/REF cu/8040 w103c4/butthead/cu/04jan97/1249 337 NA 7.227 2436.4w103c4/REF cu/8040 w103c4/butthead/cu/04jan97/1036 518 51b 7.227 2456.8Table 4.47: w182c4r/S2 CSR Quantum E�ciency Data Sets - continued from previous page



ACIS Calibration Report - January 15, 1999 165Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0304 687 13b 3.277 2315.6w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0539 687 3b 3.277 2452.4w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0835 706 13b 3.277 2400.8w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/0921 715 5b 3.277 2390w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/1341 719 1b 3.277 2356w134c4r/S3 c/277 w134c4r/butthead/c/08mar97/1544 524 196b 3.277 2348.4w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/0412 692 6b 3.277 2476.4w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/0624 695 5b 3.277 2426.8w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1039 712 8b 3.277 2378.4w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1132 706 13b 3.277 2380w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1239 717 3b 3.277 2370.4w140c4r/S1 c/277 w140c4r/butthead/c/08mar97/1445 712 3b 3.277 2356w134c4r/S3 o/525 w134c4r/butthead/o/02feb97/1525 648 2b 3.277 4164.8w134c4r/S3 o/525 w134c4r/butthead/o/02feb97/1753 650 0n 3.277 4151.6w134c4r/S3 o/525 w134c4r/butthead/o/02feb97/2030 648 1b 3.277 4164w134c4r/S3 o/525 w134c4r/butthead/o/02feb97/2249 300 0n 3.277 4130w203c2/REF o/525 w203c2/butthead/o/02feb97/1314 628 22b 7.148 2666.4w203c2/REF o/525 w203c2/butthead/o/02feb97/1614 645 5b 7.148 2672.4w203c2/REF o/525 w203c2/butthead/o/02feb97/1857 625 5b 7.148 2583.6w203c2/REF o/525 w203c2/butthead/o/02feb97/2118 623 7b 7.148 2615.2w203c2/REF o/525 w203c2/butthead/o/02feb97/2317 623 7b 7.148 2635.2w134c4r/S3 f/677 w134c4r/butthead/f/03feb97/1438 643 5b 3.277 2504.4w134c4r/S3 f/677 w134c4r/butthead/f/03feb97/1702 647 0n 3.277 2510w134c4r/S3 f/677 w134c4r/butthead/f/03feb97/1917 649 1b 3.277 2506w134c4r/S3 f/677 w134c4r/butthead/f/03feb97/2127 649 1b 3.277 2505.6w134c4r/S3 f/677 w134c4r/butthead/f/03feb97/2332 649 1b 3.277 2501.2w203c2/REF f/677 w203c2/butthead/f/03feb97/1015 646 4b 7.148 1405.6w203c2/REF f/677 w203c2/butthead/f/03feb97/1315 645 5b 7.148 1398.4w203c2/REF f/677 w203c2/butthead/f/03feb97/1532 645 5b 7.148 1393.6w203c2/REF f/677 w203c2/butthead/f/03feb97/1746 646 4b 7.148 1394.4w203c2/REF f/677 w203c2/butthead/f/03feb97/2000 647 3b 7.148 1390.8w203c2/REF f/677 w203c2/butthead/f/03feb97/2210 646 4b 7.148 1388.4w203c2/REF f/677 w203c2/butthead/f/04feb97/0019 644 4b 7.148 1388.4w203c2/REF f/677 w203c2/butthead/f/04feb97/0148 649 4b 7.148 1388.4w203c2/REF f/677 w203c2/butthead/f/04feb97/0312 647 4b 7.148 1388.4w134c4r/S3 si/1740 w134c4r/butthead/si/04feb97/0957 648 1b 3.277 5545.6w134c4r/S3 si/1740 w134c4r/butthead/si/04feb97/1122 649 1b 3.277 5550w134c4r/S3 si/1740 w134c4r/butthead/si/04feb97/1205 455 1b 3.277 5540w203c2/REF si/1740 w203c2/butthead/si/04feb97/0904 615 5b 3.277 4993.6w203c2/REF si/1740 w203c2/butthead/si/04feb97/1039 646 2b 3.277 4991.2w203c2/REF si/1740 w203c2/butthead/si/04feb97/1239 646 2b 3.277 4992.8w134c4r/S3 p/2015 w134c4r/butthead/p/04feb97/1427 648 2b 3.277 4560.4w134c4r/S3 p/2015 w134c4r/butthead/p/04feb97/1738 649 1b 3.277 4560.4w134c4r/S3 p/2015 w134c4r/butthead/p/04feb97/1833 473 2b 3.277 4564.4w203c2/REF p/2015 w203c2/butthead/p/04feb97/1341 646 4b 3.277 3036.4w203c2/REF p/2015 w203c2/butthead/p/04feb97/1511 644 6b 3.277 3037.6w203c2/REF p/2015 w203c2/butthead/p/04feb97/1732 640 6b 3.277 3030.8w203c2/REF p/2015 w203c2/butthead/p/04feb97/1907 680 5b 3.277 3036w134c4r/S3 ti/4508 w134c4r/butthead/ti/05feb97/0931 646 2b 3.277 4559.2w134c4r/S3 ti/4508 w134c4r/butthead/ti/05feb97/1027 648 0n 3.277 4594w203c2/REF ti/4508 w203c2/butthead/ti/05feb97/0843 357 292b 3.277 4626w203c2/REF ti/4508 w203c2/butthead/ti/05feb97/1117 647 2b 3.277 4627.6w134c4r/S3 fe55/5894 w134c4r/butthead/fe55/04feb97/2047 648 1b 3.277 2832w134c4r/S3 fe55/5894 w134c4r/butthead/fe55/04feb97/2212 646 1b 3.277 2812w134c4r/S3 fe55/5894 w134c4r/butthead/fe55/04feb97/2310 646 3b 3.277 2825.2w134c4r/S3 fe55/5894 w134c4r/butthead/fe55/04feb97/2350 648 0n 3.277 2839.2w203c2/REF fe55/5894 w203c2/butthead/fe55/04feb97/2001 640 6b 3.277 3215.6w203c2/REF fe55/5894 w203c2/butthead/fe55/04feb97/2130 645 5b 3.277 3212w203c2/REF fe55/5894 w203c2/butthead/fe55/05feb97/0116 648 2b 3.277 3214.8w203c2/REF fe55/5894 w203c2/butthead/fe55/05feb97/0156 649 0n 3.277 3214.4w134c4r/S3 cu/8040 w134c4r/butthead/cu/05feb97/2139 646 3b 3.277 2409.2w134c4r/S3 cu/8040 w134c4r/butthead/cu/05feb97/2221 649 0n 3.277 2392w203c2/REF cu/8040 w203c2/butthead/cu/05feb97/2043 643 nunw203c2/REF cu/8040 w203c2/butthead/cu/05feb97/2333 647 nunw134c4r/S3 cu/8040 w134c4r/butthead/cu/06feb97/0024 375 0n 3.277 2415.6w203c2/REF cu/8040 w203c2/butthead/cu/06feb97/0109 100 0n 3.277 2886.8Table 4.48: w134c4r/S3 CSR Quantum E�ciency Data Sets
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Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew457c4/S4 o/525 w457c4/beavis/o/29nov96/2108 692 3b 7.15 3561.6w457c4/S4 o/525 w457c4/beavis/o/29nov96/1936 690 5b 7.149 3563.2w457c4/S4 o/525 w457c4/beavis/o/29nov96/1556 698 2b 7.149 3555.2w457c4/S4 o/525 w457c4/beavis/o/29nov96/1157 598 2b 7.149 3574w190c3/REF o/525 w190c3/beavis/o/29nov96/2245 692 3b 7.149 3481.6w190c3/REF o/525 w190c3/beavis/o/29nov96/1757 692 3b 7.149 3485.6w190c3/REF o/525 w190c3/beavis/o/29nov96/1407 596 4b 7.149 3475.6w190c3/REF o/525 w190c3/beavis/o/29nov96/1023 422 2b 7.149 3490.8w457c4/S4 o/525 w457c4/beavis/o/30nov96/1231 352 5b 7.15 3548w457c4/S4 o/525 w457c4/beavis/o/30nov96/1037 647 3b 7.149 3550.4w190c3/REF o/525 w190c3/beavis/o/30nov96/1401 447 3b 7.149 3483.6w190c3/REF o/525 w190c3/beavis/o/30nov96/0857 697 3b 7.149 3488.8w457c4/S4 f/677 w457c4/beavis/f/30nov96/2112 646 4b 7.149 3903.2w457c4/S4 f/677 w457c4/beavis/f/30nov96/1822 647 3b 7.149 3896w457c4/S4 f/677 w457c4/beavis/f/30nov96/1659 648 2b 7.15 3870.8w190c3/REF f/677 w190c3/beavis/f/30nov96/2239 648 2b 7.149 3644.8w190c3/REF f/677 w190c3/beavis/f/30nov96/1947 648 2b 7.149 3643.2w190c3/REF f/677 w190c3/beavis/f/30nov96/1523 647 3b 7.149 3631.2w457c4/S4 si/1740 w457c4/beavis/si/03dec96/1304 648 2b 3.277 5518.8w457c4/S4 si/1740 w457c4/beavis/si/03dec96/1216 646 4b 3.277 5520w457c4/S4 si/1740 w457c4/beavis/si/03dec96/1029 648 2b 3.277 5512.4w190c3/REF si/1740 w190c3/beavis/si/03dec96/1359 648 1n 3.277 5468.4w190c3/REF si/1740 w190c3/beavis/si/03dec96/1117 647 2b 3.277 5456.8w190c3/REF si/1740 w190c3/beavis/si/03dec96/0933 645 4b 3.277 5452.4w457c4/S4 p/2015 w457c4/beavis/p/03dec96/2120 123 NA 3.277 4600.8w457c4/S4 p/2015 w457c4/beavis/p/03dec96/1923 643 4b 3.277 4602.8w457c4/S4 p/2015 w457c4/beavis/p/03dec96/1727 651 2b 3.277 4601.6w190c3/REF p/2015 w190c3/beavis/p/03dec96/2217 405 1b 3.277 4555.6w190c3/REF p/2015 w190c3/beavis/p/03dec96/2027 633 5b 3.277 4558w190c3/REF p/2015 w190c3/beavis/p/03dec96/1825 634 NA 3.278 4554.4w190c3/REF p/2015 w190c3/beavis/p/03dec96/1646 644 1b 3.277 4370.4w457c4/S4 ti/4508 w457c4/beavis/ti/04dec96/2019 648 2b 3.277 5091.6w457c4/S4 ti/4508 w457c4/beavis/ti/04dec96/1937 642 5b 3.277 5088.4w457c4/S4 ti/4508 w457c4/beavis/ti/04dec96/1855 646 4b 3.277 5091.6w190c3/REF ti/4508 w190c3/beavis/ti/04dec96/2306 64 1b 3.277 5052.8w190c3/REF ti/4508 w190c3/beavis/ti/04dec96/2144 435 1b 3.277 5068w190c3/REF ti/4508 w190c3/beavis/ti/04dec96/2101 645 5b 3.277 5069.2w190c3/REF ti/4508 w190c3/beavis/ti/04dec96/1804 648 2b 3.277 5061.6w457c4/S4 fe55/5894 w457c4/beavis/fe55/04dec96/1700 150 0n 3.277 3741.2w457c4/S4 fe55/5894 w457c4/beavis/fe55/04dec96/1440 648 2b 3.277 3744w457c4/S4 fe55/5894 w457c4/beavis/fe55/04dec96/1344 646 4b 3.277 3744.8w457c4/S4 fe55/5894 w457c4/beavis/fe55/04dec96/1206 645 4b 3.277 3747.2w457c4/S4 fe55/5894 w457c4/beavis/fe55/04dec96/1014 648 5b 3.277 3742.4w190c3/REF fe55/5894 w190c3/beavis/fe55/04dec96/1737 150 0n 3.277 3731.6w190c3/REF fe55/5894 w190c3/beavis/fe55/04dec96/1533 647 3b 3.277 3729.6w190c3/REF fe55/5894 w190c3/beavis/fe55/04dec96/1254 645 5b 3.277 3730w190c3/REF fe55/5894 w190c3/beavis/fe55/04dec96/1113 641 5b 3.277 3732.4w190c3/REF fe55/5894 w190c3/beavis/fe55/04dec96/0925 645 4b 3.277 3734.4w457c4/S4 cu/8040 w457c4/beavis/cu/05dec96/2017 519 1b 3.277 3209.2w457c4/S4 cu/8040 w457c4/beavis/cu/05dec96/1646 650 0n 3.277 3198.4w457c4/S4 cu/8040 w457c4/beavis/cu/05dec96/1549 645 4b 3.277 3201.2w457c4/S4 cu/8040 w457c4/beavis/cu/05dec96/1343 644 6b 3.277 3202w457c4/S4 cu/8040 w457c4/beavis/cu/05dec96/1208 645 3b 3.277 3202.4w190c3/REF cu/8040 w190c3/beavis/cu/05dec96/2056 514 5b 3.277 3179.2w190c3/REF cu/8040 w190c3/beavis/cu/05dec96/1834 644 4b 3.277 3158.4w190c3/REF cu/8040 w190c3/beavis/cu/05dec96/1430 646 3b 3.277 3194w190c3/REF cu/8040 w190c3/beavis/cu/05dec96/1252 646 6b 3.277 3193.2w190c3/REF cu/8040 w190c3/beavis/cu/05dec96/1017 644 3b 3.277 3203.6Table 4.49: w457c4/S4 CSR Quantum E�ciency Data Sets
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Chip Target/Energy Directory Accepted Rejected Frame Time Counts pereV Frames Frames (seconds) Framew201c3r/S5 o/525 w201c3r/beavis/o/07dec96/1854 650 NA 7.15 3467.6w201c3r/S5 o/525 w201c3r/beavis/o/07dec96/1705 650 NA 7.149 3471.2w201c3r/S5 o/525 w201c3r/beavis/o/07dec96/1513 344 5b 7.15 3475.6w190c3/REF o/525 w190c3/beavis/o/07dec96/2026 645 5b 7.149 3416.4w190c3/REF o/525 w190c3/beavis/o/07dec96/1532 649 1b 7.149 3366w190c3/REF o/525 w190c3/beavis/o/07dec96/1238 646 4b 7.149 3471.6w201c3r/S5 o/525 w201c3r/beavis/o/08dec96/1525 648 2b 7.15 3445.6w201c3r/S5 o/525 w201c3r/beavis/o/08dec96/1324 647 3b 7.15 3444.8w190c3/REF o/525 w190c3/beavis/o/08dec96/1806 648 2b 7.149 3430.4w190c3/REF o/525 w190c3/beavis/o/08dec96/1150 648 2b 7.149 3434.4w201c3r/S5 f/677 w201c3r/beavis/f/08dec96/2235 399 1b 7.15 3728.8w190c3/REF f/677 w190c3/beavis/f/08dec96/2344 198 2b 7.15 3629.6w190c3/REF f/677 w190c3/beavis/f/08dec96/2049 84 0n 7.149 3622.4w201c3r/S5 f/677 w201c3r/beavis/f/09dec96/2219 574 1b 7.15 3714w201c3r/S5 f/677 w201c3r/beavis/f/09dec96/1806 362 0n 7.15 3716.8w201c3r/S5 f/677 w201c3r/beavis/f/09dec96/1609 574 1b 7.149 3717.2w201c3r/S5 f/677 w201c3r/beavis/f/09dec96/1054 649 1b 7.149 3723.6w190c3/REF f/677 w190c3/beavis/f/09dec96/1923 562 4b 7.149 3612.4w190c3/REF f/677 w190c3/beavis/f/09dec96/1415 572 3b 7.149 3628.8w190c3/REF f/677 w190c3/beavis/f/09dec96/1238 572 3b 7.149 3622w201c3r/S5 si/1740 w201c3r/beavis/si/10dec96/1321 573 2b 3.277 5557.6w201c3r/S5 si/1740 w201c3r/beavis/si/10dec96/1238 647 3b 3.277 5546.8w201c3r/S5 si/1740 w201c3r/beavis/si/10dec96/1055 647 NA 3.277 5550w190c3/REF si/1740 w190c3/beavis/si/10dec96/1402 575 NA 3.277 5544.8w190c3/REF si/1740 w190c3/beavis/si/10dec96/1147 646 2b 3.277 5543.6w190c3/REF si/1740 w190c3/beavis/si/10dec96/0921 650 5b 3.277 5536.8w201c3r/S5 p/2015 w201c3r/beavis/p/10dec96/2123 299 1b 3.277 4542w201c3r/S5 p/2015 w201c3r/beavis/p/10dec96/2033 642 1n 3.279 4546.4w201c3r/S5 p/2015 w201c3r/beavis/p/10dec96/1810 644 4b 3.277 4544.4w201c3r/S5 p/2015 w201c3r/beavis/p/10dec96/1558 648 1b 3.277 4551.2w190c3/REF p/2015 w190c3/beavis/p/10dec96/2156 349 1b 3.277 4563.2w190c3/REF p/2015 w190c3/beavis/p/10dec96/1858 644 3b 3.277 4566.4w190c3/REF p/2015 w190c3/beavis/p/10dec96/1720 650 NA 3.277 4571.6w190c3/REF p/2015 w190c3/beavis/p/10dec96/1502 643 4b 3.277 4570.8w201c3r/S5 ti/4508 w201c3r/beavis/ti/12dec96/1555 147 3b 3.277 5066.8w201c3r/S5 ti/4508 w201c3r/beavis/ti/12dec96/1456 646 4b 3.277 5068.4w201c3r/S5 ti/4508 w201c3r/beavis/ti/12dec96/1327 668 7b 3.277 5068.4w201c3r/S5 ti/4508 w201c3r/beavis/ti/12dec96/1141 637 11b 3.277 5071.2w190c3/REF ti/4508 w190c3/beavis/ti/12dec96/1613 399 1b 3.277 5064w190c3/REF ti/4508 w190c3/beavis/ti/12dec96/1235 645 3b 3.277 5022.8w190c3/REF ti/4508 w190c3/beavis/ti/12dec96/1002 649 1b 3.277 5082.4w201c3r/S5 fe55/5894 w201c3r/beavis/fe55/11dec96/1730 546 4b 3.277 3714.8w201c3r/S5 fe55/5894 w201c3r/beavis/fe55/11dec96/1645 639 7b 3.277 3723.2w201c3r/S5 fe55/5894 w201c3r/beavis/fe55/11dec96/1426 646 4b 3.277 3712w201c3r/S5 fe55/5894 w201c3r/beavis/fe55/11dec96/1235 646 4b 3.277 3718.4w201c3r/S5 fe55/5894 w201c3r/beavis/fe55/11dec96/1056 255 2b 3.277 3717.6w190c3/REF fe55/5894 w190c3/beavis/fe55/11dec96/1331 460 4b 3.277 3715.6w190c3/REF fe55/5894 w190c3/beavis/fe55/11dec96/1141 646 4b 3.277 3711.2w190c3/REF fe55/5894 w190c3/beavis/fe55/11dec96/1008 647 1b 3.277 3714.4w201c3r/S5 cu/8040 w201c3r/beavis/cu/12dec96/2101 643 1b 3.28 2989.6w201c3r/S5 cu/8040 w201c3r/beavis/cu/12dec96/1923 645 3b 3.277 3002.4w201c3r/S5 cu/8040 w201c3r/beavis/cu/12dec96/1754 646 1b 3.277 2996.8w190c3/REF cu/8040 w190c3/beavis/cu/12dec96/2007 644 6b 3.277 2960.8w190c3/REF cu/8040 w190c3/beavis/cu/12dec96/1838 649 NA 3.277 2983.2w190c3/REF cu/8040 w190c3/beavis/cu/12dec96/1644 645 4b 3.277 2984.8w201c3r/S5 cu/8040 w201c3r/beavis/cu/13dec96/2019 400 0n 3.277 3057.2w201c3r/S5 cu/8040 w201c3r/beavis/cu/13dec96/1940 649 1b 3.277 3052.8w190c3/REF cu/8040 w190c3/beavis/cu/13dec96/2054 399 1b 3.277 3028w190c3/REF cu/8040 w190c3/beavis/cu/13dec96/1857 643 4b 3.277 3041.6Table 4.50: w201c3r/S5 CSR Quantum E�ciency Data Sets



ACIS Calibration Report - January 15, 1999 168Data File Description* rt.evlist ACIS RV format eventlist* rt bias avg.�ts mean bias frame* bias.000?.�ts sample bias frames* frame.000?.�ts sample data frames*.mca.summary ascii �le summarizing the dataset*.mca.data IDL save �le including average overclock level,average overclock noise, total number of events, peak location,peak width, and number of events under the peakas a function of frame number.*.mca.spec IDL save �le including number of events as afunction of energy, quadrant, and grade, andan image of the g02346 events under the peak in 32x32 pixel bins.products/*g0234 img.�ts number density map of detected events in g0234.products/*g0.qdp for each quadrant, the pulse height histogram of g0 events.products/*g0234.qdp for each quadrant, the pulse height histogram of g0234 events.products/*g0234 lightcv.qdp for each quadrant, g0234 count rate as a function of frame number.prodcuts/*pcf.qdp for each quadrant, pulse height histograms of each grade.products/*neighborhist*.qdp for each quadrant, histograms of corner, top, bottom, left,and right pixel distributions of detected events.Table 4.51: CSR Database ProductsThe data products in each directory are summarized in Table 4.51. See MIT ACISmemo PS-71 dated 4 May 1995, by J. Woo (which can be found at http://acis.mit.edu/ttools/acis-analysis.html) for a detailed description of the �le formats.4.7.1.5 IDL Data ProductsEach data set in the CSR subassembly calibration database has several �les created by andfor IDL procedures. These include the .evlist, .mca.data, .mca.summary, and .mca.spec�les.The .evlist �le is an RV format event list. See http://acis.mit.edu/ttools/acis-analysis.htmlfor a description of the �le format.The .mca.data �le is an IDL �le created by the "save" command. The variables savedin this �le are biasl, noise, evlog, peaknum, width, peakloc, bad data, and good data. biaslis an array that contains the frame number and the average overclock value for each ofthe four quadrants for each frame. noise is an array that contains the frame number, thestandard deviation of the overclocks for each of the four quadrants, the total number of



ACIS Calibration Report - January 15, 1999 169overclock pixels above the event threshold, the di�erence between pixels at the top of theimage area and those at the bottom of the image area, and the di�erence between pixels inthe image area and pixels in the overclocks for each frame. evlog is an array that containsthe number of pixels above threshold, the total number of events, the number of g0234events in all energies, and the number of g0 events in all energies for each frame. peaknumis an array that contains the total number of counts under the gaussian �t to the main peakof the cumulative g02346 spectrum for each quadrant for each frame. width is an array thatcontains the width of the gaussian �t to the main peak of the cumulative g02346 spectrumfor each quadrant for each frame. peakloc is an array that contains the location in ADU ofthe gaussian �t to the main peak of the cumulative g02346 spectrum for each quadrant foreach frame. bad data is an array containing the frame number of all unacceptable frames(these frames are not included in the event list). good data is an array containing the framenumber of all acceptable frames.The .mca.summary �le is an ascii �le that summarizes the data set. Included in thesummary �le are the thresholds used, the integration time (msec per frame), the totalnumber of requested frames, the total number of acceptable frames, the total number offrames with unacceptable noise, the total number of frames with overclock pixels over theevent threshold, the average overclock level, the average overclock standard deviation, thelocation (in ADU) of the �tted g02346 peak, the sigma (in ADU) of the �tted g02346 peak,the FWHM (in eV) of the �tted g02346 peak, the total number of counts in the �ttedg02346 peak, the number of counts per frame in the �tted g02346 peak, a summary of thetotal number of events (all energies) in each grade, the branching ratios for each grade, andthe counts per frame (all energies) for each grade for each quadrant.The .mca.spec �le is an IDL �le created by the "save" command. The variables savedin this �le are spectrum, uniplot, and badcol. spectrum is an array that contains thenumber of events per channel for each quadrant for each grade. uniplot is a 32 x 32 arrayof the uniformity of the g02346 events under the peak. Each value is the total number ofg02346 events under the peak for a 32 x 32 pixel region (in chip coordinates). badcol isan array that contains the total number of events in the g02346 peak per column (in chipcoordinates).4.7.2 Relative Quantum E�ciency Measured at MIT CSRHere we present results of relative quantum e�ciency (QE) measurements made at MITCSR. In section 4.7.2.1 we discuss spatially-averaged relative quantum e�ciency measure-ments and their internal consistency. In section 4.7.2.2 we discuss spatial variations inrelative quantum e�ciency.



ACIS Calibration Report - January 15, 1999 1704.7.2.1 Spatially-averaged Relative Quantum E�ciency MeasurementsThe results of the relative quantum e�ciency measurements described above in Section 4.7.1are presented in Table 4.52. The mean relative e�ciencies given in the table are the cen-troids obtained from Gaussian �ts to histograms of the superpixel ratios in each measure-ment. These values have been corrected for pileup and are our best estimates for thespatially averaged relative e�ciency between the corresponding ight and reference detec-tors. Listed in parentheses are measurements of the spatial variation (RMS) in e�ciencyacross each chip, obtained by computing the standard deviation of the superpixel ratios.(Note that the RMS variations in e�ciency are heavily inuenced the framestore covershielding at the edge of each device. An alternative measure of spatial variation, which ismore representative of the majority of the area of each device, is presented and discussedin Figures 4.77{4.86 in section 4.7.2.2.) The name of the reference device used during eachmeasurement is listed in the table, along with the focal plane position of each ight device.Note the QE ratio listed for w140c4r at 525 eV is referenced to w134c4r, a backside chip. Nomeasurement relative to w103c4 was made at this energy because of time constraints. Also,the QE ratio for w134c4r relative to w203c2 at 677 eV was derived from the correspondingratio for w140c4r relative to w134c4r. This was necessary because reference device w203c2was misaligned during calibration of w134c4r at this energy.The correction factors used to correct the count rates at CSR for pileup are presentedin Table 4.53. The values listed in parenthesis are the pileup correction factors applied tothe count rates from the reference devices.In Table 4.54 we have used the values given in Table 4.52 to compute QE ratios refer-enced to w190c3 for each ight device. The results are plotted in Figure 4.76. Most of therelative e�ciency points in the upper panel of the �gure lie within 5% of unity, and all buttwo of the points lie within 10%, indicating that at each energy the absolute e�cienciesof the eight frontside devices are nearly identical. In the lower panel we see the backsidedevices are about three times more e�cient than the frontside devices at low energies (<1 keV), but are less e�cient than the frontside devices at high energies (> 3{4 keV).We have computed the mean relative e�ciency and the maximum absolute deviationfrom the mean for each CCD type as a function of energy (see Table 4.55). The largestabsolute deviations from the mean (�10{20%) in the frontside devices are at 525 eV, 677 eV,and 8 keV. The deviations at 525 eV and 677 eV are due to the high relative e�ciency ofw182c4r at these energies, which in turn is caused by that detector's relatively thin oxidelayer. The reason for the large deviations at 8 keV is still unknown.From the RMS variations listed in Table 4.54 it can be seen that spatial variationsin e�ciency across the frontside devices are low (�3{6%). About two-thirds of the RMSvariation is the result of shadowing by the framestore covers. Thus, we �nd the detectione�ciencies of the frontside devices are highly uniform within each chip and between thechips.The spatial variations in e�ciency across the backside devices are generally larger (�5{



ACIS Calibration Report - January 15, 1999 171Flight Position Mean (RMS) Relative E�ciency vs. Energy (keV) ReferenceDevice 0.525 0.677 1.740 2.015 4.509 5.894 8.040 DeviceO F Si P Ti Fe55 Cuw203c4r I0 0:972 0:992 0:996 0:982 0:994 0:977 0:933 w190c3(0:040) (0:041) (0:046) (0:046) (0:046) (0:045) (0:043)w193c2 I1 0:885 0:768 0:980 0:951 1:005 1:034 1:097 w103c4(0:045) (0:040) (0:052) (0:049) (0:054) (0:055) (0:060)w158c4r I2 0:914 0:804 0:986 0:968 1:007 1:029 1:096 w103c4(0:040) (0:037) (0:047) (0:045) (0:047) (0:048) (0:055)w215c2r I3 0:999 1:015 0:997 0:989 0:996 0:980 0:929 w190c3(0:041) (0:040) (0:051) (0:050) (0:052) (0:053) (0:046)w168c4r S0 1:064 1:089 1:004 1:014 0:997 0:972 0:916 w190c3(0:042) (0:044) (0:050) (0:050) (0:050) (0:048) (0:047)w182c4r S2 1:009 0:962 1:003 1:002 1:014 1:067 1:210 w103c4(0:042) (0:042) (0:053) (0:052) (0:053) (0:055) (0:064)w457c4 S4 1:020 1:070 1:005 1:020 1:000 0:999 1:000 w190c3(0:030) (0:043) (0:031) (0:032) (0:031) (0:031) (0:031)w201c3r S5 1:004 1:025 1:001 0:991 1:000 1:000 1:005 w190c3(0:032) (0:034) (0:038) (0:037) (0:039) (0:039) (0:040)w140c4r S1 1:030 1:078 w134c4r(0:037) (0:038)2:507 1:035 1:442 0:934 0:763 0:631 w103c4(0:114) (0:050) (0:082) (0:080) (0:054) (0:041)w134c4r S3 3:457 2:955 1:108 1:570 1:014 0:882 0:743 w203c2(0:113) (0:184) (0:061) (0:087) (0:061) (0:054) (0:051)w190c3 Ref. 0:890 0:767 0:986 0:949 1:010 1:058 1:164 w103c4(0:020) (0:017) (0:018) (0:014) (0:014) (0:016) (0:051)w203c2 Ref. 0:872 0:787 0:979 0:950 1:004 1:009 1:041 w103c4(0:016) (0:016) (0:015) (0:015) (0:015) (0:016) (0:021)Table 4.52: Spatially Averaged Relative Detection E�ciency at CSR8%) than in the frontside devices, but the maximum absolute deviations from the mean ofthe backside devices are of comparable amplitude to those of the frontside devices. Hencethe spatially averaged quantum e�ciencies of the two backside devices are in reasonablygood agreement with each other.4.7.2.1.1 Uncertainties in the Cross-calibration of Reference Detectors at 8keV. The cross-calibration of the two reference detectors w190c3 and w103c4 requiresspecial discussion. The �rst cross-calibration measurements were made in 1996 April, be-



ACIS Calibration Report - January 15, 1999 172Flight Position Flight (Reference) Pileup Correction vs. Energy (keV) ReferenceDevice 0.525 0.677 1.740 2.015 4.509 5.894 8.040 DeviceO F Si P Ti Fe55 Cuw203c4r I0 1:053 1:074 1:075 1:097 1:063 1:068 1:169 w190c3(1:055) (1:075) (1:076) (1:100) (1:064) (1:070) (1:185)w193c2 I1 1:061 1:031 1:033 1:033 1:026 1:064 1:067 w103c4(1:071) (1:041) (1:076) (1:079) (1:060) (1:146) (1:142)w158c4r I2 1:068 1:032 1:022 1:033 1:027 1:066 1:066 w103c4(1:076) (1:041) (1:050) (1:078) (1:061) (1:151) (1:141)w215c2r I3 1:051 1:075 1:073 1:095 1:066 1:068 1:166 w190c3(1:051) (1:075) (1:074) (1:097) (1:067) (1:070) (1:182)w168c4r S0 1:068 1:074 1:073 1:097 1:067 1:070 1:166 w190c3(1:064) (1:068) (1:074) (1:096) (1:068) (1:073) (1:184)w182c4r S2 1:042 1:039 1:033 1:034 1:026 1:065 1:073 w103c4(1:042) (1:041) (1:075) (1:078) (1:059) (1:143) (1:140)w457c4 S4 1:067 1:074 1:078 1:098 1:066 1:073 1:200 w190c3(1:066) (1:069) (1:078) (1:096) (1:066) (1:074) (1:201)w201c3r S5 1:065 1:070 1:078 1:096 1:065 1:072 1:184 w190c3(1:065) (1:069) (1:079) (1:098) (1:066) (1:073) (1:184)w140c4r S1 1:073 1:037 w134c4r(1:072) (1:034)1:037 1:030 1:048 1:032 1:049 1:018 w103c4(1:040) (1:076) (1:078) (1:061) (1:140) (1:144)w134c4r S3 1:063 1:033 1:068 1:096 1:077 1:057 1:057 w203c2(1:049) (1:031) (1:070) (1:062) (1:060) (1:062) (1:176)w190c3 Ref. 1:062 1:070 1:067 1:091 1:052 1:078 1:087 w103c4(1:070) (1:093) (1:069) (1:097) (1:119) (1:172) (1:166)w203c2 Ref. 1:035 1:031 1:034 1:032 1:026 1:056 1:070 w103c4(1:041) (1:040) (1:078) (1:076) (1:059) (1:127) (1:158)Table 4.53: Pileup Correction Factors Applied to Count Rates from CSRfore we understood how rapidly pileup probability rises with increasing energy. As a result,the uences used were fairly high (� 2000 and � 3600 counts per CCD per frametime forw103c4 and w190c3, respectively) and the pileup corrections were large (12% and 23%,respectively). For this reason, the measurements at 8 keV were repeated in 1997 Octoberat uences about a factor of two lower. The (pileup-corrected) estimates of relative QE(w190c3:w103c4) at 8 keV obtained from these two measurements are substantially di�er-ent: 1.210 for the earlier, higher-ux measurement, and 1.110 for the later one. RelativeQE measurements at 5.9 keV made at these two epochs agree to within 2%.



ACIS Calibration Report - January 15, 1999 173Flight Position Mean (RMS) Relative E�ciency vs. Energy (keV)Device 0.525 0.677 1.740 2.015 4.509 5.894 8.040O F Si P Ti Fe55 Cuw203c4r I0 0:972 0:992 0:996 0:982 0:994 0:977 0:933(0:040) (0:041) (0:046) (0:046) (0:046) (0:045) (0:043)w193c2 I1 0:994 1:002 0:994 1:002 0:996 0:977 0:942(0:053) (0:054) (0:056) (0:053) (0:055) (0:054) (0:076)w158c4r I2 1:027 1:049 1:000 1:020 0:997 0:972 0:941(0:048) (0:050) (0:050) (0:050) (0:049) (0:049) (0:073)w215c2r I3 0:999 1:015 0:997 0:989 0:996 0:980 0:929(0:041) (0:040) (0:051) (0:050) (0:052) (0:053) (0:046)w168c4r S0 1:064 1:089 1:004 1:014 0:997 0:972 0:916(0:042) (0:044) (0:050) (0:050) (0:050) (0:048) (0:047)w182c4r S2 1:133 1:255 1:017 1:056 1:005 1:008 1:039(0:052) (0:058) (0:057) (0:056) (0:055) (0:055) (0:083)w457c4 S4 1:020 1:070 1:005 1:020 1:000 0:999 1:000(0:030) (0:043) (0:031) (0:032) (0:031) (0:031) (0:031)w201c3r S5 1:004 1:025 1:001 0:991 1:000 1:000 1:005(0:032) (0:034) (0:038) (0:037) (0:039) (0:039) (0:040)w140c4r S1 3:487 3:269 1:050 1:519 0:925 0:721 0:542(0:190) (0:154) (0:054) (0:088) (0:080) (0:053) (0:047)w134c4r S3 3:386 3:032 1:100 1:572 1:008 0:841 0:664(0:139) (0:203) (0:065) (0:093) (0:064) (0:055) (0:062)Table 4.54: Spatially Averaged Relative Detection E�ciency at CSR|Referenced tow190c3 Device Mean (Max. Abs. Dev.) Relative E�ciency vs. Energy (keV)Type 0.525 0.677 1.740 2.015 4.509 5.894 8.040O F Si P Ti Fe55 CuFI 1:027 1:062 1:002 1:009 0:998 0:986 0:963(0:106) (0:193) (0:015) (0:046) (0:006) (0:022) (0:076)BI 3:436 3:151 1:075 1:546 0:967 0:781 0:603(0:050) (0:119) (0:025) (0:027) (0:041) (0:060) (0:061)Table 4.55: Mean Relative Detection E�ciencies for FI and BI CCDs at CSR|Referencedto w190c3A third estimate of the relative e�ciency of these two devices is available because
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Figure 4.76: Relative detection e�ciencies of front-illuminated (upper panel) and back-illuminated (lower panel) ACIS ight CCDs as a function of energy|referenced to w190c3.one ight detector, I0 (w203c4r), was calibrated against both reference detectors (at rel-atively low ux). Assuming that the ight detector is stable, we infer a relative QE(w190c3:w103c4) of 1.174 (see Table 4.56).



ACIS Calibration Report - January 15, 1999 175The cause of this discrepancy is unknown. It is possible, and perhaps plausible, that thepileup corrections are systematically in error for reference detector w103c4 at high energies.This detector has always been operated with an older (non-ACIS) set of analog electronics,which provides lower depletion depth and longer minimum integration times than the ACISelectronics. These di�erences tend to increase the severity of pileup, particularly at highenergies. In spite of these di�erences, we have used a single pileup model for both detectors.In the end, we have adopted the unweighted average of the three estimates ((1:110 +1:210 + 1:174)=3 = 1:164) as the relative QE of w190c3:w103c4 at 8 keV. While thisnumber a�ects our comparison of CSR and XRCF e�ciencies, it has no e�ect on ourabsolute quantum e�ciency model. With our current model, the high energy e�ciency isdetermined entirely by branching ratios at 5.9 keV (see Section 4.6.2).4.7.2.1.2 Internal Consistency of Relative Quantum E�ciency Measurementsmade at MIT CSR. As noted above, the ight detector I0 (w203c4r) was calibratedwith respect to both w190c3 and w103c4. Since we also cross-calibrated w190c3 and w103c4with respect to one another, it is possible to check the consistency of these measurements.This comparison is shown in Table 4.56. Excluding the point at 8 keV (which was used inthe reference detector cross-calibration), the mean di�erence is 0:0037� 0:0035, consistentwith zero, where we have taken the standard deviation of the mean as the error. The RMSabout the mean is 0.0085. Assuming each of the 3 relative QE measurement sets has thesame error, and that the error is independent of energy, then, to a good approximation,the error in any single measurement is �rqe = 0:0085=p3 = 0:0049.Flight Position Mean Relative E�ciency vs. Energy (keV) ReferenceDevice 0.525 0.677 1.740 2.015 4.509 5.894 8.040 DeviceO F Si P Ti Fe55 Cuw203c4r I0 0:972 0:992 0:996 0:982 0:994 0:977 0:933 w190c3 (meas.)w190c3 Ref. 0:890 0:767 0:986 0:949 1:010 1:058 1:164y w103c4 (meas.)w203c4r I0 0:866 0:760 0:982 0:932 1:004 1:034 1:086y w103c4 (calc.)w203c4r I0 0:848 0:756 0:977 0:940 1:005 1:030 1:095 w103c4 (meas.)Di�erence line 3 � 0:018 0:004 0:005 �0:008 �0:001 0:004 �0:009yline 4yCross-calibration of w190c3 vs. w103c4 uses w203c4r data; see textMean Di�erence, excluding 8 keV point : 0.0037RMS Di�erence, excluding 8 keV point : 0.0085Table 4.56: Reproducibility of Relative Quantum E�ciency Measurement of Detector I0This level of error, while probably acceptable for ACIS calibration purposes, is one orderof magnitude larger than the limiting uncertainty imposed by photon counting statistics.



ACIS Calibration Report - January 15, 1999 176A number of factors may contribute to this excess error. The two reference detectors usedare known to have slightly di�erent pileup characteristics, but the same pileup model wasused in the analysis of both data sets. One reference detector (w103c4) was operatedwith an older (pre-ACIS) generation of electronics that is somewhat noisier than the ACISelectronics; the slight di�erences in response function may contribute some error. Finally,relative misalignment between ight and reference CCDs can inuence low energy ratios (C,O, F) due to the non-uniformity of these sources. (Some misalignment on order 50 pixelsseems evident in a few cases, despite the apparent precision achieved with the alignmentsystem.) This is less important for higher energies, which make use of a commercial X-raytube and have a atter illumination pattern at the CCD location (primarily due to a largersource-detector separation).Systematic errors in the modelling of the relative calibration measurements are discussedin detail in Section 4.8.4.7.2.2 Spatial Variations in Quantum E�ciencyAs discussed in section 4.7.1 above, we have measured quantum e�ciency (relative to areference detector) of each ACIS ight device as a function of position. For purposes ofpresentation, we have binned the relative quantum e�ciency into 32-by-32-pixel \super-pixels"; we expect that in typical AXAF observations the celestial image will be ditheredover an area of about this size (� 15 arcsec) on the ACIS focal plane.Maps showing the spatial uniformity of the relative quantum e�ciency at each measur-ment energy are presented in Figures 4.77{4.86. Alongside each map is a histogram of thesuperpixel relative e�ciencies. The e�ciencies shown in these �gures have not been cor-rected for pileup. The reference CCD count rates used to generate each superpixel relativee�ciency have been corrected for cosmetic defects, including the e�ects of shadowing bythe framestore covers used during subassembly calibration at MIT. The ight CCD countrates have not been corrected for cosmetic defects, but have been corrected for shadowingby the subassembly calibration framestore cover. In addition, each uniformity map hasbeen adjusted to reproduce the e�ect of shadowing by the ight framestore cover. Thisprocedure is intended to produce spatial uniformity maps which replicate the quantum ef-�ciency patterns that will be present in data obtained with the ight CCDs on orbit. Thenumber of rows in each device shadowed by the subassembly and ight framestore coversare listed in Table 4.57.Histogram legends in Figures 4.77{4.86 indicate the centroid and standard deviation ofa Gaussian �t to each histogram. The �tted standard deviation of the histogram providesa good measure of the residual spatial variation in relative quantum e�ciency, excludingthe e�ects of the ight framestore shield.Spatial variations in relative QE are comparable to expected statistical uctuations forthe FI CCDs, except the ratios which are a�ected by bad or hot columns or pixels andborder e�ects (especially the shadows of frame store covers). These superpixel ratios are



ACIS Calibration Report - January 15, 1999 177Flight Position Framestore CoverDevice Subassembly Flightw203c4r I0 4 7w193c2 I1 6 8w158c4r I2 7 7w215c2r I3 6 7w168c4r S0 6 6w182c4r S2 7 6w457c4 S4 1 5w201c3r S5 4 5w140c4r S1 6 6w134c4r S3 8 5w190c3 Ref. 10w203c2 Ref. 9w103c4 Ref. 7Table 4.57: Number of CCD Rows Shadowed by the Framestore Coversgenerally outliers in the QE ratio histograms, and only weakly a�ect the Gaussian �t.These e�ects may be seen in Figures 4.77{4.86. Columns darker than their surroundingregions correspond to either bad columns in the ight CCD or hot columns in the referenceCCD, while lighter columns typically correspond to bad columns in the reference CCD.The dark row at the bottom of each relative uniformity map is due to shadowing by theight framestore cover.Larger spatial variations are observed in the BI CCDs, and are believed to be caused inpart by relatively high charge transfer ine�ciency (CTI), exceeding 25% at higher energies.Some provision will need to be developed to characterize this spatial nonuniformity in thetwo backside ight CCDs (S1 and S3). These variations a�ect the quality of the Gaussian�t to the histogram of QE ratios.
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Figure 4.77: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device I0 (w203c4r) relative to reference device w190c3 at sevenenergies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected for pileup) in a32 � 32 pixel subarray of the ight device to the count rate in the corresponding subarrayof the reference device.
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Figure 4.78: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device I1 (w193c2) relative to reference device w103c4 at sevenenergies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected for pileup) in a32 � 32 pixel subarray of the ight device to the count rate in the corresponding subarrayof the reference device.
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Figure 4.79: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device I2 (w158c4r) relative to reference device w103c4 at sevenenergies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected for pileup) in a32 � 32 pixel subarray of the ight device to the count rate in the corresponding subarrayof the reference device.
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Figure 4.80: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device I3 (w215c2r) relative to reference device w190c3 at sevenenergies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected for pileup) in a32 � 32 pixel subarray of the ight device to the count rate in the corresponding subarrayof the reference device.
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Figure 4.81: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device S0 (w168c4r) relative to reference device w190c3 atseven energies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected forpileup) in a 32 � 32 pixel subarray of the ight device to the count rate in the correspond-ing subarray of the reference device.
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Figure 4.82: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device S2 (w182c4r) relative to reference device w103c4 atseven energies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected forpileup) in a 32 � 32 pixel subarray of the ight device to the count rate in the correspond-ing subarray of the reference device.
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Figure 4.83: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device S4 (w457c4) relative to reference device w190c3 at sevenenergies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected for pileup) in a32 � 32 pixel subarray of the ight device to the count rate in the corresponding subarrayof the reference device.
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Figure 4.84: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device S5 (w201c3r) relative to reference device w190c3 atseven energies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected forpileup) in a 32 � 32 pixel subarray of the ight device to the count rate in the correspond-ing subarray of the reference device.
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Figure 4.85: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device S1 (w140c4r) relative to reference device w103c4 atseven energies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected forpileup) in a 32 � 32 pixel subarray of the ight device to the count rate in the correspond-ing subarray of the reference device.
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Figure 4.86: Uniformity maps and histograms showing the spatial uniformity of the quan-tum e�ciency of ACIS ight device S3 (w134c4r) relative to reference device w203c2 atseven energies. Each pixel value is the ratio of the raw count rate (i.e. uncorrected forpileup) in a 32 � 32 pixel subarray of the ight device to the count rate in the correspond-ing subarray of the reference device.



ACIS Calibration Report - January 15, 1999 1884.7.3 Comparison Between MIT and XRCF (Phase I) Measure-ments of Relative Quantum E�ciencyTo compare measurements of relative quantum e�ciency made at MIT's Center for SpaceResearch (CSR) and Marshall Spaceight Center's X-ray Calibration Facility (XRCF), wehave used the data in Table 4.54 to compute relative QE ratios referenced to device S2.The results are presented in Table 4.58. Similarly, we have compiled relative QE ratiosreferenced to S2 from telemetry data taken at XRCF (see Table 4.59). The telemetrydata was taken using windows near the top and bottom of each device to avoid saturatingthe telemetry stream. The pileup correction factors applied to the XRCF count rates arepresented in Table 4.60.Flight Position Mean (RMS) Relative E�ciency vs. Energy (keV)Device 0.525 0.677 1.740 2.015 4.509 5.894 8.040O F Si P Ti Fe55 Cuw203c4r I0 0:858 0:790 0:979 0:930 0:990 0:970 0:898(0:055) (0:049) (0:071) (0:066) (0:072) (0:074) (0:090)w193c2 I1 0:878 0:798 0:977 0:949 0:991 0:969 0:907(0:058) (0:053) (0:073) (0:069) (0:075) (0:077) (0:087)w158c4r I2 0:906 0:836 0:983 0:966 0:993 0:965 0:906(0:055) (0:051) (0:070) (0:067) (0:071) (0:073) (0:084)w215c2r I3 0:882 0:809 0:980 0:936 0:991 0:972 0:894(0:056) (0:049) (0:074) (0:069) (0:076) (0:079) (0:092)w168c4r S0 0:939 0:868 0:987 0:960 0:992 0:965 0:881(0:058) (0:053) (0:074) (0:070) (0:074) (0:076) (0:091)w182c4r S2 1:000 1:000 1:000 1:000 1:000 1:000 1:000(0:000) (0:000) (0:000) (0:000) (0:000) (0:000) (0:000)w457c4 S4 0:901 0:853 0:988 0:966 0:995 0:991 0:963(0:051) (0:052) (0:063) (0:060) (0:064) (0:068) (0:091)w201c3r S5 0:886 0:817 0:984 0:939 0:996 0:992 0:967(0:051) (0:047) (0:067) (0:061) (0:068) (0:072) (0:095)w140c4r S1 3:078 2:606 1:033 1:439 0:921 0:715 0:522(0:207) (0:159) (0:074) (0:110) (0:093) (0:066) (0:053)w134c4r S3 2:989 2:417 1:082 1:489 1:004 0:835 0:640(0:170) (0:187) (0:084) (0:116) (0:082) (0:072) (0:068)Table 4.58: Spatially Averaged Relative Detection E�ciency at CSR|Referenced to S2.In each box the mean is given as the top entry; the RMS variation is given in parenthesesbelow it.



ACIS Calibration Report - January 15, 1999 189Flight Position Mean Relative E�ciency vs. Energy (keV)Device 0.277 0.525 0.705 1.487 1.740 2.166 4.509 6.399 8.040C O Fe L Al Si Nb L Ti Fe K Cuw203c4r I0 0:842 0:810 0:962 0:982 0:942 0:981 0:948 0:903w193c2 I1 0:868 0:805 0:965 0:979 0:954 0:985 0:946 0:910w158c4r I2 0:909 0:849 0:979 0:996 0:969 0:988 0:951 0:894w215c2r I3 0:865 0:807 0:976 0:994 0:961 0:989 0:907w168c4r S0 0:687 0:912 0:873 0:979 0:986 0:964 1:002 0:953 0:904w182c4r S2 1:000 1:000 1:000 1:000 1:000 1:000 1:000 1:000 1:000w457c4 S4 0:625 0:897 0:910 0:975 0:991 0:965 1:005 0:980 1:049�w201c3r S5 0:625 0:876 0:828 0:966 0:983 0:966 0:999 0:972 1:008w140c4r S1 36:619 3:460 3:022 1:071 1:034 1:287 0:847 0:617 0:527w134c4r S3 35:679 3:280 3:033 1:115 1:092 1:342 0:949 0:755 0:671� The XRCF bias for this data point is peculiar.Table 4.59: Spatially Averaged Relative Detection E�ciency from XRCF Telemetry|Referenced to S2Flight Position Pileup Correction vs. Energy (keV)Device 0.277 0.525 0.705 1.487 1.740 2.166 4.509 6.399 8.040C O Fe L Al Si Nb L Ti Fe K Cuw203c4r I0 1:001 1:007 1:049 1:007 1:020 1:017 1:021 1:119w193c2 I1 1:001 1:007 1:049 1:007 1:020 1:017 1:021 1:117w158c4r I2 1:001 1:007 1:050 1:008 1:021 1:009 1:015 1:116w215c2r I3 1:001 1:007 1:050 1:008 1:021 1:017 1:116w168c4r S0 1:000 1:001 1:002 1:050 1:008 1:021 1:018 1:028 1:139w182c4r S2 1:000 1:001 1:007 1:051 1:008 1:022 1:013 1:020 1:140w457c4 S4 1:000 1:001 1:003 1:050 1:008 1:021 1:011 1:029 1:164w201c3r S5 1:000 1:001 1:002 1:049 1:008 1:021 1:018 1:029 1:157w140c4r S1 1:001 1:004 1:007 1:044 1:007 1:029 1:019 1:016 1:036w134c4r S3 1:001 1:003 1:009 1:046 1:008 1:030 1:016 1:018 1:042Table 4.60: Pileup Correction Factors Applied to Count Rates from XRCF Telemetry4.7.3.1 Repeatability and Estimated Errors in Relative Quantum E�ciencyMeasurements of Front-Illuminated DetectorsIn Table 4.61 we have computed the fractional di�erence (1�XRCF/CSR) between the rela-tive QE measurements made at each site. The relative QE ratios at XRCF for the frontside



ACIS Calibration Report - January 15, 1999 190devices are in excellent agreement with the ratios obtained at CSR. Indeed, averaged overseven FI chips and the lowest three energies, the mean di�erence in relative quantum e�-ciency is 0:27%�0:24%, where the error is the standard deviation about the mean, and theRMS deviation about the mean is 1.1%. If we assume that the CSR and XRCF relativeQE measurements in this energy range each have the same random error, and accountproperly for the normalization of the CSR measurements by the e�ciency of S2 requiredto make this comparison, we infer that the error on a single relative QE measurement is(very nearly) �rqe = 0:011=p3 = 0:006. This estimate is only slightly larger than the valueobtained from internal consistency of the MIT CSR measurements alone (�rqe = 0:0049;see section 4.7.2) For purposes of QE model �tting, to be discussed in Section 4.8, we willadopt the larger value as the uncertainty in the relative QE measurement.Flight Position Frac. Rel. E�. Di�. vs. Energy (keV)Device 0.525 1.740 4.509 8.040O Si Ti Cuw203c4r I0 0:019 �0:003 0:009 �0:006w193c2 I1 0:011 �0:002 0:006 �0:004w158c4r I2 �0:003 �0:013 0:005 0:013w215c2r I3 0:019 �0:015 0:002 �0:014w168c4r S0 0:029 0:001 �0:010 �0:026w182c4r S2 0:000 0:000 0:000 0:000w457c4 S4 0:004 �0:003 �0:010 �w201c3r S5 0:012 0:001 �0:003 �0:042FI Mean 0:013 �0:005 �0:000 �0:013FI Std Dev. 0:011 0:006 0:008 0:019w140c4r S1 �0:124 �0:001 0:080 �0:010w134c4r S3 �0:097 �0:010 0:055 �0:050BI Mean �0:111 �0:006 0:068 �0:030BI Std Dev. 0:019 0:006 0:018 0:028� This data point was excluded because the XRCF biasfor this point was peculiar.Table 4.61: Fractional Di�erence (1�XRCF/CSR) between Relative Detection E�cienciesat CSR and XRCF|Referenced to S2The data at 8 keV require special comment for two reasons. First, the bias obtained fromACIS telemetry for S4 for the 8 keV measurement (ACIS XRCF Science Run 93, TRW ID'sI-IAS-SG-1.032 and I-IAS-EA-2.043 through I-IAS-EA-2.048) is peculiar, showing excesscharge of order 5 electrons/pixel. The spectral resolution in S4 is severely compromised(FWHM � 200 eV) by the bias error, and this in turn a�ects the measured quantum



ACIS Calibration Report - January 15, 1999 191e�ciency. As a result, a replacement (telemetry) bias was used (taken from ACIS ScienceRun 89) to compute the relative e�ciency listed in Table 4.59. Even with the replacementbias, the spectral resolution was not quite as good as measured at MIT. For this reason, weregard this measurement as suspect, and have quoted statistics in Table 4.61 with this pointexcluded. The cause of the bias error is not understood. The high-speed tap data obtainedfor S4 during (a subset of) ACIS XRCF Science Run 93 show no obvious anomalies.Second, as noted above, the cross-calibration of the two reference detectors w190c3 andw103c4 at MIT is rather uncertain at 8 keV. We require this cross-calibration to computethe response of S2 relative to reference detector w190c3, since S2 was only measured with re-spect to reference detector w103c4. Formally, the RMS uncertainty of this cross-calibration(derived from the reproducibility of three measurement sets) is about 0.03 (1-sigma). Thisuncertainty is expected to dominate other errors in the QE, relative to S2, of the �ve devices(I0, I3, S0, S4 and S5) for which w190c3 is the primary reference standard.Nevertheless, excluding the S4 point, we �nd a mean relative quantum e�ciency dif-ference of �0:013� 0:008, where the error is the standard deviation of the mean, and theRMS deviation of measurements about the mean is 0.019. Thus, whatever the source ofthe uncertainty in the CSR measurements of the w190c3 vs. w103c4 cross-calibration, thevalue we have adopted for this cross-calibration is just consistent, at 90% con�dence, (i.e.,within 1.3%) with the XRCF relative quantum e�ciency data.A related comparison between the best-�t quantum e�ciency models and the XRCFdata is presented in Section 4.8.4.7.3.2 Repeatability and Estimated Errors in Relative Quantum E�ciencyMeasurements of Back-Illuminated DetectorsThe agreement between XRCF and CSR is not as good for the backside devices. At 525 eV,both S1 and S3 appear to have been 10{12% more e�cient relative to S2 in the XRCFdata compared to the CSR data. Discrepancies at the 5% level are also apparent at severalother energies. Here we discuss possible origins for these discrepancies.We have investigated the e�ects of windowing and spatial variation in the charge transferine�ciency of the backside devices by averaging the relative e�ciency uniformity maps at525 eV over all columns and plotting the average relative e�ciency versus row number. Thisanalysis indicates that the peak-to-peak variation in the relative e�ciency of the backsidedevices, averaged over regions of 1024 columns by 24 rows (similar to the windows used atXRCF), is only �2{3%. This is too small to account for the di�erences between the CSRand XRCF relative e�ciencies at 525 eV, although this level of variation would constitutea signi�cant fraction of the discrepancies measured at the higher energies.The spectral redistribution functions of the front- and back-illuminated detectors aresigni�cantly di�erent. Moreover, the X-ray sources used at both MIT and XRCF emittedsigni�cant and di�ering continuum uxes in addition to the intended line ux. In principle,therefore, proper analysis of BI-to-FI relative QE measurements must account for response



ACIS Calibration Report - January 15, 1999 192function di�erences. Our analysis to date has ignored these response function di�erences,and so is subject to several systematic errors as a result. In an e�ort to bound these errors,we have begun to examine the line-to-continuum ratios of the various sources. We �nd,for example, that the continuum level of the XRCF source was stronger relative to theemission line at 525 eV than was the case in the CSR source (see Figures 4.87 and 4.88).We estimate that neglect of the continuum biases the BI-to-FI QE ratio at 525 eV,measured at XRCF, by as much as 15% above the true value. In the CSR measurements,the lower continuum produces a substantially lower bias (about 5%). We also note thatone would expect this error to be most serious at the lowest energies, where the BI andFI response functions di�er in width by as much as a factor of two; at higher energies, theresponse function widths di�er by 30% or less. Figures 4.89 and 4.90 show that di�erencesin the line-to-continuum ratios at XRCF and CSR were negligible at higher energies.We conclude that our heretofore inadequate treatment of the redistribution functionsand source spectra may well account for the XRCF-to-CSR discrepancies in BI-to-FI rel-ative quantum e�ciency measurements. A corollary conclusion is that the CSR measure-ments of these quantities may be in error by � 5% at low energies.We have some con�dence that suitable modelling of the BI redistribution function andthe source spectra will provide us with more accurate estimates of the BI response. Theexcellent repeatability of the FI results demonstrates that our fundamental measurementprocedures are sound. Moreover, each BI measurement was accompanied by a simultaneousor nearly simultaneous measurement of the same source with an FI device. These FI data,and our sound FI models, will provide independent constraints on the source spectra used tocharacterize the BI detectors. These constraints, in turn, should improve our understandingof the BI-to-FI relative quantum e�ciency data.
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Figure 4.87: O-K spectra for S3 (upper panel) and S2 (lower panel) from XRCF Phase I.The bar in each plot marks the range of channels within 3 sigma of the peak.
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Figure 4.88: O-K spectra for S3 (upper panel) and w203c2 (lower panel) from CSR Sub-assembly Calibration. The bar in each plot marks the range of channels within 3 sigma ofthe peak.
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Figure 4.89: Ti-K spectra for S3 (upper panel) and S2 (lower panel) from XRCF Phase I.The bar in each plot marks the range of channels within 3 sigma of the peak.
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Figure 4.90: Ti-K spectra for S3 (upper panel) and w203c2 (lower panel) from CSR Sub-assembly Calibration. The bar in each plot marks the range of channels within 3 sigma ofthe peak.



ACIS Calibration Report - January 15, 1999 1974.8 Absolute Quantum E�ciency of ACIS Flight De-tectors4.8.1 Quantum E�ciency Model and Fitting ResultsIn this section we present the best-estimate absolute quantum e�ciency, as of this writing,for each ight device. In each case the absolute quantum e�ciency has been derivedfrom measurements of the relative quantum e�ciency of the ight devices, with respect toreference detectors, described above in section 4.7.2, together with the absolute quantume�ciency models of the reference detectors described in section 4.6.1.We are con�dent that we understand the accuracy of quantum e�ciency models for thefront-illuminated (FI) detectors, and we discuss this subject at some length here. On theother hand, the models we present for back-illuminated (BI) devices are not particularlyaccurate, and, perhaps worse, the errors in the back-illuminated models are not well charac-terized. Thus the BI models given here must be regarded as interim products. Fortunately,we have very recently identi�ed the origin of at least a large fraction of the fairly large,(i.e. 10-20%) systematic errors in our current analysis of BI CCD data. In short, we nowbelieve it is essential to use accurate models of both source spectrum and detector spectralredistribution to obtain reliable quantum e�ciency measurements for these devices. Thismore accurate analysis has not been completed at this writing, but we are con�dent thatit can be done. See section 4.7.3 for a brief quantitative discussion of these errors.We have used the so-called \slab and stop" model of the ACIS CCD gate structure,described in section 4.1, to model detector quantum e�ciencies. For clarity, the variousslab-and-stop model parameters used in the model of FI detector quantum e�ciency arerepresented in Table 4.62. Note that only four model parameters were varied in �ts tomeasurements made with the ight detectors. The remaining three parameters were con-strained by mesh measurements (see section 4.5) or by scanning electron micrograph (SEM)measurements of siblings of the ight devices.4.8.2 Fitting Methods: FI Device Model Parameters.The spatially-averaged relative quantum e�ciency measurements described in section 4.7.2were used to constrain slab-and-stop model gate structure parameters for the ight FI de-vices. For each device, the MIT CSR relative e�ciency measurements at 525 eV, 677 eV,1740 eV and 2015 eV were used to �t for three model parameters: the mean silicon gatethickness, the mean silicon dioxide thickness, and the silicon nitride thickness. In eachcase, the reference detector quantum e�ciency was modelled using the slab and stop modelparameters derived from the undispersed synchrotron measurements, as described in sec-tion 4.6.1.Estimates of the errors in the relative quantum e�ciency measurements were derivedfrom the comparison of relative e�ciency measurements made at MIT CSR to those made



ACIS Calibration Report - January 15, 1999 198Parameter Determined from: See Section:Poly-silicon gate thickness Fit to ight-device relative QE data 4.7.2SiO2 insulator thickness Fit to ight-device relative QE data 4.7.2Si3N4 insulator thickness Fit to ight-device relative QE data 4.7.2Depletion depth Fit to ight-device branching ratio data at 5.9 keV 4.6.2Channel Stop width Mesh and SEM measurementsz on sibling devices 4.5Channel Stop SiO2 thickness Mesh and SEM measurements on sibling devices 4.5Channel Stop Si P+ thickness Mesh measurements on sibling devices 4.5Note: The slab-and-stop model is described in detail in section 4.1Table 4.62: Model Parameter Determination for Absolute Quantum E�ciency of Front-illuminated Flight Devicesin Phase I (ACIS at-�eld) of the XRCF calibration (see section 4.7.3.) Thus, at theseenergies, for the front-illuminated detectors, we take the standard deviation of the error ineach spatially-averaged relative quantum e�ciency measurement to be 0.6%, independentof energy. Fitting was performed by minimizing the �2 statistic. Best-�t gate-structuremodel parameters, along with other adopted model parameters, are listed in Table 4.63. Inall cases the �ts (which had but one degree of freedom each!) were statistically acceptablegiven the adopted measurement errors.4.8.2.1 Fitting Methods: BI Device Model Parameters.The spatially averaged quantum e�ciency measurements described in section 4.7.2, to-gether with the best �t absolute quantum e�ciency model for detector S2 (w182c4) wereused to infer absolute quantum e�ciency as a function of energy for each BI device at525 eV, 677 eV, 1740 eV, 2015 eV, 4509 eV, 5894 eV and 8040 eV. These inferred detectione�ciencies exceed unity at three energies (525 eV, 677 eV and 2015 eV) in one or bothBI detectors, by amounts ranging from 4% to 7%. Obviously, this result demonstrates thepresence of signi�cant systematic errors in our analysis of these data. As discussed above,we believe that one major error in our analysis arises because we do not now correct for thee�ects of source continuum; since the spectral redistribution functions for the BI and FIchips are quite di�erent, the continuum contributes a larger proportion to the BI countingrate than to the FI counting rate. A preliminary discussion of this e�ect is presented insection 4.7.3. We have not yet completed a BI device response function model adequatefor proper analysis of this data. For purposes of this report we have arbitrarily elected toretain the BI CCD deadlayer model published with the previous of of the ACIS Calibra-tion report (October, 1997). Since continuum e�ects are expected to be smaller at higherenergies (where the resemblance of BI and FI redistribution functions is much closer than



ACIS Calibration Report - January 15, 1999 199at low energies), we have �t a model to the MIT CSR relative quantum e�ciency data todetermine the photosenstive thickness of each BI device, given this �xed deadlayer model.Both the �xed deadlayer model and best-�t depletion thicknesses for the BI devices areshown in Table 4.63. The quoted con�dence interval for the depletion depth (15%) is basedon an assumed relative quantum e�ciency error of 5%.Model Parameters (�m)Device-Speci�c Fit Generic (from sibling devices)Location/ Depletion ReferenceDevice Si SiO2 Si3N4 Depth CS Siy CS SiOz2 CS Width? DetectorI0/w203c4r 0.297 0.350 0.022 65 0.35 0.45 4.1 w190c3I1/w193c2 0.292 0.339 0.024 65 0.35 0.45 4.1 w103c4I2/w158c4r 0.272 0.319 0.030 65 0.35 0.45 4.1 w103c4I3/w215c2r 0.291 0.344 0.020 65 0.35 0.45 4.1 w190c3S0/w168c4r 0.264 0.318 0.024 64 0.35 0.45 4.1 w190c3S1/w140c4r 0.0001� 0.023� N/A 30 N/A N/A N/A w134c4r, w103c4S2/w182c4r 0.270 0.231 0.030 76 0.35 0.45 4.1 w103c4S3/w134c4r 0.0001� 0.023� N/A 40 N/A N/A N/A w203c2, w103c4S4/w457c4 0.244 0.314 0.042 72 0.35 0.45 4.1 w190c3S5/w203c4r 0.289 0.339 0.021 72 0.35 0.45 4.1 w190c31-parameter90% conf.limits forFI Devices: �0:024 �0:008 �0:010 �1:7 �xed �xed �xedBI Devices: �xed �xed N/A �15% �xed �xed �xedy: typical one-parameter 90 % con�dence range from mesh experiments is +0:06�0:03 �m.z: typical one-parameter 90 % con�dence range from mesh experiments is +0:17�0:11 �m.?: typical one-parameter 90 % con�dence range from mesh experiments is +0:3�0:4 �m.�: Deadlayer model parameters for BI devices �xed at approximate values; see text.Table 4.63: Adopted ACIS Flight Detector Quantum E�ciency Model Parameter Values4.8.2.2 Results and Data ProductsThe best-�t model for each ight detector was used to predict quantum e�ciency as afunction of energy. For historical reasons, our �ts of the model to the data (both for theabsolute response of the reference detectors, and the relative response of ight detectors)made use of standard (Henke, 1993) mass-absorbtion coe�cients. It should be noted,however, that the predicted ight detector e�ciency curves incorporate our measurements ofthe absorption edge structure near the nitrogen, oxygen and silicon edges (see section 4.6.4).



ACIS Calibration Report - January 15, 1999 200As an example, the best-�t quantum e�ciency for ACIS detector S2 (the most e�cientACIS FI detector at all energies) is shown in Figure 4.91. The lower panel of the �gure showsestimated 90% con�dence envelope on the relative error in the model quantum e�ciency;these error limits are discussed in detail in the next section.The adopted quantum e�ciency models for the two BI devices are shown in Figures 4.93and 4.94.

Figure 4.91: Best-estimates for ACIS S2 (Front-illuminated) Detector Quantum E�ciencyModel and 90% Con�dence Envelope. See text for interpretation of the error envelope.The best-�t quantum e�ciency models for all FI detectors are shown in Figure 4.92.The quantum e�ciency of the back-illuminated detector S3 is shown in Figure 4.94The quantum e�ciency of each ACIS ight detector will be made available as an ASCIItable �le. It is intended that these �les be available from the MIT ACIS web page athttp://acis.mit.edu.The �les can also be found on the MIT CSR ACIS calibration database in the directory/ohno/di/database/rsp/release.
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Figure 4.92: Best-�t model quantum e�ciency for all ACIS FI Detectors

Figure 4.93: Adopted ACIS S1 (Back-illuminated) Detector Quantum E�ciency Model
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Figure 4.94: Adopted ACIS S3 (Back-illuminated) Detector Quantum E�ciency Model



ACIS Calibration Report - January 15, 1999 2034.8.3 Uncertainties in Absolute Quantum E�ciencyIn this section we attempt to enumerate error sources and, to the extent possible, to quantifythe errors in the best-�t model quantum e�ciency. It is useful to distinguish at the outseterrors arising from the limited precision with which the parameters of the adopted modelare constrained by the available data, on the one hand, from those arising from inadequaciesin the quantum e�ciency model, on the other hand. At the risk of creating some confusion,we choose to say that the former type arise from \measurement errors" since their ultimateorigin is the uncertainty in the measured quantities used to constrain the model. Thuswe shall sometimes use the phrase \measurement errors" as an abbreviation for \errors inpredicted quantum e�ciency resulting from errors in measurement." We label the lattererror type \modelling errors," intending an analogous ellipsis.In general, e�ects of modelling errors are di�cult to quantify, and, in any event, notparticularly well-bounded at this writing. In contrast, the e�ects of measurement errors canbe quanti�ed using well-known techniques, though it must be emphasized that even theseerrors must be interpreted carefully. In particular, measurement errors produce quantume�ciency errors which are NOT statistically independent from energy to energy. For manypurposes it is therefore much more useful to conceive of the quantum e�ciency vs. energyfunction itself, rather than the quantum e�ciency at any particular energy, to be therandom variable whose value is constrained by the model �tting.In this section we �rst present a straightforward (though incomplete) quantitative anal-ysis of the e�ects of measurement errors. We then discuss modelling errors. While ane�ort has been made to quantify modelling errors, more work remains to be done on thisproblem. As a result, our discussion serves mainly to guide future work.4.8.3.1 Quantum E�ciency Uncertainties Due to Measurement ErrorsTo determine the accuracy of our model �ts, given that the model is correct, we mustde�ne the volume of model parameter space within which model parameter values areconsistent, at some level of con�dence (we will adopt the 90% con�dence level here,) withthe data. This parameter space volume is bounded by a surface S90, which we shall callthe \90% con�dence surface". To each point p on the con�dence surface S90, the modelassigns a quantum e�ciency vs. energy function fp(E). The ensemble of such functionsffp(E) : p 2 S90g is then the set of quantum e�ciency functions just allowed, at 90%con�dence, by the calibration data. A complete characterization of the quantum e�ciencyerror would include a probability distribution of the allowed values of fp(E) for all p in theparameter space volume bounded by S90. We do not provide such a characterization here.Instead, we attempt in the following way to estimate the envelope of the functions fp(E)allowed by the data.First, we characterize the 90% con�dence surface. This surface S90 is de�ned by theproperty that for any point p on S90, �2(p)� �2min = ��2crit, where �2(p) is the value of �2



ACIS Calibration Report - January 15, 1999 204computed for the model f(p) with respect to the data, �2min pertains to the best �t model,and ��2crit is a constant depending on the number of model parameters constrained by the�t. In chosing ��2crit, we note that the four �tted parameters belong to two distinct sets.The three gate structure parameters are entirely constrained by the low-energy (E < 3 keV)data, while the depletion depth is entirely determined by the high-energy data (E = 5:9keV, in our case). For purposes of bounding the quantum e�ciency errors, we can thereforeconsider the gate structure parameters separately from the depletion depth.For three interesting parameters (the thicknesses of Si, SiO2 and Si3N4) at the 90%con�dence level, ��2crit = 6:2, the 90% con�dence limit for a �2 distribution with 3 degreesof freedom. We have found the six points on S90 which represent the maximum deviations(both positive and negative) of each of the three gate structure parameters from theirbest-�t values. These are listed in Table 4.64.Si SiO2 Si3N4 Remarks(�m)0.235 0.233 0.045 Minimum Si0.306 0.229 0.016 Maximum Si0.276 0.220 0.032 Minimum SiO20.264 0.243 0.029 Maximum SiO20.304 0.233 0.015 Minimum Si3N40.237 0.230 0.045 Maximum Si3N4Table 4.64: Six points on the 90% con�dence surface used to determine the uncertaintyenvelope for FI detector quantum e�ciency.We have evaluated the quantum e�ciency model at each of these six points, and thenfound the extreme values of predicted quantum e�ciency (among these six models) at eachenergy. To determine the envelope at high energy, we have separately varied the depeletiondepth through its (single-parameter) 90% con�dence interval of �1:7�m. (Thus we havein fact sampled twelve points in parameter space, viz., the six points listed in table 4.64 atthe two extreme values of depletion depth. This error envelope, expressed as a fraction ofthe best �t model quantum e�ciency is plotted as a function of energy for the S2 detectorin the lower panel of �gure 4.91. The plot shows the absolute value of the 90% con�dencelimits; positive and negative limits have been calculated, but are nearly identical, and soonly the positive limits are shown.Two limitations of this error analysis must be made clear. First, we have only considerederrors resulting from measurement of the ight device quantum e�ciency relative to that ofthe reference detectors. In principle, precisely the same analysis can be performed for theabsolute calibration of the reference detectors. In so doing we �nd that the parameter ranges
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Figure 4.95: Comparison of XRCF Phase I relative quantum e�ciency measurements toModel Predictions for front-illuminated detectors. Points are deviations between XRCFquantum e�ciency measurements, relative to S2, and lines are estimated 90% con�denceintervals for model predictions. Note that the models are based entirely on relative QEmeasurements made at MIT; the points shown were NOT used to constrain the models.The RMS of the residuals for energies � 525 eV is 1.3%.allowed by �ts to the reference detector response to undispersed synchrotron radiation aresmaller than those shown in Table 4.64 by factors of three to six. Thus the measurementerrors associated with the absolute calibration are in any case small. Moreover, sincemodel parameter errors in the absolute and relative calibrations are presumably statisticallyindependent, their e�ect on the error envelope is properly accounted for by adding a small



ACIS Calibration Report - January 15, 1999 206term in quadrature to the envelope derived from the relative data alone. We have thereforechosen to ignore the e�ect of absolute measurement errors in the present analysis, andestimate that the resulting error in our error envelope is less than 10% of the error envelope.A much more signi�cant limitation of this error analysis is that we have only includede�ects of measurement errors on four of the seven model parameters. The three channelstop parameters have not been varied in either the absolute reference detector or relativeight detector measurements. While we have some understanding of the allowed con�-dence intervals for these parameters (see reference (Pivovaro� et al., 1998)), they are notconstrained by measurements on the ight detectors. In principle a joint �t of the ightdetector quantum e�ciency data and sibling detector mesh experiment data could producea statistically correct error estimate. We have not yet attempted to perform such a �t.Neglect of uncertainties in the channel stop parameters may be a signi�cant shortcomingin our error analysis. For example, we �nd that a 10% increase in the �xed value of eachof the three channel stop parameters (the single-parameter 90% con�dence limit allowedby the mesh experiments is about 10-15% in each parameter) produces a 0.5% change inthe best-�t apparent synchrotron radiation intensity determined by a reference detector,averaged over the 0.4 to 4 keV band. This is comparable to the (spectrally averaged)quantum e�ciency error plotted in Figure 4.91.We believe that a mesh measurement of one of our absolutely calibrated reference de-tectors would provide us with quantitative information on the e�ects of channel stop un-certainties on the �nal model quantum e�ciency errors.As an independent check on these errors (and on the models!), we have compared XRCFmeasurements of quantum e�ciency, relative to detector S2, to the ratio of model predic-tions for the appropriate detectors. Results are shown for seven FI devices in Figure 4.95.Also shown are the 90% con�dence limits for a single model e�ciency prediction. (Thesolid curve is NOT a predicted error envelope for the ratio of two model e�ciencies.) Theobserved residuals are in good qualitative agreement with the quoted error limits, espe-cially considering that the model is based entirely on �ts to the MIT CSR data, while thedata points come entirely from measurements at XRCF. It is clear that inclusion of XRCFdata in model �ts is appropriate, and would improve the accuracy of the models further,especially at energies below 0.4 keV.Quantitative comparison suggests that the observed residuals exceed those expectedfrom the model uncertainties and measurement errors alone, however. Excluding the threemeasurements at 277 eV, for which the estimated model errors are quite high (and forwhich the observed residuals are well within expected model errors), the mean residualfor 54 measurements shown in �gure 4.95 is -0.003, and the RMS deviation about thatmean is 0.013. The root mean square residual (about zero, rather the mean) is also 0.013.Ignoring the correlation of model errors at di�erent energies, and assuming that the modelerrors for di�erent devices are independent, we expect the RMS deviation for the residuals,(accounting for the 0.006 1-sigma measurement errors) to be 0.0095. Thus the observedresiduals are larger, by a factor 1.3, than those estimated from the model errors alone.



ACIS Calibration Report - January 15, 1999 207Several factors may account for this discrepancy. Since most of the variance in theobserved residuals comes from 2 of the 54 points, (the S4 point at 705 eV and the S5point at 8040 eV), it seems likely that some unknown systematic errors (at the 3-4% level)a�ect these points. With these fairly obvious outliers excluded, the residuals (at 0.009,RMS) are consistent with the model error estimates. In addition, one might expect theinternal correlation of errors within any one model to increase the observed variance of theresiduals. On the other hand, the model error envelopes do not account for uncertaintiesin the channel stop parameters, and so must be underestimates at some level.In any event, we conclude that the our models predict relative quantum e�ciency of theACIS FI detectors with an accuracy better than 1.5%, RMS, over the 0.4 to 8 keV band.Our estimates of the errors in the models are reasonable agreeement with the data, thoughthe errors might be understimated by 30% or so.4.8.3.2 Quantum E�ciency Uncertainties Due to Modelling ErrorsIn this section we discuss modelling errors, as de�ned above, and their e�ects on both theabsolute calibration of reference detectors and the relative calibration of ight detectorswith respect to those reference detectors.4.8.3.2.1 Sources of Modelling Errors in the Absolute Calibration of Refer-ence Detectors. The CCD response model used to analyze the undispersed synchrotronradiation data su�ers from a number of shortcomings. The magnitidue of the quantume�ciency errors resulting from these limitations is not well known at present. In principle,simulations comparing the accuracy of the simple models we have used to more realistic(and complicated) models could provide estimates of the magnitude of these errors. In-deed, we have already implemented more elaborate CCD models in our simulations (seesection 4.14). The best approach, however, would be to �t these more sophisticated modelsto the calibration data. There is no technical reason why this could not be done in thenear future.For purposes of guiding such work, we list the major shortcomings of the model we usedto establish the absolute response of ACIS reference detectors.1. The gate structure model is oversimpli�ed. The slab and stop model ignores gateoverlaps and phase-to-phase variations in gate thickness. The resulting error variesin lowest order as the square of the optical depth of the gate structure, so in the limitthat the gates are optically thin, the error vanishes. Conversely, the magnitude ofthis error is largest just above the absorption edges of oxygen and silicon, and at verylow energies. This error can readily be quanti�ed via simulation.2. Absorption �ne-structure was ignored in determing model parameters. The undis-persed synchrotron radiation data were analyzed using standard Henke (1993) ab-sorption coe�cients; these omit edge structure which we have since measured (see



ACIS Calibration Report - January 15, 1999 208section 4.6.4.) While the spectral resolution of the detector tends to smooth the �nestructure, we have not yet established the magnitude of error introduced by neglectof �ne structure. The relatively large residuals from the best-�t model (see section4.6.1) near the absorption edges probably reect this error. We hope to repeat thereference detector �ts with the �ne-structure included in the near future.3. The redistribution function is oversimpli�ed. A phenomenological representation ofthe spectral redistribution function has been used in analysis of synchrotron radiationdata. The response to a monochromatic input is modelled as the sum of 2 Gaussiansplus a phenomenological low-energy tail. A better, physically-grounded model of theredistribution function is now available (see sections 4.3.2 and 4.14), but has not yetbeen used to analyze the PTB/BESSY data.A more subtle but related di�culty is that aside from the fact that in our currentmodel the channel stop is taken to be a dead volume, there is no allowance for variationof the redistribution function with position within a pixel. A more realistic pictureis that the spectral redistribution function for photons absorbed in the channel stopsis non-zero but di�ers markedly from that for the rest of the device. We are nowmodelling this e�ect.4. Channel stop parameter values have not been measured directly for the reference de-tectors. The most reliable measurements of channel stop dimensions are obtainedusing the mesh technique described in section 4.5, and from (destructive) scanningelectron micrographs. Neither of these techniques has been applied to determine thechannel stop parameters of the reference detectors themselves. It is hoped that meshmeasurements can be made on at least one of the reference detectors.5. Spatial variations in quantum e�ciency have not been physically modelled. While themethod used to infer depletion depth is simple and apparently reasonbly accurate, itis subject to a number of systematic errors, as has been discussed in section 4.6.2. Ofparticular note are variations in depletion depth with position in each detector. Thebranching ratio data show small (several microns out of 65-75 microns) variationsin depletion depth from quadrant to quadrant within a detector. Thus the use ofspatially averaged quantum e�ciency may lead to systematic errors at high energy.Indeed the quantum e�ciency maps (see section 4.7) show some modest ( � 2� 3)residual variation with detector position at 8 keV; little, if any, such variation isseen at lower energies in the FI devices. While we believe the best interpretationof these variations is that they reect spatial variation in the depletion depth, thisinterpretation is speculative.4.8.3.2.2 Magnitudes of Modelling Errors in the Absolute Calibration of Ref-erence Detectors We have identi�ed several lines of evidence that can supply quanti-tative bounds on systematic measurement errors, and on some kinds of modelling errors.



ACIS Calibration Report - January 15, 1999 209Taken together, these checks furnish some con�dence that, for front-illuminated devices,the absolute quantum e�ciency errors are no larger than 5% in the 0.4 - 4 keV band.1. Plausibility of best-�t model parameters. The best-�t values for synchrotron radiationux normalizations, relative to the expected value, for three reference detectors dis-cussed in section 4.6.1 are 1.000,0.994, and 0.956, respectively; these numbers eachhave 90% con�dence intervals of approximately �0:005. The simplest interpretationof these results is that any residual systematic errors in the broad-band quantume�ciency amount to less than 5%. Moreover, the inferred mean gate structure pa-rameters are in the range (within �50%) expected given the device fabrication pro-cess, suggesting that the slab and stop model is providing a reasonable, and thereforeprobably reliable, representation of the gate structure.2. Internal consistency of reference detector quantum e�ciencies. The quantum e�-ciency models derived for the reference detectors from synchrotron radiation datacan be compared to relative e�ciency measurements made at MIT CSR. The ratioof the two models agrees quite well with the relative quantum e�ciency data: for the�ve energies measured at MIT within the BESSY passband (0.525 to 4.5 keV), theresiduals (measured ratio minus modelled ratio) have a mean of -0.008 and a standarddeviation of 0.01. Thus the mean is consistent with 0 at the 2-sigma level, providedthe standard deviation is taken to be measure of the random errors in the residuals.The latter assumption is a good one, given that the errors in the relative quantume�ciency measurements are thought to have a standard deviation of 0.6%.This result suggests that, although it cannot be ruled out at present, it is unlikelythat broadband errors as large as 5% could remain in the absolute quantum e�ciencymodels of the reference detectors, at least in the BESSY passband.Of course our internal consistency check cannot rule out all systematic errors. Forexample, this check would not reveal a geometry error that a�ected every BESSYmeasurement identically (though the normalization results described above suggestsuch an error is highly unlikely.) It is noteworthy, however, that the synchrotronmeasurements in question were made on di�erent runs separated in time by about ayear, and with di�erent sets of electronics.3. Comparison to other absolutely calibrated detectors An extremely valuable check onACIS absolute e�ciency models will be provided by comparisons to absolutely cali-brated beam normalization detectors at XRCF. The most suitable detector for thispurpose, the solid-state detector (SSD), has been calibrated at the same PTB beam-line that was used to calibrate the ACIS reference detectors. As of this writing, theabsolute response of the SSD is not yet available, however, so this important checkremains to be done.



ACIS Calibration Report - January 15, 1999 210Nevertheless, since the SSD detector is thought to be fairly well understood at higherenergies, and since we have no other external check on our high-energy absolutecalibration, we have compared the ACIS ight detector model predictions to ACIS-to-SSD relative QE measurements made at XRCF. The XRCF phase-I results usedfor this purpose are detailed in table 4.36 in section 4.6.6. If we use the ACIS de-tector model quantum e�ciencies, together with these relative QE data, to infer thedetection e�ciency of SSD5 at 8.040 keV, we obtain ten estimates of the SSD5 ef-�ciency. The mean value of these estimates is 0.966, and the standard deviation ofthe estimates is 0.033. For the FI detectors alone (for which the QE model is basedon the branching ratio technique), the mean is 0.952, and the standard deviation is0.018. The a priori expected quantum e�ciency of the SSD5 at this energy is 0.997(according to R. Edgar). This comparison is thus consistent with the suppositionthat systematic errors in the absolute e�ciency of our models for the FI detectors areno more than 5%.We emphasize that a more precise characterization of ACIS systematic errors, espe-cially at energies above 4 keV, awaits absolute calibration of the XRCF BNDs to anaccuracy of order 5% or better. The calibration of SSD5 would be the most usefulfor this purpose.4.8.3.2.3 Sources of Modelling Error in the Calibration of Flight DetectorsRelative to Reference Detectors. Generally, the relative quantum e�ciency measure-ments are subject to fewer errors, of smaller magnitude than those a�icting the absolutemeasurements. Nevertheless, the model used to interpret the relative quantum e�ciencycontains a number of implicit assumptions which are not directly veri�ed by the calibrationmeasurements. Following is a list of some potential \modelling errors" that could a�ectthe accuracy of the relative quantum e�ciency model. Future work could, in principle,quantify some of these errors more precisely.1. Di�erences between spectral redistribution functions of ight and reference detectors.Our model of the relative quantum e�ciency measurements implies that di�erencesin e�ciency are due to di�erences in gate structure thickness or depletion depth.Thus we make no correction for di�erences in the branching ratios or tail amplitudesof the spectral redistribution function (though di�erences in the spectral resolutionare accounted for). For FI-to-FI device relative measurements, the e�ects of anysuch di�erences are minimized because i) we have chosen an event grade set which isknown to be substantially independent of energy in the 0.5 - 2.1 keV band, for anygiven CCD and ii) the sources used are quasi-monochromatic.On the other hand, quantum e�ciency measurements of back-illuminated ight de-vices relative to the (front-illuminated) reference detectors are much more sensitiveto errors from this source, since the redistribution function is so di�erent for the two



ACIS Calibration Report - January 15, 1999 211types of detector. Indeed, this di�erence, coupled with the spectral complexity of theX-ray sources used, is believed to cause signi�cant systematic errors in our currentanalysis of the relative quantum e�ciency data.At present we have no direct estimate of the size of errors introduced by di�erencesin spectral redistribution functions in FI-to-FI relative e�ciency measurements. Theconsistency of relative quantum e�ciency measurements made at MIT and XRCFimplies that such errors are not large, at least for the front-illuminated devices. Seebelow.Errors in BI-to-FI device e�ciency arising from this source are discussed in somedetail in section 4.7.3. Depending on the source spectrum, such errors can range insize from 5% to 25%.2. Spectral complexity in the source. The current interpretation of relative detectione�ciency measurements presumes that the source is monochromatic. In fact, noneof the sources used is monochromatic. As discussed above, the error introduced bycomplexities in the source spectrum is coupled to di�erences in the response functionsof the ight and reference detectors. This error is certainly more important for mea-surements of back-illuminated ight detectors relative to front-illuminated referencedetectors.One bound on the magnitude of such errors is provided by a comparison of relativequantum e�ciency measurements made at XRCF to those made at MIT CSR, sincethe \out of band" spectra of the sources at the two sites was generally quite di�erent.In general, the agreement for FI-to-FI detector comparisions is quite good (1.1% RMSbelow 8 keV), while BI-to-FI detector relative e�ciencies are not so reproducible.3. Di�erences in channel stop parameters in the the ight and reference detectors. Themost reliable measurements of channel stop dimensions are obtained using the meshtechnique described in section 4.5, and from (destructive) scanning electron micro-graphs. Neither of these techniques has been applied to determine the channel stopparameters of the ight or reference detectors themselves. Since di�erences in channelstop parameters are not included in the relative quantum e�ciency model, any suchdi�erences would be modelled incorrectly. In principle, measurement of channel-stopparameters on a number of siblings of the ight devices (via mesh experiments) couldbound the size of errors due to channel stop variations.



ACIS Calibration Report - January 15, 1999 2124.9 E�ects of Instrument Con�guration and Environ-ment on Detector Calibration4.9.1 E�ects of Parallel Register Clock Levels on Detection E�-ciencyThe clock voltages in the image section of a CCD determine the depletion depth of thedevice. The more positive both levels (low and high) are, the bigger is the depletion depthand, hence, the high energy quantum e�ciency. For this reason the standard levels werechosen to be as high as they can safely be, namely, +11 Volts being the high level and +2Volt the low level. An attempt to further increase the high level voltage above +12 Voltsresulted in an increased dark current due to avalanche multiplication of electrons in thechannel (so-called \spurious charge" e�ect). In order to reduce dark current in the framestore section the low clock level there is set to -4.5 Volts. This keeps the surface of siliconunder nonintegrating gates in inverted mode, thus suppressing surface generation centers.With the standard levels (+2,+11 Volts) in the image section the depletion depth of thedevices varies around a typical value of 70 microns.For each of the ight devices a measurement was also made with reduced clock levelsin the image section. The voltges were chosen to keep nonintegrating gates in inversionwith the clock levels at -4.5 and +5 Volts. During calibration the devices did not showany di�erence in the dark current for the two modes. But the reduced level mode mayprove useful when a device undergoes irradiation in space and the level of dark currentgoes up. The drawback of reducing image clock levels is a reduced depletion depth and,consequently, reduced quantum e�ciency at energies above 4 keV. The depletion depth ofeach ight device was measured in both modes, and results can be found in the Table 4.30of Section 4.6.2.In Fig. 4.96 is shown a calculated ratio of quantum e�ciencies for the device w193c2 intwo di�erent modes. The measured depletion depths for the two modes were found to be 65and 48 microns, respectively, for standard and reduced voltages. Based on these numbersquantum e�ciency was calculated for each mode.4.9.2 E�ects of Focal Plane and Detector Electronics Tempera-ture4.9.2.1 Detector Electronics TemperaturePrior to delivery to XRCF, the ACIS integrated ight instrument underwent testing atMIT Lincoln Laboratories. Some of these measurements involved operating ACIS with theDetector Electronics Assembly (DEA) at temperatures of -17 C� and 20 C�. These testswere used to map the gain dependence on the electronics temperature. A detailed descrip-tion and analysis of the gain calibrations are reported in ACIS Memo #143 (Pivovaro�,
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Figure 4.96: The ratio of quantum e�ciencies for the device w193c2 with the standardclock levels and the reduced clock levels.1997c). The main points are summarized below:{The DEA was stabilized at temperature Ti, (Ti = -17 C�, 20 C�){Each chip was independently illuminated with an Al K� source and an 55Fe source{The focal plane (FP) temperature during these measurements ranged between-116 and -119 C�{Gains were calculated by �tting a linear relationship to a gaussian centroid forthe Al K� and the Mn K� lineTable 4.65 lists the mean gain for each chip for DEA temperatures of 20 C� (hereafterLLTVhot) and -17 C� (hereafter LLTVcold). Table 4.65 also lists the average chip gainscalculated from the XRCF Flat Field (XRCFFF ), Phase I data. See Section 4.3.1 for thedetails of these measurements.It is clear from the data that the gains increase with increasing DEA temperature. Inorder to quantify this relationship, we have made a linear �t of the gains as a functionof temperature. Figure 4.97 shows the linear best-�t plotted against the measured gainvalues. The hash marks simply indicate the data point and are not representative of errors.The LLTVcold data for I0 and S0 are known to have a problem with drifting biases, so thesetwo data points are suspect7. With only three data points to �t, the incorrect LLTVcold7This problem is fully characterized in ACIS Memo #143. The jitter.dacs software patch implementedduring the XRCF Flat Field measurements eliminates this problem.



ACIS Calibration Report - January 15, 1999 214Mean Gain (eV/ADU)LLTVcold XRCFFF LLTVhotFP DEA=�17 C� DEA=13 C� DEA=20 C�Location FP=<�117.5> C� FP=�110 C� FP=<�117.5>I0 3.812 3.827 3.840I1 3.809 3.849 3.857I2 3.563 3.592 3.610I3 3.839 3.882 3.891S0 3.689 3.797 3.811S1(BI) 4.405 4.413 4.455S2 3.724 3.758 3.771S3(BI) 4.492 4.507 4.574S4 4.256 4.306 4.319S5 4.075 4.101 4.119Table 4.65: Mean gains for ACIS at di�erent operating temperaturesgains greatly inuence the �ts and skew the slope of the expected lines. Excluding I0 andS0, the data seem to follow the linear relationship quite reasonably. The small deviationsfrom linearity are expected, as only two data were used to de�ne the LLTV gains.4.9.2.2 Focal Plane TemperatureIn addition to being a�ected by the temperature of the readout electronics, the gain isalso dependent on the temperature of the focal plane (FP). Part of the the MIT CSR sub-assembly calibration e�orts included operating each ight chip at o�-nominal temperaturesto study the inuence of this e�ect on gain. Table 4.66 lists the mean gains and gainvariation dependence on chip temperature, as calculated at MIT CSR . Each chip wasoperated at �110 C�, �120 C� and �130 C� and illuminated with an 55Fe source. Gainswere determined by �tting a gaussian to the Mn K� line and assuming an identically linear(i.e. no o�set) relationship between the centroid and 5.895 keV. The di�erences betweenthe MIT CSR mean gains and the LLTV/XRCF mean gains (Table 4.65) result from notusing the ight electronics at MIT CSR.Before calculating the gain dependence on DEA temperature, we must account for thefact that the FP was operated at slightly di�erent temperatures during the LLTV andXRCF calibrations. Using the (dln(G)/dTchip) calculated from the MIT measurements,the expected increase in gains from operating the FP at <�117.5> C� instead of �110 C�is on order of 0.002 ADU/eV. This amount has no a�ect on the derivation of the gaindependence on DEA temperature. For comparison, .002 ADU/eV corresponds to roughly
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Figure 4.97: ACIS gain variation as a function of DEA temperature.twice the thickness of a line in in Figure 4.97. If we neglect the very small e�ect causedby di�erent FP operating temperatures, the DEA temperature dependent variations aredetermined by the linear �t term divided by the mean gain. These values are also listed inTable 4.664.9.3 Long Term Gain StabilityChecking the long term gain stability of the ACIS chips is an important step in the pre-launch calibration. During the course of sub-assembly calibration, the stability in chipgain was �rmly established and it is completely expected that ACIS CCD's will share thischaracteristic. While the earliest gain measurements of the ight instrument date backto March 1997 (LLTV), the �rst high accuracy (i.e. several characteristic K� lines used)determination occurred at the XRCF Flat Field (XRCF-FF) calibration in May 1997. Thenext opportunity to measure the gain came during the �rst thermal vacuum test at Ball(ISIM-TV1) in October 1997. During this test a signi�cant amount of data was acquiredfrom the External Calibration Source (ExtCalSrc), allowing an accurate gain determinationof all ACIS chips. Below, we compare the results of these two calibrations.Table 4.67 lists the mean gains (all four quadrants of a chip) measured at XRCF-FF



ACIS Calibration Report - January 15, 1999 216MIT CSR LLTV/XRCFMean Gain Gain Temp Gain Tempat chip=�120 C� Variation VariationFP (eV/ADU) (dln(G)/dTchip) (dln(G)/dTDEA)Location (HIREFS) x10�5 (C�1) x10�4 (C�1)I0 3.990 < 6 2.0I1 3.972 < 6 3.8I2 3.865 -10 3.7I3 4.250 < 6 4.1S0 4.059 54 10S1(BI) 5.134 < 6 2.7S2 4.042 < 6 3.7S3(BI) 5.109 < 6 4.4S4 4.375 -8 4.4S5 4.316 < 6 3.0mean 4.2Table 4.66: Gain dependence on chip temperature and DEA temperatureand ISIM-TV1. Taking the XRCF-FF values as a baseline, the I-Array chips (imagingCCD's and S2 and S3) have higher gains at ISIM-TV1, while the outer S-Array chips(S0,S1,S4,S5) have approximately the same gains. The gain is known to be dependent onDEA temperature and focal plane temperature. As the e�ect of the focal plane temperatureon the gain is an order of magnitude smaller than that of the electronics temperature, wewill focus on the later as a possible explanation of the di�erence in gains between the twomeasurements. The mean temperature dependence relationship is: d(ln Gain)/dT=4�10�4(see Section 4.9.2 for details). The thermal conditions for both calibrations were nominallythe same: focal plane temperature of -110� C, and DEA -Z plane temperature of +13� C.Allowing for a drift in the DEA temperature of � 1� C , we would expect a gain variationon order � 0.002, much higher than that observed for the I-array chips. Figure 4.98 plotsd(ln Gain) for each quadrant of all ten chips.Systematic variations, order of a few degrees, are expected in the DEA temperature; thedashed lines indicate the values of d(ln Gain) expected for �T=�5� C. The outer S-Arraychips are mostly distributed between this range, indicating that the gains measured withthe ExtCalSrc for these chips are stable, within systematic uncertainties. Another dashedline indicates the value of d(ln Gain) for �T=25� C; the I-Array chips measured with theExtCalSrc are tightly grouped abou this line. At this time, the source of the gain shift isnot known. However, given the uncertainties in the operating conditions and the thermal



ACIS Calibration Report - January 15, 1999 217Chip XRCF-FF ISIM-TV1 Chip XRCF-FF ISIM-TV1i0 3.827 3.857 s1 4.413 4.398i1 3.849 3.892 s2 3.757 3.795i2 3.592 3.632 s3 4.507 4.560i3 3.882 3.911 s4 4.306 4.308s0 3.797 3.791 s5 4.101 4.095Table 4.67: Mean Chip Gain determined at XRCF-FF and ISIM-TV1environment during the ISIM-TV tests, there exists the distinct possibility that a strongthermal gradient existed inside the DEA unit. This condition can explain the apparantlyparadoxical behavior that some of the gains indicate that the DEA -Z plane was in fact�13� C, while the other chips indicate that the the electronics were �25� C hotter. Thisscenario requires that the boards used to read the I-Array chips were in the hottest part ofthe gradient and furthest from the DEA -Z plane temperature sensor. Further evidence forthis hypothesis comes from Internal Calibration Monitor (ICM) data. The ICM can alsobe used to determine gains, but only for four quadrants. The ICM data was also taken aspart of the XRCF-FF tests, as well as during the second ISIM thermal vacuum test, ISIM-TV28. The XRCF-ICM gains (blue symbols in the plot) are also distributed near the �5� Clines, establishing that the ICM source can provide an accurate gain measurement. DuringISIM-TV2, however, the ICM gains (orange symbols in the plot) are also grouped aboutthe 25� C line. The fact that the two ISIM thermal vacuum tests were separated by morethan two months indicates that whatever condition caused the shift in the ExtCalSrc gainswas also present during the subsequent testing. If the mechanism was in fact a thermalgradient, it must have have been stable.4.9.4 Temperature Dependence on Dark Current4.9.4.1 IntroductionWe report on the ACIS dark current measurements made at Ball in October, 1997 as partof the Integrated Science Instrument Module thermal vacuum tests (ISIM-TV1). Below,we describe the procedure used in calculating the dark current and the dark current valuesfor all ten CCDs at temperatures of -40�, -60� and -90� Celsius. We also discuss themeasurements made at -90� C used to check the instrument after a thermal cold soak.8ICM data also exists from the AXAF thermal vacuum tests. While the gains are linear and valid, thethermal conditions during data acquisition are relatively unknown, preventing the inclusion of these pointsin the current analysis.



ACIS Calibration Report - January 15, 1999 2184.9.4.2 ProcedureMeasurement of dark current requires bias data to be taken using at least two di�er-ent integration times. During the ISIM TV tests, integration times of 3.3 (short) and9.9 (long) seconds were used. For each chip eleven frames of data were acquired withthe high speed tap (HST) at both the short and long integration times. An averagebias frame is created from each set of eleven frames using the meanbiasclip2 algorithm(/usr/acis/bin/meanbiasclip2). Each of these average bias frames is overclock (OC) cor-rected before the short average frame is subtracted from the long average frame on a pixel

Figure 4.98: The di�erence in gain measured at XRCF-FF and ISIM-TV1. The �gure plotsd(ln Gain)=�Gain/Gain, where the gain from XRCF-FF is taken as a base line. The redpoints compare the gains calculated from the ExtCalSrc data at ISIM-TV1, the blue pointscompare the gains calculated from the ICM source at XRCF-FF, and the orange pointscompare the gains calculated from the ICM source at ISIM-TV2. The dashed lines andlabels indicate the change in DEA temperature required to shift the gain by that amount.The ICM source only allows gain measurements for S2 Quad D and S3 Quads A-C.



ACIS Calibration Report - January 15, 1999 219to pixel basis. Speci�cally, the distribution of di�erences D is given byD = 4Xquad=1 256Xcol=1 1024Xrow=1(Pixel(col; row)9:9 sec � OC(quad)9:9 sec)�(Pixel(col; row)3:3 sec � OC(quad)3:3 sec):A gaussian function is �t to the distribution D, and the dark current is taken as the centerof the gaussian divided by the di�erence in integration times (6.6 seconds). This procedurewas repeated for each chip. Data for chips I0, I1, I2, and I3 were taken with ACIS operatingin the I-array con�guration. Data for chips S0, S1, S2, S3, S4 and S5 were taken with ACISoperating in the S-array con�guration.4.9.4.3 Data and AnalysisBelow, we present the the histograms of the distribution D for each of the ten chips. Thesmooth, solid line is the gaussian �t to D. Each plot also contains the the dark current(ADU/sec) and width9 (ADU).T = -40� C: Figure 4.99 contains the data for the T = -40� C data. The two backsideilluminated (BI) chips (S1 and S3) have a considerable number of hot pixels, as evident bythe large, extended tail. The frontside illuminated (FI) chips also have a small number ofhot pixels. At this relatively warm temperature, such behavior is expected in both the BIand FI chips.T = -60� C: Figure 4.100 contains the data for the T = -60� C data. With a drop of20� C, the dark current in the FI chips is reduced about a factor of 20. The FI chips alsohave fewer hot pixels at this colder temperature. The dark current in the BI chips is alsodramatically reduced. S3 continues to have many hot pixels, and while S1 still exhibits atail, quadrant by quadrant analysis reveals that most of the tail is attributable to quadrantD (the distribution D does not exceed 50 ADU for quadrants A,B, & C).T = -90� C: Figure 4.101 contains the data for the T = -90� C data. At this temperature,the dark current is e�ectively zero. The di�erence distributions D are very gaussian,but often have negative centers. These unphysical dark currents arise due to systematicuncertainties, on order of 1 ADU, in calculating the bias. For the relatively short exposuretimes used and the systematic uncertainties, we cannot precisely measure the a priori lowdark current (< 0.1 ADU/sec) expected at a temperature of -90� C. With the exception ofthe hot pixel tail exhibited by S1 and the slightly large width of both S1 and S3, the BI chips9Here, the width equals �, where the gaussian is of the form: e�(x�x0)=2�2 .
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Figure 4.99: ACIS dark current data at T = -40� C.are virtually indistinguishable from the FI chips. The secondary feature centered around 9ADU in I0 is due to an instrumental artifact seen in the long (9.9 second) integration data.Examination of the average long frame reveals that the top portion (roughly the �rst 100rows) of the bias map is much higher than the rest of the frame. The average short (3.3second) frame is uniform across the chip. When it is subtracted from the average long frame,the bimodal distribution results. It is suspected that this behavior is due to insu�cientsettling time between switching ACIS from operation in the the S-array con�guration tooperation in the I-array con�guration.4.9.4.4 Post Cold Soak CharacterizationsOne of the procedures performed during the ISIM TV test was to cool the focal plane toT = -129� C. Afterwards, it was important to verify that the cold soak had not damagedACIS. B. Goeke observed that one way to check for damage to the CCD{to{paddle bondis to measure the dark current. If there is damage, the CCD temperature will rise to thehousing temperature (T = -60� C) even if the focal plane is at T = -90� C. Figure 4.102
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Figure 4.100: ACIS dark current data at T = -60� C.contains the data taken after the cold soak. The dark current values are entirely consistentwith a CCD temperature of T = -90� C, indicating that no damage occured to the bondbetween the CCDs and the paddle.4.9.4.5 Summary of MeasurementsFor future reference, we present the dark current data taken at the ISIM TV test in Ta-ble 4.68. Included is the dark current (ADU/sec) and the width (ADU) for each chip.4.9.5 E�ects of CCD Clocking Modes on Detector PeformanceCalibration analyses are based upon data from a timed exposure mode of ccd operation.While this may become the preferred mode of operation it is extremely likely that otheroperating modes will be used, perhaps even extensively so. Also, most of the analyses,especially of spectral properties such as gain and line shape, are based upon averages ofnear uniform "at �eld" exposures. This type of illumination is not be typical of manysources with the expected telescope point spread function. Illumination and operationmode are closely coupled, the former often dictating the later. Users should consider how
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Figure 4.101: ACIS dark current data at T = -90� C.operation mode will a�ect application of the calibration results. For this reason a samplingof representative operating modes was tested and the small di�erences in performance arenow described.Serial 2 pixel summation reduces the gain by approximately 5 percent owing to thenecessary shorter integration pulse widths. Because of the peculiar shape of the integratedwaveform the relationship between gain and pulse width cannot be predicted. For example,an adjustable gain feature cannot be reliably invoked via the pulse width - halving the pulsewidth does not halve the gain (it reduces the gain.) Serial summation also modi�es theconventional meaning of event grades by promoting some lower grade events (3 pixel andserial split) into higher grades (single split and single pixel.) The pileup correction will alsorequire modi�cation.Parallel summation of course alters the conventional meaning of event grades, especiallyof the parallel split events.Continuous clocking does not seem to require any special consideration.The window readout shows a peculiar result worthy of mention. This is a mode wherein
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Figure 4.102: Post cold soak ACIS dark current data at T = -90� C.a fraction of available rows in a timed exposure are actually clocked through and should notbe confused with software window sampling wherein all available rows are clocked throughbut a software mask excludes events not within a virtual window of rows. For testingpurposes a window of 100 rows is used with the result that independent of where the 100rows occur upon the ccd or what monochromatic x-ray energy is used the measured linewidths are always narrower than for the full 1024 row readout. Typically the di�erencesis no more than 5 percent. The cause of this change in line width remains a mystery.A leading candidate is the "Elvis-e�ect", a multilevel disturbance in the bias level whichoccurs and endures for times comparable to the 100 row readout time. The cause of theElvis-e�ect is unknown and it is unclear if it occurs with the ight con�gured instrument.This is one of a class of bias distortions which would not a�ect spectra from spatiallylocalised events, but would impact spectra from at �eld type illuminations.The e�ects of various operating modes are small and occur through the electronics orthe meaning of event grades, gain, noise, etc. The description of the ccd model is nota�ected by choice of operating mode.



ACIS Calibration Report - January 15, 1999 224T=-40� C T=-60� C T=-90� CChip pre cold soak post cold soakI0 22.9 10.4 1.13 1.63 -0.05 1.03 -0.14 1.13I1 24.1 10.1 1.37 1.72 -0.01 1.06 -0.07 1.10I2 24.7 10.2 1.41 1.76 0.01 0.96 -0.02 1.09I3 22.9 8.9 1.04 1.61 -0.06 1.01 -0.12 1.20S0 23.6 10.0 0.99 1.68 -0.04 1.08 0.02 1.29S2 18.1 8.3 1.04 1.50 -0.06 0.95 -0.02 1.29S4 18.1 7.9 1.06 1.66 0.01 1.29 0.08 1.40S5 22.5 13.4 1.14 1.76 -0.10 1.17 -0.04 1.21S1 65.0 68.3 2.79 4.04 -0.03 1.25 -0.06 1.43S3 55.6 54.0 1.76 3.25 0.06 1.35 -0.08 1.20Table 4.68: Dark Current Measured at ISIM TV tests during October, 1997. In eachcolumn, the number to the left if the dark current (ADU/sec), the number to the right isthe width (ADU) of the gaussian �t.4.10 Instrumental BackgroundIn this section, we present an analysis of measurements performed during the at-�eld testsat XRCF to determine the instrumental background rates and rejection e�ciencies of theACIS ight CCDs. The mean rates and spectral shapes of the instrumental backgroundin the ACIS detectors are presented in Section 4.10.1. Results showing the dependenceof background rejection e�ciency on event grade selection are reported in Section 4.10.2.The measured background rates from the XRCF data are then used to estimate on-orbitbackground rates in Section 4.10.3.4.10.1 Background Rate Measurements at XRCFInstrumental background measurements at XRCF were performed between at-�eld tests,while the energy of the X-ray source was being changed. The data were acquired with theACIS door in the open position. During each background measurement, the small gate valvewhere the X-ray beam line enters the thermal vacuum chamber was closed. Occasionally,however, the gate valve was opened by the TRW test director to facilitate tuning of theX-ray source in preparation for the next at-�eld test. The background measurements wereacquired in 11 science runs performed during the period 1997 May 10{18. For each run,ACIS was operated in either imaging or spectroscopy array mode, with all six detectors inthe appropriate array read out. The ACIS telemetry event lists used in this analysis areidenti�ed by Science Run Number and TRW ID in Table 4.69.



ACIS Calibration Report - January 15, 1999 225Science Run TRW ID ACIS Array76 I-BND-BU-2.027 Imaging85 I-BND-BU-2.025 Spectroscopy90 I-BND-BU-2.003 Imaging99 I-BND-BU-2.029 Spectroscopy105 I-BND-BU-2.013 Imaging109 I-BND-BU-2.015 Spectroscopy113 I-IAI-BG-3.001 Imaging127 I-IAS-BG-3.002 Spectroscopy150 I-IAS-BG-3.902 Spectroscopy152 I-IAI-BG-3.901 Imaging155 I-IAI-BG-3.901A ImagingTable 4.69: XRCF Phase I Science Runs Used for the Instrumental Background AnalysisFrames were processed for events by the ACIS electronics using the standard eventthresholds for front-illuminated (38 ADU) and back-illuminated (20 ADU) ACIS detectors,along with the standard split threshold of 13 ADU. The exposure time per frame was 3.34 s.Light curves were then plotted showing the number of counts per frame vs. frame number.Periods of time when the gate valve was open were easily identi�ed by the abrupt increasein the number of counts per frame. The range of frame numbers contaminated by X-rayswere noted and all events in these frames were removed from the event lists. The events ineach list were then sorted into spectra by detector quadrant and event grade.For each detector, we combined the spectra from all the science runs to increase thesignal-to-noise. The total exposure time thus obtained was � 63:9 ks for each imagingarray detector, and � 49:2 ks for each spectroscopy array detector. Detectors S2 and S3are in both arrays and so had total exposures of � 113:1 ks each. To further improvethe statistics, we combined the spectra from all eight front-illuminated (FI) ight CCDs.Unfortunately, we could not do the same for the back-illuminated detectors. The ACISfocal plane operating temperature at XRCF was �110 �C; this is 10 �C warmer than thedesigned operating temperature. Consequently, the background data taken at XRCF withdetector S1 were contaminated by an increase in the number of hot pixels and could notbe used in the instrumental background analysis.Rejection of particle-induced events in the ACIS detectors is accomplished using eventamplitude and event grade selection criteria (i.e., the sum and distribution of charge in3� 3-pixel events). The passband of the ACIS detectors folded with the HRMA is � 0:1{10 keV, so we rejected all events with total pulse-height amplitudes greater than 10 keV.This eliminated 19.5% of the 781,015 events accumulated in the FI detectors and 80.0%of the 26,636 events accumulated in detector S3. We then applied the standard ASCAG02346 event grade selection criteria to the data to reject all events with pixel geometries



ACIS Calibration Report - January 15, 1999 226that were inconsistent with the physical interaction of X-rays in the ACIS detectors (i.e.,ASCA G157 events). The results are presented in Figures 4.103 & 4.104.The upper panel of Figure 4.103 shows the spectrum from 0.1{10 keV of the back-ground events that were rejected by the ASCA G02346 selection criteria in the FI detec-tors. The rejected background rises abruptly from zero at low energies to a peak of about0:32 ct cm�2 s�1 keV at around 0.65 keV, then decays towards higher energies as a powerlaw with index around �2:2, and �nally levels o� above 6 keV into a long, at tail withamplitude � 1{2 � 10�3 ct cm�2 s�1 keV�1. Spectrally-integrated background rates arelisted in Table 4.71.The lower panel of the �gure shows the spectrum of the background events in the FIdetectors that were not rejected by the event grading scheme. These unrejected backgroundevents masquerade as true X-ray events. The spectrum of the unrejected backgroundappears essentially at from 0.1{10 keV, with the exception of two emission lines. TheMn K� line at 5.894 keV is due to scattered X-rays from the internal contamination monitor(ICM), while the Au L� line at 9.671 keV is caused by particle-induced uorescence in thedetector framestore covers.The spectrum of the rejected background events in detector S3 is shown in the upperpanel of Figure 4.104. The spectrum su�ers from low counting statistics, but a small peakcan be seen around 0.4 keV; the spectrum then drops between 1 keV and 4 keV, beforerising with energy in a broad hump that peaks around 13 keV.The lower panel shows that the unrejected background in S3 is also relatively at, withthe exception of the Au L� line and a apparent excess in the number of counts below 2 keV.Note there is no sign of an Mn K� line in the spectrum.To study the spatial distribution of the Mn K� line in the focal plane, we have measuredthe ux of the line in each quadrant. The Mn K� line uxes in each detector are listedin Table 4.70, along with the uxes of the Au L� line and the unrejected continuumbackground. The last column contains the mean and RMS deviation of the count rates inthe quadrants. The Mn K� rate varies systematically with position on the focal plane. Allof the scattered Mn K� ux is observed in detectors I0 and I1, and the quadrants of I2and I3 immediately adjacent to I0 and I1, respectively. The collimator and ba�ing of theinternal contamination monitor was intended to require at least two reections for a photonto travel from the source itself to the focal plane. The di�use reectance of the gold-coatedsurfaces near the detectors is� 2 � 10�5 sr�1 at 6 keV. The (unba�ed) brightness of theICM source itself was about 3 � 103 ph sr�1 during the June 1997 XRCF measurements.Had the ICM ba�ing requirement been met, the observed ux at the focal plane (some 14cm from the source) should have been less than 10�8 ph cm�2 s�1. The observed rate onI0 and I1 suggests that a subtantial fraction of the source ux is arriving at the detectorsafter a single reection. The reason for this is not understood. For reference, a diagramshowing the ICM, the focal plane, and the intended ICM beam patterns is presented inFigure 4.105.
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Figure 4.103: Background spectra measured at XRCF in the ACIS front-illuminatedight devices. The spectra have been summed over the four quadrants of all eight front-illuminated ight devices. The upper and lower panels show the spectra of the rejected(ASCA grades 157) and the unrejected (ASCA grades 02346) background events, respec-tively, in the passband 0.1{10 keV. The lower panel shows Mn K� line emission due toscattered X-rays from the internal contamination monitor. The Au L� line is caused byparticle-induced uorescence in the framestore covers.
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Figure 4.104: Background spectra measured at XRCF in the ACIS back-illuminated ightdevice S3. The spectra have been summed over all four quadrants. The upper and lowerpanels show the rejected (ASCA grades 157) and the unrejected (ASCA grades 02346)background spectra, respectively, in the passband 0.1{10 keV.



ACIS Calibration Report - January 15, 1999 229Flight Source Quad A Quad B Quad C Quad D Mean (RMS)Device (� 10�4 ct cm�2 s�1)I0 Mn K� 2:59� 0:56 2:07 � 0:51 2:07 � 0:51 3:52 � 0:63 2:56 � 0:68Au L� 0:93� 0:40 1:76 � 0:49 1:14 � 0:42 1:24 � 0:43 1:27 � 0:35Cont: 13:15 � 1:48 11:50 � 1:44 12:74 � 1:44 10:87 � 1:48 12:06 � 1:06I1 Mn K� 4:04� 0:68 3:21 � 0:62 4:04 � 0:68 3:62 � 0:65 3:73 � 0:40Au L� 1:14� 0:42 0:93 � 0:40 0:93 � 0:39 1:04 � 0:40 1:01 � 0:10Cont: 11:60 � 1:54 14:19 � 1:57 12:74 � 1:56 12:63 � 1:54 12:79 � 1:06I2 Mn K� 3:31� 0:61 0:83 � 0:36 0:00 � 0:21 0:00 � 0:21 1:04 � 1:57Au L� 1:04� 0:39 1:86 � 0:51 1:86 � 0:50 1:14 � 0:43 1:48 � 0:45Cont: 10:25 � 1:43 13:25 � 1:43 12:73 � 1:34 13:36 � 1:32 12:40 � 1:46I3 Mn K� 0:00� 0:15 0:10 � 0:21 1:35 � 0:43 3:73 � 0:66 1:29 � 1:73Au L� 0:73� 0:36 1:45 � 0:44 1:24 � 0:43 0:41 � 0:33 0:96 � 0:47Cont: 11:70 � 1:20 9:43 � 1:17 11:19 � 1:34 13:15 � 1:53 11:37 � 1:54S0 Mn K� 0:00� 0:24 0:00 � 0:19 0:00 � 0:20 0:00 � 0:14 0:00 � 0:00Au L� 0:81� 0:43 1:88 � 0:56 1:88 � 0:57 2:02 � 0:59 1:65 � 0:56Cont: 13:72 � 1:48 9:55 � 1:37 11:70 � 1:48 11:97 � 1:50 11:73 � 1:71S2 Mn K� 0:00� 0:16 0:06 � 0:17 0:23 � 0:20 0:23 � 0:20 0:13 � 0:12Au L� 0:64� 0:27 1:46 � 0:34 0:99 � 0:31 1:23 � 0:33 1:08 � 0:35Cont: 13:92 � 0:98 12:64 � 0:99 12:87 � 0:98 12:81 � 0:99 13:06 � 0:58S4 Mn K� 0:00� 0:14 0:27 � 0:30 0:00 � 0:24 0:00 � 0:27 0:07 � 0:13Au L� 1:35� 0:51 1:21 � 0:49 1:48 � 0:54 1:08 � 0:51 1:28 � 0:17Cont: 11:98 � 1:44 12:92 � 1:51 16:55 � 1:67 17:09 � 1:67 14:63 � 2:56S5 Mn K� 0:40� 0:33 0:54 � 0:36 0:13 � 0:27 0:00 � 0:24 0:27 � 0:25Au L� 1:61� 0:52 1:21 � 0:49 1:08 � 0:47 1:21 � 0:49 1:28 � 0:23Cont: 10:36 � 1:43 11:97 � 1:49 11:03 � 1:39 12:51 � 1:46 11:47 � 0:96S1� Mn K� � � � � � � � � � � � � � � �Au L� � � � � � � � � � � � � � � �Cont: � � � � � � � � � � � � � � �S3 Mn K� 0:23� 0:24 0:06 � 0:23 0:00 � 0:21 0:00 � 0:20 0:07 � 0:11Au L� 0:53� 0:30 1:58 � 0:40 0:82 � 0:35 0:94 � 0:34 0:97 � 0:44Cont: 22:47 � 1:23 24:93 � 1:33 26:80 � 1:33 22:41 � 1:23 24:15 � 2:12� Background data taken at XRCF for detector S1 were contaminated by an increasein the number of hot pixels as a result of operating the focal plane at �110� C.Table 4.70: Instrumental Background Fluxes Measured at XRCF in the Passband 0.1{10 keVThe total Mn K� ux in I0 and I1 is about 3:2� 10�4 ct cm�2 s�1, while the estimatedcontinuum ux under the peak (unrejected) is about 4:1 � 10�5 ct cm�2 s�1. Thus, thescattered Mn K� photons increased the instrumental background in the 5:9 � 0:06 keV
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Figure 4.105: Cross-section through the ACIS detector housing showing the internal con-tamination monitor (ICM) X-ray source, its intended illumination pattern, and the ACISfocal plane. In the drawing the Observatory X-axis is up and the Z axis points to the right.Scattered X-ray ux from the ICM is detected on chips I0 and I1, as well as on high-Zquadrants of chips I2 and I3. The scattering path is unknown. The two dimensions shownare in inches.spectral band by a factor of � 8:6 at XRCF. Assuming AXAF is launched in January orFebruary of 1999, about 20 months will have elapsed since the XRCF measurements weremade. Given the 2.7 year half-life of the Fe 55 source in the ICM, the predicted on-orbitrate for the Mn K� line drop by a factor of about 2=3. Moreover, since the expectedamplitude of the on-orbit continuum exceeds that observed at XRCF by about a factor ofabout 50 (see Section 4.10.3 below), the scattered ICM is expected to increase the on-orbitbackground by about 10% in the 5:9� 0:06 keV band.Returning to Table 4.70, we see that the Au L� uxes and the continuum uxes areroughly uniform across the focal plane, although a constant model is formally rejected ineach case. The mean Au L� line ux was (1:25 � 0:069) � 10�4 ct cm�2 s�1 in the FI



ACIS Calibration Report - January 15, 1999 231detectors, and (0:97 � 0:22) � 10�4 ct cm�2 s�1 in S3. This ratio is consistent, withinthe rather large errors, with the expected relative quantum e�ciency of the front- andback-illuminated detectors at 9.7 keV (see section 4.8.) Because the e�ective area of theACIS/HRMA is so low at the energy of the Au L� line, researchers observing faint di�usesources can easily remove this extra source of background by applying a high-energy cuto�.The mean background continuum uxes for ASCA grade G02346 and G157 events arelisted in Table 4.71. The errors quoted in the table are the standard deviations of the means.These measurements indicate that the total particle-induced count rate in a frontside deviceis about 26 times higher than the rate in a backside device, but the rejection e�ciency of thefrontside device is about 52 times better, so the net result is that the unrejected backgroundrate in a backside device is about twice that of a frontside device.Flight Unrejected Events Rejected Events RejectionDevice (G02346) (G157) E�ciency(ct cm�2 s�1 keV�1) (ct cm�2 s�1 keV�1) (%)FI 1:24� 0:29 � 10�4 2:02 � 0:05 � 10�2 99.4S3 2:42� 0:11 � 10�4 5:26 � 0:23 � 10�4 68.5Table 4.71: Mean Background Continuum Fluxes Measured at XRCF in the Passband0.1{10 keV
4.10.2 Dependence of Background Rejection E�ciency on EventGrade SelectionAn important consideration in choosing ACIS event selection criteria is the e�ciency ofbackground rejection. To illustrate this point, we present in Tables 4.72, 4.73 and 4.74, thefraction of background events in various grades. For conciseness, we list only the standardASCA grades, and ACIS grade 255. A similar analysis should be performed (presumablyby the AXAF Science Center) for all 255 ACIS grades before a �nal decision is made onthe de�nition of standard ACIS grades. Of course, the raw XRCF background event listswe have compiled are available to ASC for this purpose.A cursory analysis of these tables shows, for example, that in device I3 91.21% ofbackground events were ACIS bit map grade 255 events (i.e. all eight neighboring pixelswere above the split threshold). However, only 4.14% of the background events in S3 wereACIS grade 255 events. Thus, a large majority of the background events in a frontsidedevice could be rejected simply by �ltering ACIS grade 255 events, but only a very smallpercentage of the background events in a backside device would be rejected. If one wereto reject only ACIS grade 255 events, the total on-orbit background rate for six devicesshould be � 40 ct s�1, which is about 22% of the telemetry bandwidth.



ACIS Calibration Report - January 15, 1999 232Flight Eventy Fraction of Events per Event GradeDevice Grades Quad A Quad B Quad C Quad D Mean(%)I0 0 0.387 0.395 0.289 0.325 0.3491 0.000 0.000 0.000 0.000 0.0002 0.139 0.146 0.133 0.121 0.1343 0.050 0.052 0.066 0.047 0.0544 0.064 0.057 0.076 0.063 0.0655 0.144 0.130 0.152 0.173 0.1506 0.159 0.120 0.166 0.236 0.1707 99.059 99.101 99.118 99.036 99.078157 99.202 99.231 99.270 99.209 99.228B255 93.677 88.740 89.959 91.731 91.027I1 0 0.354 0.423 0.355 0.354 0.3711 0.000 0.000 0.005 0.000 0.0012 0.204 0.146 0.143 0.106 0.1503 0.094 0.146 0.069 0.087 0.0994 0.077 0.065 0.103 0.087 0.0835 0.160 0.173 0.197 0.143 0.1686 0.166 0.179 0.172 0.133 0.1637 98.945 98.868 98.956 99.090 98.965157 99.105 99.041 99.158 99.232 99.134B255 91.637 89.269 90.800 91.361 90.767I2 0 0.343 0.280 0.273 0.230 0.2821 0.000 0.004 0.000 0.004 0.0022 0.124 0.068 0.104 0.121 0.1043 0.057 0.055 0.056 0.042 0.0534 0.033 0.093 0.048 0.079 0.0635 0.129 0.140 0.164 0.155 0.1476 0.114 0.157 0.130 0.113 0.1297 99.199 99.202 99.226 99.256 99.221157 99.327 99.346 99.390 99.415 99.370B255 94.400 90.730 90.750 93.887 92.441I3 0 0.247 0.197 0.346 0.327 0.2791 0.009 0.000 0.000 0.000 0.0022 0.085 0.081 0.059 0.163 0.0973 0.052 0.031 0.054 0.058 0.0494 0.019 0.063 0.069 0.062 0.0535 0.190 0.175 0.139 0.125 0.1576 0.166 0.103 0.129 0.192 0.1487 99.231 99.350 99.204 99.072 99.214157 99.430 99.524 99.342 99.197 99.373B255 90.273 90.925 90.304 91.679 90.795y All event grades except B255 are ASCA grades. Here B255 standsfor ACIS bit grade code 255 (i.e., all pixels above threshold).Table 4.72: Fraction of Background Events per Event Grade Measured at XRCF in thePassband 0.1{10 keV for Detectors I0, I1, I2, and I3



ACIS Calibration Report - January 15, 1999 233Flight Eventy Fraction of Events per Event GradeDevice Grades Quad A Quad B Quad C Quad D Mean(%)S0 0 0.195 0.230 0.307 0.263 0.2491 0.000 0.000 0.000 0.006 0.0012 0.141 0.075 0.080 0.140 0.1093 0.060 0.027 0.043 0.053 0.0454 0.054 0.016 0.068 0.047 0.0465 0.124 0.166 0.141 0.169 0.1506 0.135 0.107 0.123 0.105 0.1187 99.291 99.379 99.239 99.218 99.282157 99.416 99.545 99.380 99.393 99.434B255 93.414 90.934 90.052 94.130 92.133S2 0 0.393 0.298 0.338 0.354 0.3461 0.000 0.000 0.000 0.000 0.0002 0.179 0.158 0.143 0.156 0.1593 0.089 0.084 0.065 0.049 0.0724 0.066 0.056 0.068 0.052 0.0615 0.241 0.152 0.182 0.192 0.1926 0.241 0.155 0.169 0.182 0.1877 98.790 99.096 99.034 99.015 98.984157 99.031 99.248 99.216 99.207 99.176B255 90.966 88.295 88.005 90.258 89.381S4 0 0.345 0.323 0.411 0.393 0.3681 0.000 0.000 0.007 0.008 0.0042 0.161 0.232 0.166 0.283 0.2103 0.112 0.074 0.151 0.039 0.0944 0.032 0.066 0.094 0.063 0.0645 0.209 0.182 0.216 0.157 0.1916 0.145 0.190 0.144 0.283 0.1907 98.996 98.933 98.810 98.774 98.878157 99.205 99.115 99.034 98.939 99.073B255 92.890 89.010 85.648 89.456 89.251S5 0 0.222 0.356 0.233 0.415 0.3071 0.000 0.000 0.000 0.009 0.0022 0.189 0.144 0.141 0.189 0.1663 0.072 0.045 0.064 0.028 0.0524 0.026 0.083 0.064 0.113 0.0725 0.157 0.235 0.162 0.283 0.2096 0.091 0.144 0.141 0.217 0.1487 99.243 98.991 99.196 98.745 99.044157 99.400 99.227 99.358 99.038 99.255B255 92.820 88.693 87.609 92.604 90.432y All event grades except B255 are ASCA grades. Here B255 standsfor ACIS bit grade code 255 (i.e., all pixels above threshold).Table 4.73: Fraction of Background Events per Event Grade Measured at XRCF in thePassband 0.1{10 keV for Detectors S0, S2, S4, and S5



ACIS Calibration Report - January 15, 1999 234Flight Eventy Fraction of Events per Event GradeDevice Grades Quad A Quad B Quad C Quad D Mean(%)S1� � � � � � � � � � � � � � � � � � �S3 0 5.667 5.579 5.148 5.678 5.5181 0.000 0.070 0.071 0.000 0.0352 8.000 9.275 9.944 8.754 8.9933 2.917 3.138 2.186 2.839 2.7704 2.250 2.650 2.680 2.050 2.4085 5.250 4.393 4.443 5.836 4.9816 14.250 11.018 13.329 12.145 12.6857 61.667 63.877 62.200 62.697 62.610157 66.917 68.340 66.714 68.533 67.626B255 4.333 3.835 4.020 4.180 4.092y All event grades except B255 are ASCA grades. Here B255 standsfor ACIS bit grade code 255 (i.e., all pixels above threshold).� See note for detector S1 in Table 4.70.Table 4.74: Fraction of Background Events per Event Grade Measured at XRCF in thePassband 0.1{10 keV for Detectors S1 and S3
4.10.3 Predicted On-orbit Background RatesTo obtain predicted on-orbit instrumental background rates from the rates measured atXRCF, we scaled the XRCF count rates by the ratio of the on-orbit cosmic-ray ux tothe cosmic-ray ux at the Earth's surface. As a �rst step, we analyzed simultaneous high-speed tap and telemetry data from sequence 1 of science runs 113 and 127 for detectorsI3 (FI) and S3 (BI), respectively. To determine the cosmic-ray (CR) ux incident oneach detector we plotted the ACIS events frame-by-frame, examined the distribution ofevents by eye, and decided how many cosmic rays were responsible for creating the events.Using this method the observed cosmic-ray ux, averaged over the upper hemisphere, was(4:08� 0:10)� 10�3 CR cm�2 s�1 sr�1 in both I3 and S3.According to Reinhold M�uller-Mellin, principal investigator of the EPHIN instrumenton AXAF, the cosmic-ray ux at the Earth's surface is fairly constant over a timescale of aday, with day-to-day variations of less than 1%. Interplanetary transients from solar events(called Forbush decreases) can cause decreases in the ux by 3{10%, while increases of afew percent are sometimes seen due to rare ground-level events. Long-term variations overthe 11 year solar cycle result in variations of 15{20%. Thus, we can obtain a reasonablygood check on our estimate of the cosmic-ray ux at XRCF by comparing it to the cosmic-ray ux measured by the EPHIN instrument during the AXAF thermal vacuum tests atTRW in 1998 June. M�uller-Mellin analyzed 2 hours of EPHIN data on 1998 June 7 and



ACIS Calibration Report - January 15, 1999 235found the cosmic-ray ux, averaged over the upper hemisphere, to be (4:04 � 0:40) �10�3 CR cm�2 s�1 sr�1. This is in excellent agreement with the value given above for thecosmic-ray ux measured at XRCF.The cosmic-ray ux outside the inuence of the Earth's magnetic �eld, (i.e. for enerigesexceeding 50 Mev/nucleon), is approximately 2 CR cm�2 s�1 (Meyer, 1969). Assumingthis were the particle ux incident on the detectors, the predicted on-orbit backgroundrates in ASCA grades 02346 would be � 1:0�10�2 ct cm�2 s�1 keV�1 in an ACIS frontsidedevice, and � 1:8� 10�2 ct cm�2 s�1 keV�1 in an ACIS backside device.Estimated On-orbit Background (ASCA Grade 02346 events)Estimate FI chips BI chipsct cm�2 s�1 keV�1 ct cm�2 s�1 keV�1Cosmic ray spectrum � 0:010 � 0:018SOHO EPHIN based � 0:020 � 0:036Table 4.75: Estimated On-orbit Background. Top row results from canonical cosmic rayspectrum; bottom row from SOHO EPHIN detector rates.A second estimate of the AXAF background may be derived from measurements ob-tained with SOHO and reported by the EPHIN team. The so-called INT channel ofEPHIN's sibling on SOHO measures a total ux of 0:38 ct cm�2 s�1 sr�1 in its orbit atL1. This channel integrates all electrons with energies in excess of 8 MeV and all nucleonswith energies in excess of � 50 Mev/nucleon. If all of these particles interacted with theACIS as if they were minimum ionizing muons (the dominant cosmic-ray daughter speciesobserved at sea-level), we would expect about twice the background listed above at theACIS focal plane (i.e., about 2{4 � 10�2 ct cm�2 s�1 keV�1). We have made no attemptto model the interaction of the actual on-orbit particle spectrum with the instrument. Asigni�cant fraction of the high energy protons observed in the INT channel will penetratedirectly to the detectors (which are shielded with about 10 g cm�2 of Al). If we arbitrarilyassume that energetic protons comprise all of the events detected in the INT channel, thenthe INT rate provides an upper limit to the expected on-orbit ACIS background. To theextent that some INT events are high energy (E > 10 MeV) electrons, this assumption isincorrect.



ACIS Calibration Report - January 15, 1999 2364.11 In-ight ACIS Calibration Sources4.11.1 OverviewThe Observatory has two radioactive sources solely dedicated to ACIS calibration10. The�rst of these is the Internal Contamination Montior (ICM), located on the underside of theACIS door. The ux from this tighly collimated source falls primarily on S2 Quad D andS3 Quads A-C. The purpose of the ICM is to allow an accurate measurement of line ratiosimmediately after launch. The post-launch ratio is then compared to the ratios determinedduring pre-ight testing. Discrepancies between the pre- and post-launch measurementswould indicate the presence of contaminants on the ACIS detectors. Once the door is open,the ICM will not be visible again.The second radioactive source is the External Calibration Source (ExtCalSrc), viewableby ACIS when the HRC-S is in the Observatory focus. The ExtCalSrc consists of threeseperate sources that produce a number of K� lines and illuminate the entire ACIS focalplane with near uniformity. The ExtCalSource will allow determination of chip gain andmonitoring of other performance parameters during the entire lifetime of AXAF.4.11.2 The Internal Contamination Monitor (ICM)The Internal Contamination Monitor (ICM) is an 55Fe source located on the inside of theACIS door. Through electron capture, 55Fe decays to 55Mn through the channel:5526Fe + e�1 ! 5525Mn� + �: The excited Mn atom may then relax to the ground state throughuorescence of a photon of characteristic energy: 5525Mn� ! 5525Mn + �, f �: Ki, Lj, Mk,� � � g. It is (mostly) the Mn K and L shell photons that are responsible for the observedspectrum.The main purpose of the ICM is to monitor the potential accumulation of contaminantson the surface of the CCDs. The most probable contaminants are ice or hydrocarbons, anddue their large absorption coe�cients at the L-line energies (� 640 eV), even a relativelythin layer of contamination would result in the attenuation of the L photons. At the K-lineenergies (� 6 keV), however, the photons have a much larger attenuation length and wouldnot be absorbed by the contaminants, much the way that high energy photons pass throughthe CCD gate structure and insulating layers. As the uorescent yield of K to L photonsfrom the radioactive source is constant, an increase of the K:L ratio would indicate the thebuild-up of contamination.The initial Mn K and L uorescence lines and additional lines they excite produce arich spectrum that allows an accurate gain calculation. Thus, the ICM also has served as again calibrator during pre-launch calibration e�orts and allowed a check of long-term gainstability of those CCDs illuminated by the ICM. Below, we carefully discuss the spectrum10A third source, attached to the HRMA cover, is intended for HRMA calibration and is not discussedhere



ACIS Calibration Report - January 15, 1999 237of the ICM and attempt to identify all the features present. We also measure the K:L ratiofrom three di�erent measurements spanning over a year.4.11.2.1 SpectrumFor the following analysis, we have used data from the TRW thermal vacuum tests (alsoreferred to as AXAFTV) at TRW facilities during May-June, 1998. As the TV tests wereprimarily intended for a systems check of the entire spacecraft, ACIS was given limited timein telemetry format 2, the format used for acquiring science data. Instead, ICM data wascollected in graded histogram mode. In this con�guration the instrument �nds and gradesevents, disregarding individual frames. Acceptable events (ASCA g02346) are written to ahistogram, and after a speci�ed number of frames, the histogram is telemetered.The better response of the FI chip (relative to the BI chip) makes it the best choicefor detailed studies of the ICM spectrum. Unless otherwise noted the data is from S2,quadrant D. At the same time, since most of the ICM ux falls on S3, we also discuss thedata from the BI chip. In both cases, the data results from a total of 38,400 frames of nor-mal integration (3.3 sec) data. Using a number of easily identi�ed lines (see below), gainsand o�sets were calculated to convert energy units (ADU) to energy (keV). To facilitatethe discussion, the spectral range is divided into three di�erent energy bands, with onlydescriptive signi�cance given to the names of each band.Low Energy Band (0-1 keV): An examination of Figure 4.106 reveals a rich diversityof lines below 1 keV. There exists three main complexes of lines. The highest energy complexis clearly due to the three most common Ni L lines. The spectral resolution of the devicedoes not allow separation of the individual lines. Instead, we have computed an average NiL-line, using the expected intensities of the lines: �1:�1:�1 100:10:50. Table 4.76 lists thevarious low energy lines and computed average line energy for all the low energy features.The next complex, labeled the \L Complex" is centered around 0.67 keV. Although agaussian nicely �ts this feature, two problems exist with identifying it with a single emissionline. First, the only line at this energy if F K�1 (677 eV) and no uorine is present in theICM. Second, the width of the best-�t gaussian to this features is twice as large as thatmeasured for the width of the F K�1 during sub-assembly calibration. Thus, we concludethat this feature is a blend of at least two distinct lines, and most probably a combination ofthe expected Mn and Fe L lines. Referring to Table 4.76 and assuming equal contributions ofthe average Mn and Fe L lines, the identi�cation of this feature as the \L Complex" becomesclear. Finally, there exists a complex centered around 0.55 keV. Due to the low count rate,a clear identi�cation is not possible. At the same time, the tentative identi�cation of thecomplex as a blend of O K�1;2 and Cr L seems rather reasonable.The poorer spectral resolution of the BI device and its slight non-linearity in gain blendsthe low-energy lines together and displaces the features with respect to their expectedenergy location as seen in Figure 4.107. Instead of the three complexes seen by the FI chip,
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Figure 4.106: FI chip response to the ICM spectrum in the range 0-1 keV.there are only two visible in the BI chip. The Ni L line feature is still discernible, as isthe Mn-Fe L complex, but it now contains the O K� and Cr L lines. When a functionalform is �t to the L complex to determine the K:L uorescence yield, what constitutes the Lcomplex will di�er between a BI and FI chip. Thus, even after accounting for the di�erentquantum e�ciencies for the BI and FI chip, we expect K:L ratio as determined by the FI,will be higher than the K:L ratio measured by the BI chip.



ACIS Calibration Report - January 15, 1999 239Line Energy (keV) Line Energy (keV)O K�1;2 0.525Cr L�1;2 0.571 Fe L�1;2 0.704Cr L�1 0.581 Fe L�1 0.717<Cr L> 0.574 <Fe L> 0.708Mn L�1;2 0.636 Ni L�1;2 0.849Mn L�1 0.647 Ni L�1 0.866<Mn L> 0.639 <Ni L> 0.854Table 4.76: ICM lines in the 0-1 keV band

Figure 4.107: BI chip response to the ICM spectrum in the range 0-1 keV.



ACIS Calibration Report - January 15, 1999 240Middle Energy Band (1-7 keV): Figure 4.108 shows the FI response to the ICMsource in the 1-7 keV band. In this energy range Mn emission lines are directly responsiblefor most of the spectral features. The two brightest lines are Mn K�1;2 and Mn K�1. Thecorresponding escape features of these two lines are also present in the spectrum. Theenergies of the escape lines equal the emission line energy minus the energy of a Si K�1;2uorescence photon (1.74 keV). The Si K�1;2 uorescence peak is also clearly visible. Therelatively at continuum at the �10 count level is the \shoulder" of both the Mn K�1;2and Mn K�1 lines that is due to the incomplete collection of the charge generated by theincident photons.

Figure 4.108: FI chip response to the ICM spectrum in the range 1-7 keV.In addition to the the Mn lines, there is also weak evidence for a Cr K�1;2 line at thebeginning of the Mn K�1;2 shoulder. Taken alone, the existence of the line seems marginal,but when coupled with detection of Cr L lines at lower energies, this identi�cation becomesmore secure. Finally, an Al K�1;2 line is clearly visible. Table 4.77 lists all the lines andenergies for this band.



ACIS Calibration Report - January 15, 1999 241Line Energy (keV) Line Energy (keV)<Al K�1;2> 1.487 <Mn K�1;2> esc 4.155<Si K�1;2> 1.740 Mn K�1 esc 4.750Au M�1;2 2.112 <Cr K�1;2> 5.411Au M� 2.205 <Mn K�1;2> 5.895Au M 2.410 Mn K�1 6.490Table 4.77: ICM lines in the 1-7 keV band

Figure 4.109: BI chip response to the ICM spectrum in the range 1-7 keV.Figure 4.109 shows the BI response to the ICM source in the 1-7 keV band. In additionto the increased width of the spectral lines, the continuum level for the BI chip is muchhigher (a factor of �20) and has a slow energy dependence. Due to the high continuumlevel, the Al K�1;2 line is not visible in the BI spectrum, and the Si K�1;2 line and Au Mcomplex are just above the continuum level.High Energy Band (7-15.5 keV): Figure 4.110 shows the FI response to the ICMsource in the 7-15.5 keV band. Since this band begins at an energy above that of the highestMn K emission line, we a priori expect 1) few events and 2) that those events will have



ACIS Calibration Report - January 15, 1999 242an unusual origin. The rich spectral features arise from three distinct processes: pile-up,excitation by cosmic rays, and instrumental saturation. Pile-up results when charge from

Figure 4.110: FI chip response to the ICM spectrum in the range 7-15.5 keVtwo or more absorbed photons are collected in the same pixel during a single integrationtime. Since Mn K�1;2 is the most abundant line, it is not surprising that all but one ofthe pile-up \lines" involves the summation of a Mn K�1;2 with another line. Table 4.78lists the seven most probable pile-up lines in this band and their energies. The countingstatistics are too low to absolutely resolve all of the lines listed (Au M + Mn K�1;2, forexample), but given a su�ciently long integration, their existence would be obvious. Acompletely di�erent mechansim is responsible for the Au L lines. These lines arise notfrom the ICM source, but from cosmic rays that are absorbed by the Au covering of theframe store. The origin of these lines is con�rmed by the existence of Au L and Au M linesin the spectrum of all CCDs, including ones that are not directly illuminated by the ICM.This means that every spectrum will contain some level of Au M and Au L contamination.The highest energy features are due to the saturation of the digital chain. The spike at15.22 keV corresponds to the highest analog-to-digital (ADU) value allowed (4096). Thespikes at �14.1 keV and �13.7 keV correspond to 4096 ADU minus the bias level. Theextremely narrow width of these line clearly indicates a non-emission origin. As the gainand bias level varies quadrant to quadrant, these features will occur at a range of energies.



ACIS Calibration Report - January 15, 1999 243Table 4.78 also lists all the instrumental and cosmic-ray produced lines and energies.Line Energy (keV) Line Energy (keV)Mn K�1;2 + Si K�1;2 7.635 Au L�2 11.52Mn K�1;2 + Au M�1;2 8.007 Mn K�1;2 + Mn K�1;2 11.79Mn K�1;2 + Au M� 8.095 Mn K�1;2 + Mn K�1 12.39Au L�1 9.711 Mn K�1 + Mn K�1 12.98Mn K�1;2 + Mn K�1;2 esc 10.05 4096 ADU - bias 13.6�14.2yAu L�1 11.44 4096 ADU 15.22yy: these energies are dependent on the gain and bias levels and will vary from chip to chipTable 4.78: ICM lines in the 7-15.5 keV bandFigure 4.111 shows the BI response to the ICM in the high energy band. In general,there is very little di�erence between the BI and FI spectra at the these energies. Inaddition to the discrete pile-up features, a at continuum (few count level) extends from7 keV up to highest pile-up line, a result of the summation of Mn K�1;2 photons with thelow-energy tail from the Mn K lines. The energy response in the BI chips is higher thanthe FI chips (� 18 keV versus � 16 keV) due to the higher gain in the BI. The di�erentgain and bias levels shifts the saturation features to higher energies than in the FI chip.4.11.2.2 Illumination PatternBefore calculating the K:L ratio, it is necessary to check that the ICM source has not movedwith respect to the focal plane. While the FI chips are at, that is they show virtuallyno variations in QE or spectral response across their surface, the BI chips do have notica-ble spatial variations. If the area illuminated by the ICM changed from measurement tomeasuremnt, we might see variations in the K:L ratio. Figure 4.112 shows the illuminationpattern of the ICM source on the focal plane. The map was made by selecting Mn K�1;2events. Data was binned into 16 pixel�16 pixel cells to smooth the Poisson uctuationsThe chips were then normalized with respect to the maximum cell values. The spatialvariations in the BI chip S3 are clearly visible as a general reduction in detection e�ciencynear the Quad A/Quad B boundary and the small uctuations over Quads B & C. As longas the illumination pattern remains stable with time, however, these spatial variations willbe normalized out of K:L ration calculation. Figure 4.113 shows the normalized contoursof the Mn K�1;2 events from three di�erent measurements: XRCF-I calibration from 1997June, ISIM-TV measurements in 1998 January, and AXAF-TV measurements in 1998 May.Due to a lack of su�cient low temperature HST data, there are no intensity contours for
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Figure 4.111: BI chip response to the ICM spectrum in the range 7-18 keVS2 from AXAFTV. Nonetheless, it is clear that ICM position is stable with respect to thefocal plane.4.11.2.3 Mn K�1;2:L complex ratioCode was written to ensure that the K:L would be calculated the same way for eachadditional measurement. For the FI chip S2 this involves �tting a gaussian model to theMn K�1;2 line and a gaussian model to the combined Mn�Fe L feature. The K:L ratio issimply the ratio of the gaussian areas. For the BI chip S3 a gaussian was also �t to the MnK�1;2 line. The poorer low energy spectral response required a more complicated functionto accurately �t the L complex: a gaussian model with constant, linear and quadraticterms. The K:L ratio is still the ratio of the gaussian areas.
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Figure 4.112: Illumination pattern of Mn K�1;2 events from the ICM as measured atXRCF-ITable 4.79 presents the ratios for one S2 quadrant and three S3 quadrants from threedi�erent measurements. The quoted errors are 1 � Poisson errors. For S2, the ratios areconsistent within the errors, while for S3 the values show a larger than statistical variation.The mean and standard deviation of the nine points are 106.6 � 5.16, clearly demonstratingthat there is some unaccounted for systematic e�ect. If we disregard the highest and lowestvalues, the mean and standard deviation are 106.0 � 2.30, closer to, but still higher thanstatistical uctuations. The large di�erence between the BI and FI ratio is due to the BI'shigher low energy quantum e�ciency. Since we know the QE of both chips, the intrinsicK:L ratio can be calculated from both sets of data and compared as an additional check.We measure RFI = QEFIMnK�QEFILcomplex � KL & RBI = QEBIMnK�QEBILcomplex � KLwhere Ri is the K:L ratio for the BI or FI chip, QEij is the quantum e�ciency for the ithchip at energy j, and KL is the intrinsic Mn K�1;2 to Mn�Fe L complex ratio. Since theL complex is a blend of lines, we approximate the low energy QE as the average of themean QE's at Mn L and Fe L, which themselves are weighted averages of the various Llines. Table 4.80 lists the appropriate quantum e�ciencies, the measured ratios, and the
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Figure 4.113: Contour map of ICM Mn K�1;2 events from three di�erent measurements.calculated intrinsic ratios. While the ratios are much closer to agreeing, there is still a�15%discrepancy. If we then consider that BI KL value should be higher, due to the addition of theO K� and Cr L ux in the L complex (see Section 2 for details), the discrepancy becomeslarger. At the same time, however, our approximation laden method clearly over-simpli�esthe situation. Our averaging of discrete QE values over a wide energy pass band introduceserrors into the low energy QE. Also, our simplistic gaussian + background model of the Lcomplex cannot account for the complicated spectral redistribution function of the BI. Areliable, exact comparison demands that an accurately modeled ICM source spectrum befolded through both the BI and FI response matrices.4.11.3 The External Calibration Source (ExtCalSrc)The External Calibration Source (hereafter abbreviated ExtCalSrc) consists of three sep-arate radioactive sources held in a common holder. While all three sources contain 55Fe,they each predominately produce lines of di�erent energies. Two widely collimated sourcesuse the Mn K� and Mn K� photons to uoresce either Ti or Al and excite those character-istic K emission lines. The third source does not uoresce another metal and mainly emitsonly Mn K and L photons. Some of the Mn photons pass through the Al and Ti sourceswithout being absorbed, so these sources also produces Mn K and L lines. The ExtCalSrc



ACIS Calibration Report - January 15, 1999 247S2 S3Location Date Quad D Quad A Quad B Quad CXRCF-I 01Jun97 293.9 � 5.82 109.1 � 1.04 103.8 � 0.97 105.7 � 1.20ISIM-TV2 16Jan98 278.8 � 9.65 104.3 � 1.74 108.9 � 1.85 117.8 � 2.55AXAF-TV 16May98 287.3 � 3.81 106.5 � 0.68 99.33 � 0.62 103.6 � 0.80Table 4.79: Mn K�1;2:Mn{Fe L complex ratiosQuantum E�ciency Measured IntrinsicChip <0.674 keV > 5.895 keV Ratio (R) Ratio (KL )FI 0.365 0.910 287 115BI 0.952 0.747 106 135Table 4.80: The intrinsic strength of the Mn K�1;2 line to the L complexilluminates the ACIS focal plane only when the HRC-S instrument is in the telescope focusposition. The various emission lines produced by the ExtCalSrc will allow an accurate gainmeasurement for each node of each ACIS CCD. With su�ciently long integrations, theratio of the Mn K� ux to the Mn L-Fe L ux can be measured and used to monitor thepotential accumulation of contaminants on ACIS (see Section 4.11.2 for the details of thistechnique). Below, we discuss the spectrum of the ExtCalSrc, the expected count rate inthe Al, Ti and Mn K� lines, and the spatial distribution of the ux.4.11.3.1 SpectrumFigure 4.114 shows the spectrum of the ExtCalSrc from S2. The data consists of a 9.2 ksexposure of HST data. After accounting for the di�erent gains of each quadrant, the datafrom each output was summed together to increase the signal. The most obvious featuresare the easily discernible K� and K� lines needed for accurate gain measurements. Anumber of other, well-understood features are present and are discussed below. The lowestenergy complex is a blend of Mn L�, Mn L�, Fe L�, and Fe L� lines. The CCD resolutiondoes not allow di�erentiation between the Mn and Fe lines (�E � 60 eV apart) and theyappear as a single line. See Section 4.11.2.1 for a detailed discussion on the characteristicsof the L complex. The next feature is the Al K� emission line with its very well de�nedlow-energy shoulder. Right above that is the Si K� uorescence line. These photons areproduced when an incident photon of higher energy interacts inside the CCD and producesa Si K� photon. If the photon travels far enough from the interaction sight in the properdirection, it can be detected. Regardless on whether the Si K� photon is detected, if ittravels su�ciently far from the initial absorption site, the charge deposited at that site willequal the energy of the incident photon - 1740 eV (Si K� energy). These feature are the
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Figure 4.114: ExtCalSrc spectrum (0-7 keV) on S2 from a 4 � 9.2 ks integrationescape features of an emission line. Both the Mn and Ti K� escape features are clearlypresent and nearly gaussian. Ti K� escape is also present, but with fewer events. Mn K�escape is also present, but is hidden by the Ti K� line. The well-de�ned, but irregularlyshaped feature around 2.2 keV is the Au M complex, a number of closely spaced Au Mlines. The lines are produced by uorescence of the gold coating on the outer surface ofthe radioactive sources. Finally, we have indicated where the pile-up line of Al K� wouldoccur. There is a hint of counts above the background at the appropriate energy, but lowstatistics prevents a �rm detection. Certainly, pile-up is always present at some level, butthe incidence for the ExtCalSrc is small and will only decrease as the 55Fe decays. Fora discussion of the features present above 7 keV, we again refer the reader to detaileddiscussion in Section 4.11.2.1. Table 4.81 lists the lines and energies of all the labeledfeatures in Figure 4.114.4.11.3.2 Count RateIt is important to accurately measure the count rate of the largest emission features of theExtCalSrc, mainly the Al, Ti, and Mn K� lines for two reasons. First, the accuracy ofthe gain calculations needed for continual ACIS calibration depends on how well the line
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Line Energy (keV) Line Energy (keV)Mn L�1;2 0.636 <Ti K�1;2> esc 2.768Mn L�1 0.647 2 � <Al K�1;2> 2.974Fe L�1;2 0.704 Ti K�1 esc 3.191Fe L�1 0.717 <Mn K�1;2> esc 4.155<Al K�1;2> 1.487 <Ti K�1;2> 4.508<Si K�1;2> 1.740 Mn K�1 esc 4.750Au M�1;2 2.112 Ti K�1 4.931Au M� 2.20 <Mn K�1;2> 5.895Au M 2.410 Mn K�1 6.490Table 4.81: ExtCalSrc lines in the 0-7 keV bandcenters are measured, which in turn depends on the number of counts in the peak. With anaccurate count rate in hand, we can calculate the time needed to collect the counts for thedesired level of gain accuracy. Second, knowing the count rates will allow adjustment of thespatial windows to avoid saturating telemetry and to maximize the amount of calibraitondata.The ExtCalSrc was carefully measured on 23 October 1997 during the �rst ISIM thermalvaccuum testing (ISIM-TV1). Because both spatial and spectal information were desiredand full-frame data on six chips would have saturated telemetry, we acquired a mininumof �1500 HST frames for each chip. Gaussian lines were then �t to the K� peaks, and thecount rates simply equal the gaussian area/integration time. Table 4.82 present the countrates and errors, where the errors are the 1 � Poisson noise.Two general facts are immediate noticable. First, the ratio of Mn K�:Ti K�:Al K� is�4:1:1 for the FI chips and �2:1:1 for the BI chips. The large di�erence in the ratio and thedi�erences in the actual count rates are due to the general variations in quantum e�ciencesbetween BI and FI chips. Second, the uctuation in count rate between FI chips is muchlarger than the stastical errors. In some cases this is at least partially attributable toslightly di�erent QEs, but the largest contributor to this e�ect is the physical distributionof incident photons (see the section below on spatial uniformities).The observed ux from the ExtCalSrc will exponentially decrease with time as thesource 55Fe radioactively decays. Using the published half-life value T1=2 = 2.73 yr, wehave calculated what the count rates for the three primary lines will be during the earlydays of AXAF's orbital operation. Table 4.83 lists the count rates for a typical FI chip andboth BI chips.



ACIS Calibration Report - January 15, 1999 250Mn K� Ti K� Al K�Chip (cnt s�1 chip�1) (cnt s�1 chip�1) (cnt s�1 chip�1)I0 89.69 � 0.13 25.65 � 0.07 25.86 � 0.07I1 89.44 � 0.13 26.02 � 0.07 25.89 � 0.07I2 90.57 � 0.19 26.93 � 0.10 26.48 � 0.10I3 89.58 � 0.13 27.29 � 0.07 26.38 � 0.07S0 87.34 � 0.13 24.54 � 0.07 25.55 � 0.07S2 92.08 � 0.13 28.10 � 0.07 27.14 � 0.07S4 89.48 � 0.13 28.77 � 0.07 26.36 � 0.07S5 87.61 � 0.13 28.40 � 0.07 24.98 � 0.07S1 59.12 � 0.11 22.14 � 0.06 29.46 � 0.07S3 72.98 � 0.08 27.45 � 0.05 31.04 � 0.05Table 4.82: Observed Counting Rate from the External Cal Source on 23 October 1997Mn K� Ti K� Al K�Chip (cnt s�1 chip�1) (cnt s�1 chip�1) (cnt s�1 chip�1)<FI> 62.1 18.7 18.1S1 41.0 15.4 20.5S3 50.7 19.1 21.6Table 4.83: Predicted Count Rate for 01 April 19994.11.3.3 Spatial DistributionWhile the spatial distribtuion of ExtCalSrc ux does not directly inuence the gain cal-culation, it is intimately tied to the detected count rate of the K� lines. Two types ofvariation are observed. First, for a given source, there will be a certain pattern expectedfrom its collimation beam and a reduction of intensity as the distance from the sourceaxis increases. Second, since the photons for each avor of K� lines come from a seperatesource, we expect that intensity patterns will vary source to source. The housing for theExtCalSrc contains locations for four individual sources (only three are occupied). Lookingdown on the focal plane such that S0 is in the lower left and I1 in the upper right (seeFigures below), the Al source is in the upper left, the Ti source is in the upper right, andthe Mn source is in lower left. Figures 4.115, 4.116, & 4.117 contain the intensity maps foreach K� line. To account for chip-to-chip di�erences in quantum e�ciency, all the chipshave been normalized to the QE of S2 at each energy. For example, if S0 is only 90% ase�cient as S2 at Al K�, the observed Al K� intensity for S0 is multiplied by 1.0/0.9. Each



ACIS Calibration Report - January 15, 1999 2511024�1024 CCD image was binned into a 64 � 64 array (16 pixels�16 pixels/cell). Forthe typical 4800 sec exposures taken during ISIM-TV1, the total counts in a single cell isapproximately equal to the count rates in Table 4.82. Since the Poisson noise was ratherlarge (19%, 17%, and 10% for Al, Ti, and Mn) the images were smoothed with a 5�5 boxcar function to reduce 1 � statistical uctuations to the �5% level. Finally, the map wasnormalized with respect to the mean intensity of S2 (i.e. the mean intensity of S2 is unityfor all the maps).The most obvious of the macroscopic features is the patchy nature of the maps thatresults from Poisson uctuations. The BI chips also contain signi�cant banded structurealong the quadrant boundaries and the top (row 1024) of the chip. This structure resultsfrom using a global value for the quantum e�ciency, rather than accounting for the mea-sured spatial variations in QE. This e�ect is most notable in chip S1 at Ti and Mn11.Finally, the intensity distribution is discernable. For example, at Mn chips S4 and S5 haveless ux, consistent with the placement of the bare 55Fe source in the lower left of theExtCalSrc holder. The Ti intensity dramatically dereases at the outer edge of S0, whilethe Al intensity drops dramatically at the egde of S5. Both of these structures also agreewith placement of the Ti source in upper right holder position (farthest from S0) and theAl source in the upper left holder position (farthest from S5).

Figure 4.115: Relative intensity map of ExtCalSrc Al K�. Quantum e�ciencies have beennormalized with respect to S2. Intensities were then normalized with resepct to S2.11In the future, a spatially dependent QE map will be used to correct for the large QE variations acrossthe BI chips. This measure will eliminate the banding and related structure in these intensity maps.



ACIS Calibration Report - January 15, 1999 252

Figure 4.116: Relative intensity map of ExtCalSrc Ti K�. Quantum e�ciencies have beennormalized with respect to S2. Intensities were then normalized with resepct to S2.

Figure 4.117: Relative intensity map of ExtCalSrc Mn K�. Quantum e�ciencies have beennormalized with respect to S2. Intensities were then normalized with resepct to S2.



ACIS Calibration Report - January 15, 1999 2534.12 ACIS Sensitivity to Visible-Band RadiationLight detection e�ciency tests of the ACIS ight instrument have been made using fourdi�erent light sources. At the Lincoln Lab instrument thermal vacuum test external 880and 660 nm as well as internal 660 nm LED sources were used. At XRCF the internal(LED) source and an external "ashlight" were used. At ISIM and TRW thermal vacuumtesting only the internal source was used.Qualitatively all the tests produce the same pattern of spatial response nonuniformityacross the focal plane. This is especially true for the 660 nm light source(s). There isno indication that the instrument response to light at 660 nm has changed in any waybetween April 1997 and May 1998. Because the spatial response features reproduce underall test scenarios (at least for 660 nm) the inference is that these features are not causedby nonuniformities of the light source. However, uncertainties in illumination pattern andintensity introduce a considerable error in determination of numeric result. ACIS memoPS-136 and PS-137 describe the Lincoln Lab test which is the source of the quantitativeresults.Figure 4.118 shows the responsivity (in electrons per pixel per incident photon at660 nm) measured during the ACIS instrument thermal vacuum test at MIT Lincoln Lab-oratories in April, 1997.

Figure 4.118: ACIS Responsivity at 660 nm as measured at the Lincoln Laboratory ThermalVacuum TestFigure 4.119 shows the spatial variation in light sensitivity observed in various tests.The most noticeable feature in this �gure is a "leak" in the region between S0, S1 and I2



ACIS Calibration Report - January 15, 1999 254with an order of magnitude enhanced response. Also evident, especially in the S array, arefeatures clearly attributable to wrinkles in the blocking �lter. Another constant result isthe relative insensitivity of I1 and I3 relative to adjacent I0 and I2.

Figure 4.119: Focal plane composite images for various light leak tests. Color scale is forqualitative comparison only. Note similarity of all 660 nm LED images (both external andinternal mounted sources).



ACIS Calibration Report - January 15, 1999 2554.13 ACIS CCD Sensitivity to Ionizing and Non-IonizingRadiationPreliminary radiation damage tests of ACIS front illuminated CCDs have been performedwith two types of ionizing radiation sources. The Fe-55 X-ray source is expected to producedamage in the oxide layer and bulk oxide interface causing increased surface dark currentand at band voltage shifts. Because of the anticipated exceptional focusing of the HRMAthis type of test is pertinent to the issue of overexposure and "burn-in" caused by brightX-ray sources. The high energy proton beam at the Harvard Cyclotron represents a classof radiation that primarily cause damage through collisions with silicon atoms. This dis-placement damage can result in trapping centers resulting in increased CTI and bulk darkcurrent.4.13.1 Ionizing Dose E�ectsThe X-ray ionizing dose test was made by placing an Fe-55 source in proximity to anengineering front illuminated CCID-17 with a geometrical ba�e that limited exposure to asmall section of the image array. No part of the frame store or serial register output nodewas exposed. The exposed region experienced a ux of 7 counts per pixel per second for10 hours for a total equivalent dose of 900 rads. This exposure was made while the CCDwas at room temperature in vacuum. The standard calibration timed exposure readoutmethod was employed for all testing.The most noticeable result of this test was the production of an area of enhanced darkcurrent directly coincident with the exposed region (see �gure 4.120). The dark currentwas uniform on small distance scales and no exceptionally hot pixels were seen. Theenhanced dark current could only be measured for operating temperatures above -80 C. Atthe standard -120 C operating temperature no enhanced dark current could be measuredeven for exceptionally long integration times. Furthermore no increase in CTI was seen atany temperature. Long periods of high temperature bakeout (20 hours at +80 C) had noa�ect upon the damaged region, which appears to be a permanent feature. Experience withoverexposure to X-rays at BESSY-PTB, XRCF-2CACIS and SES con�rms the enduringnature of this type of radiation damage.A similar X-ray ionizing dose experiment was made with a back illuminated CCD whichyielded qualitatively similar results. A special overexposure of focussed bare carbon anoderadiation on the backside w134c4 S3 was made as part of the XRCF testing. At -40 C anapparent spot of increased dark current can be seen but at lower temperatures this featureis not evident.



ACIS Calibration Report - January 15, 1999 2564.13.2 E�ects of Energetic ProtonsHigh-energy proton dose tests were made at the Harvard Cyclotron Laboratory where anengineering front illuminated CCID-17 was exposed to a well-characterized proton beamwith 40 MeV peak energy. Exposures were made at room temperature in ambient airwith a lead aperture that allowed irradiation of a controlled section of the image array.Irradiation occurred in incremental steps to a �nal total of 400 Rads. A minimum 48 hourperiod at ambient condition elapsed between exposure and all subsequent characterization.While there is evidence to suggest changes in post radiation behavior immediately followingexposure with time scales of hours no changes were seen following the 2 day period - alldamage features appear permanent and una�ected by subsequent temperature cycles.As with the X-ray test the most noticeable result of proton beam exposure was theproduction of an area of enhanced dark current coincident with the exposed region. Thisdark current could not be measured for temperatures below -90 c. No ickering or hotpixels were detected at any temperature.Proton damage is expected to produce traps whose presence can be seen by an increasein CTI, and indeed a gradual increase in CTI at a rate of 2 x 10-5 per kRad was seen whentested with a spatially uniform 25 count/sec/output Fe-55 source. A clocking method wasused to create an adjustable line of charge in the image array. At -120 c this sacri�cialcharge technique only inuenced pixels in the next few rows suggesting a detrapping timeof order 100 microseconds. At -90 c the CTI is four times greater and the utility ofthe charge injection method more pronounced although improvements of any performancemeasure such as CTI or resolution could never be increased beyond levels achieved bynormal operation at -120 c. Additional proton irradiation of just the frame store area hadno a�ect upon the measured CTI but did continue to degrade the gain and resolution ofthe device. This is a consequence of the way in which CTI is measured.Figure 4.121 shows the observed variation of CTI with proton dose.4.13.3 Search for E�ects of Short Exposure to Low-Earth Orbiton ACIS CCD PeformanceTwo calibrated ACIS CCID17 units were own aboard Space Shuttle Discovery for a 12day mission in August 1997. (STS 85, OV-103) The devices, w157c1 and w147c3 (back illu-minated) were in the normal input-shorted storage con�guration in the standard shippingcontainer which was stowed in the pressurized crew compartment.Testing immediately before and after ight showed no change in performance for eitherdevice. Neither an increase in the number of hot or ickering pixels nor any CTI increasedue to radiation exposure was seen.Pre- and post-ight mean dark current maps for the two test devices are comparedin �gures re�g:w157dc and re�g:w147dc. These images are averages of at least ten in-dividual exposures, each of 18 seconds. All except the pre-ight image of w157c1 (the
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Figure 4.120: Dark current map showing circular area of exposure to 5.9 keV photons.Total dose was 900 rads (Si); this map was obtained with the device at -60C. At nominaloperating temperature (-120C) no increase in dark current is measurable. Device quadrants0-3 are from left to right; the serial register is toward the top of the picture.front-illuminated device) were obtained with the detector temperature at -120C; the pre-ight image of w157c1 was obtained at -60C. The front illuminated device w157c1, whichhad a small edge glow and a bright defect prior to ight, showed no evidence of either fea-ture during any post-ight testing. This change may have been a consequence of handlingand may have nothing to do with the shuttle orbital environment. We conclude that lowearth orbit shuttle cabin environment has no impact upon CCD performance for 1 weekexposures.
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Figure 4.121: Charge transfer ine�ciency (CTI) vs. accumulated ionizing dose of 40 MeVprotons for a front-illuminated ACIS CCD. The curves labelled c0,c1, and c2 pertain toexposed areas of the device. The curve labelled c3 pertains to an area well-shielded fromproton radiation.
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Figure 4.122: Dark current for the front-illuminated device w157c1 before (top) and after(bottom) its ight on STS-85. The preight image was obtained at -60C and the postightimage at -120C. The bright defect was invisible at any temperature after the shuttle ight.The images are shown with identical colors scales; the signal level, in electrons per pixelper 18 s, is shown. Quadrant C was defective before and after the ight.
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Figure 4.123: Dark current for the back-illuminated device w147c3 before (top) and after(bottom) its ight on STS-85. There is no apparent increase in the dark current. Bothimages were obtained at -120C. The same color scale is used for the two images; the signallevel, in electrons per pixel per 18 s, is shown on the color bar.



ACIS Calibration Report - January 15, 1999 2614.14 The MIT Model of the ACIS CCDWe have developed a detailed model of the frontside illuminated CCD response to theX-ray illumination. The model is based on the Monte-Carlo technique. Photons of givenenergy are thrown into the random positions on the CCD surface and the device reactionis calculated for each individual photon. The most important new features of our modelare discussed below.4.14.0.1 Absorption in the gate structureX-ray photon can be absorbed in any material with an exponentially distributed (depthwise)probability of interaction. To model this process the simulation program generates anexponentially distributed random number R. If R > d� we assume that the photon havepassed the layer of thicknness d with characteristic absorption length � without beingabsorbed. Otherwise the photon is absorbed inside the layer.The cross section of the gate structure of the ACIS CCD along the direction of chargetransfer is shown schematically on Fig. 4.124. Another cross-section, perpendicular to the
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Figure 4.124: Cross section of the gate structure of the CCD along the transfer channel.direction of the charge transfer is shown on Fig. 4.125. Electron microscope photographsclarifying the real life details of both cross-sections are shown on the Figures 4.43 and 4.44.Absorption of X-rays in the gates becomes a very signi�cant factor at low energies(below 1 keV) and immediately above silicon edge. Our model simulates all the details ofthe gate structure such as gate overlaps, oxide walls at the edges of the polysilicon gates,triangular shape of the wings of the oxide layer above the channel stop regions.
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Figure 4.125: Cross section of the gate structure of the CCD perpendicular to the transferchannel.Characteristic absorption lengths for all the constituent layers are calculated based onthe high precision measurements of the thin �lms of the corresponding materials performedat synchrotron beamlines (see subsection 4.6.4). As a result the model can very accuratelypredict quantum e�ciency of the device in the entire energy range. It has a capability toshow the distribution of the intensity of the detected uxs across the pixel, which can beimportant for the subpixel resolution studies (see Chapter 6). Figures 4.126 and 4.127demonstrate variations in sensitivity inside the pixel at the energies immediately below andabove oxygen absorption edge for a pixel cross-section along the transfer channel.Slightly di�erent gate thicknesses (the values were obtained in the mesh experiment, seesection 4.5) result in di�erent intensity under di�erent gates. Sharp drops in the sensitivitycan be seen in the regions where adjacent gates overlap. Silicon dioxide is less opaquethan silicon below oxygen absorption edge and more opaque immediately above the edge.Because of this jumps in sensitivity corresponding to oxidized edges of the gates insideoverlap regions go in opposite directions at the two energies.4.14.0.2 Fluorescence eventsSimulating CCD response we assume that for each photon with energy greater than thesilicon absorption K edge (1839 eV) absorbed inside silicon, there is a 0.043 probabilityto emit a uorescent photon with the characteristic energy of 1.739 keV. We neglect theuorescence from other elements (oxygen and nitrogen) as well as L-shell uorescence ofsilicon due to a very small probabilities of these events. The uorescent photons are emitted
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Figure 4.126: Number of detected events as a function of coordinate inside a single pixel.Energy of the incident photons is 525 eV.

Figure 4.127: Number of detected events as a function of coordinate inside a single pixel.Energy of the incident photons is 539 eV, right above oxygen K edge. Notice a di�erentbehavior inside overlap regionsuniformly in all directions and the program calclulates the spatial angles using a randomnumber generator. After that the absorption probability for the uorescent photons iscalculated in the same manner as for a regular photon. If the uorescent photon leavessilicon substrate or interacts several pixels away from the site of interaction of the primaryphoton, an escape event will be detected. The model makes an accurate prediction of the



ACIS Calibration Report - January 15, 1999 264escape peak amplitude.An amplitude of the uorescent peak was much harder to reproduce. The key to thecorrect model of the ourescent peak, especially at energies close to the Si absorption edge,is taking into account uorescence from the gates. Immediately above Si edge absorption inthe polysilicon gates becomes a signi�cant factor. Of the absorbed photons 4.3% produce auorescent photon and roughly half of them goes into the bulk of silicon and gets detected,while another half is emitted into the upper hemisphere and is lost. Unlike ourescentphotons that are emitted from the bulk silicon, the leftover charge corresponding to thedi�erence in energy between primary and uorescent photon cannot be detected when itis formed in the polysilicon gate. This means that approximately half of the photonsuoresced from the gates will be found in the uorescent peak, while only a tiny fractionof the ones from the bulk will end up in the uorescent peak. Because of this ourescencefrom the gates is by far a dominant factor in forming the ourescence peak. On Fig. 4.128are shown the amplitudes of the escape and ourescence peaks both from experimentaldata and simulated eventlists. The experimental data had been collected at a synchrotronring at BESSY using Crystal Monochromator Beamline with a device w102c3.

Figure 4.128: Intensities of experimentally measured escape (*) and uorescence (+) fea-tures as a function of energy. Solid lines are the model predictions.Solid lines on Fig. 4.128 show the model predictions. An agreement between the dataand the model is good. A discrepancy in the amplitudes of the uorescence peak reportedpreviously in the Preliminary Calibration Report is now resolved. It was caused mostly by



ACIS Calibration Report - January 15, 1999 265not taking into account uorescence from the gate structure.4.14.0.3 Formation and di�usion of the electron cloudWhen the photon interacts with a silicon atom in a detector an electron cloud is formed.If the interaction occured in the depleted layer, the electrons are pulled by the electric�eld and the cloud drifts into CCD potential wells, while spreading wider due to di�usionprocesses at the same time. If the cloud was formed in the undepleted bulk of silicon,the electrons di�ues without a drifting component, where only the electrons that reach theborder with the depleted region are carried by the electric �eld into the potential wellsof the CCD. The �nal cloud size is an important parameter which determines how thecharge of the cloud is split between adjacent pixels. We use the most common approachand calculate the �nal cloud radius r according to the formula r = qr2i + r2d, where riis the initial cloud radius, rd is the cloud radius after the di�usion process. To calculatethe di�usion radius for charge generated both in depleted and undepleted bulk we followthe paper of Hopkinson (Hopkinson, 1987). For the initial cloud radius we use the resultsof Scholze&Ulm (Scholze and Ulm, 1994) if the interaction of the photon with the siliconatom did not occur near the Si � SiO2 interface. Events which originate within a smalldistance from the surface lose some charge to the oxide layer and form a low energy tail ofthe response function. The treatment of such events is described in the subsection 4.3.2,the original cloud radius for them being much smaller than for the bulk events.A di�erent procedure is used for the charge clouds that are formed in the doped areaof the channel stops. We have shown (see (Prigozhin, 1998)) that events originating in thep+ region of the channel stop su�er a charge loss and as a result form a shoulder on thelow energy side of the main peak. Since the majority of the events in the channel stops issplit between two adjacent pixels, this e�ect is most pronounced for the horizontally splitevents. A histogram of the horizontally split events (ASCA grades 3 and 4) at 1487 eV isshown in Fig. 4.129. We have measured a fraction of the events in the shoulder relativeto the total number of counts in the horizontally split histogram as a function of energy.The corresponding plot is shown on Fig. 4.130. It indicates that all the lossy events in thechannel stop area come from a shallow region about 0.3 microns deep.To take this phenomenon into account in our model for all charge clouds having theircenters inside this region we introduce a loss which is a function of the cloud charge andthe cloud center location. As a result our model can reproduce the low energy tail of thehorizontally split events reasonably well.4.14.0.4 Splitting of charge between pixelsOnce the cloud sizes and cloud centers are known, the �nal calculations are fairly commonfor this kind of model. The cloud is split between adjacent pixels assuming gaussiandistribution of charge density in the cloud. This implies a very simple routine for evaluation
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Figure 4.129: Histogram of the horizontally split events at 1487 eV

Figure 4.130: Ratio of the number of events in the shoulder to the total number of eventsin the horizontally split event histogram (triangles). Dotted line shows the calculated ratioassuming these events come from a layer of silicon 0.3 microns thick.of the signal amplitude in pixels adjacent to the cloud center. After that readout noise witha gaussian distribution is added to each pixel and a gain factor is introduced to adjust the



ACIS Calibration Report - January 15, 1999 267amplitude of the signal to that of the paticular device that is being modeled. The last stageis an event �nding routine - a procedure similar to the one used in data analysis softwareto determine whether the amplitude of an event is great enough to be included into aneventlist. The output of the program is a standard eventlist which is entirely compatiblewith numerous software tools available for the real data analysis. In Figure 4.131 are shownstandard grade histograms for experimental data taken under monochromatic illuminationat 4510 eV and the histograms of simulated data for the same energy. While there aresome small discrepancies, all the important features of the response, such as escape anduorescent peaks, low energy peak, low energy tail, peculiar shape of the low energy tail ofthe horizontaly split events, are reected in the model, and agreement between the modeland the data in general is good.4.15 Unresolved Issues4.15.1 Bias StabilityAn unexplained bias distortion invariably beginning at the start of a science run and endur-ing for hundreds of readout frame times has resulted in much consternation over worthlessdata and the current implementation of the prophylactic regimen with the charming so-briquet "jitter-dacs" which has become a permanent feature of the ight software. Thedistortion is clearly produced by an excess of charge which only accrues when the parallelclock low level does not go below some near 0 volt level for a period of time equal to orgreater than a single frame readout cycle. It is possible to believe that the sources of thecharge are surface states lying directly under the gates, or at the gate-silicon junctures.Bringing the gate voltage low (or more precisely, jittering the voltage many times betweenhigh and low) depletes these states once and for all time. While this may be di�cult tobelieve it is indisputable that without jitter-dacs neither useful data or bias can be acquiredfor a long time after the start of a science run.It should be noted that apparent bias instabilities have occasionally been observed afterthe installation of the \jitter-dacs" feature in the ACIS ight software. One such example,alluded to in section 4.7.3 occurred in ACIS XRCF Science Run 93 (TRW ID's I-IAS-SG-1.032 and I-IAS-EA-2.043 through I-IAS-EA-2.048) and a�ected the bias of detector S4.The cause of this instability is unknown. It may be relevant that S4 is unique among ACISdetectors in having framestore parallel clock levels equal to the imaging area clock levelsat (+2;+11V). All other detectors have framestore clock levels of (�4:5;+5V).4.15.2 Long-term Gain StabilityAs indicated in section 4.9, between XRCF Phase I and Ball ISIM Thermal Vacuum tests,the mean detector gains, after correction for e�ects of CCD and electronics temperature,
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Figure 4.131: Standard graded histograms comparing experimental data with simulateddata. Data collected for a monochromatic source at 4510 eV. (top) Data; (bottom) Simu-lationchanged by a mean (for 10 detectors, 40 output nodes) of 0.5%; the RMS uctuation aboutthis mean was 0.6% per measurement CCD. This is considerably larger than the expected



ACIS Calibration Report - January 15, 1999 269level of about 0.1% per output node (0.05% per CCD). The gain change residuals apper tofall in two groups. In one group (detectors I1,I2,S2 and S3) the mean gain change (XRCFPhase I - Ball ISIM Thermal Vac) is about �1%; in the other group, the mean gain changeis less than �0:2%.The source of these residual gain changes is unknown. It may be that di�erent analogsignal chains have di�erent slightly di�erent temperature coe�cients of gain. Evidentlythe e�ect of DEA temperature, and other factors, on gain must be better understood iflong-term gain stability better than 0:5% is to be achieved.



Chapter 5Optical Blocking Filter Performance
5.1 ACIS UV/Optical Blocking Filter TransmissionFunctionThe ACIS-I and S arrays are covered by UV/Optical blocking �lters (OBF). These �ltersare necessary because CCD's are sensitive to UV and optical radiation (see Lumb et al.,1991). The ACIS �lters consist of polyimide, a polycarbonate plastic with a chemicalcomposition of C22H10O4N2, with a layer of aluminum coated on each side to provide opticallight blocking. The x-ray transmission properties of the ACIS OBFs were measured in theenergy range of 260 to 3000 eV at the National Synchrotron Light Source at BrookhavenLaboratories, by a team headed by George Chartas. Additional measurements probing the�ne structure near the edges of C, N, O, and Al, were made at the Advanced Light Sourceat Berkeley, by George Chartas.The main purpose of the calibration was to determine model transmission functions forthe ACIS OBF's in the energy range of 0.05 to 10 keV with an accuracy of better than1%. We present a model transmission function that �ts the data to better than 1% inthe measured energy band of 260 to 3000 eV. The transmission above 3 keV is expectedto vary smoothly and is predicted by the model from the measured �lter parameters.Detailed �ne energy scans above the Al-K and C-K absorption edges revealed the presenceof �ne oscillations of the X-ray transmission. These features are most likely extended X-rayabsorption �ne structure (EXAFS). The amplitude of the EXAFS oscillations above theAl absorption edge is about 5% of the mean value of the X-ray transmission. The ACISOBF's were measured at room temperature while the on orbit temperature of the �lters isexpected to be about -60 C. We predict that the amplitude of the EXAFS will increase byless than 0.5% when the �lters are in orbit at normal operating temperatures.Optical transmission measurements on a multilayer �lter composed of Al/Polyimide/Al= 340�A/2020�A/357�A were made at PSU and Denton Vacuum, Inc., by Gordon Garmire,Leisa Townsley and Pat Broos. We have used the results from the optical measurements270



ACIS Calibration Report - January 15, 1999 271to determine the optical constants for polyimide in the measured wavelength band and topredict the optical transmission performance of the ight �lters.5.1.1 Brookhaven Experimental Con�gurationThe 0.26 to 3 keV X-ray transmission of the ACIS OBFs was measured at the NationalSynchrotron Light Source (NSLS) at Brookhaven National Laboratories. The use of theNSLS synchrotron source for the calibration was necessitated by the required high accuracyfor these measurements. The NSLS provided a monochromatic X-ray beam allowing us tomeasure the transmission of the ACIS �lters at �ne energy steps with su�cient intensity forgood counting statistics and fair beam stability to allow accurate detector normalizationcorrections.The X-ray ring at NSLS in normal operation mode accelerates electrons to energiesof about 2.5 GeV for optimized X-ray emission in the range of 1 to 10 keV. A tableof the operating parameters of the NSLS X-ray storage ring is provided at their Website (http://www.nsls.bnl.gov/). Our experiment was setup on beamline X8A, one of 56X-ray beamlines attached to the X-ray storage ring. The beam energy incident on the�lters was selected by adjusting the orientation of the crystal element of a double crystalmonochromator located upstream from the vacuum chamber. Each crystal element spansa certain energy range. In particular a W/Si multilayer covers the energy range 0.26-2.0keV with energy resolution (�E=E) of 2x10�2, a Si(111) crystal covers the range 2.1-5.9keV with a resolution of 5x10�4, and a Beryl(1010) crystal covers the range from 0.8-2.0 keV with a resolution of 8x10�4. In Table 5.1, we list the energies surveyed and themonochromator crystal elements used for the transmission measurements of the ACIS-Iand ACIS-S UV/Optical blocking �lters. Detailed �ne energy scans were performed abovethe absorption K edges of C, N, O, and Al to investigate extended X-ray absorption �nestructure (EXAFS) and shifts in the location of the Al-K edge due to possible Al2O3contamination.The con�guration of the test setup is shown in Figure 5.1. Witness samples made withthe ACIS �lters were placed into the UC/SAO spectrometer-reectometer chamber andmounted onto a mechanical �xture. The �xture was made to support both image andspectrometer �lters and was mounted on a rotary stage that allowed for the selection of theportion of the �lter to be intercepted by the X-ray beam. The X-ray beam was collimatedwith a set of vertical and horizontal entrance slits to a size of 2 mm by 2 mm. The beamux was monitored using a detector that was moved in and out of the X-ray beam with acomputer controlled actuator.5.1.2 Calibration StrategyThe transmission of the �lters is determined by moving the �lter in and out of the beam andusing a \measurement" detector to measure the X-ray ux attenuated and non-attenuated



ACIS Calibration Report - January 15, 1999 272Energy Range Step Size Monochromator Beam Filter Absorption EdgeeV eV260-360 1 W/Si Multilayer Titanium C-K(284eV)300-600 5 W Si Multilayer Chromium N-K(401.6eV)500-660 5 W/Si Multilayer Nickel O-K(543.1eV)660-860 20 W/Si Multilayer Nickel800-1300 25 W/Si Multilayer Magnesium1200-1600 20 W/Si Multilayer Aluminum Al-K(1559eV)1450-1700 30 W/Si Multilayer Nickel Al-K(1559eV)1700-2000 40 W/Si Multilayer Nickel Si-K(1838.9eV)1450-1700 2 Beryl(1010) Titanium Al-K(1559eV)1540-1590 0.5 Beryl(1010) Titanium Al-K(1559eV)1700-2000 2 Beryl(1010) Titanium Si-K(1838.9eV)2000-2600 20 Si(111) Titanium2600-3000 5 Si(111) Titanium Cl-K(2833.0eV)Table 5.1: Energies surveyed and the monochromator crystal elements used for the trans-mission measurements of the ACIS I and ACIS S UV/Optical blocking �lters.
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StageFigure 5.1: Schematic of the test con�guration for the measurement of the X-ray transmis-sion of the ACIS �lters.by the �lter respectively. The purpose of the monitor detector measurements is to takeinto account possible ux variations of the beam between the time the �lter is in vs. whenit is out of the beam. Both detectors are silicon PIN photodiodes. One detector is exposedto the X-ray beam at a time allowing a simultaneous background signal level measurementfrom the other unexposed detector. If Ii;j represents a measured signal from the i'th de-tector (i=0 for the monitor and i=1 for the measurement detector), taken when the �lteris located in the j'th position ( j=in, for �lter in beam, j=out, for �lter out of beam), thenthe X-ray transmission at the X-ray energy E is determined using the expression,T (E) = I1;in �B1;inI1;out �B1;out I0;out �B0;outI0;in � B 0;in (5.1)



ACIS Calibration Report - January 15, 1999 273where Bi;j is the background measurement of detector i with a �lter in the j position.Measurements with the �lters out of the beam provide cross calibration of the monitorand measurement detector at all energies selected for the transmission measurements. Across calibration between measurement and monitor detectors was performed before andafter each transmission measurement. As an estimate of the errors in our measurements, wetook the percent change in the two cross calibration runs. For the data points considered inthe present analysis the percent change in normalization was below 0.5%. There is a delayof about 20 sec between measurements from each detector and one expects there to be anadditional calibration error due to changes in the beam intensity, shape and direction thatcould occur during that time interval.5.1.3 Modeling the Transmission Data and Determining an X-ray Transmission Function.A method commonly used to model the X-ray transmission of �lters assumes that theabsorption through a multilayer �lter with constituent compounds i is described by theequation, IIo =Y e��i�i ; (5.2)where �i is the mass absorption coe�cient of constituent compound i and �i is the massper unit area of the constituent compound i. �i can be expressed as a function of thecompound's constituent elements j as,�i =X�jwj; (5.3)where �j is the mass absorption coe�cients of element j, and wj is the fraction by weight ofelement j. Tabulated values for the mass absorption coe�cients for elements with atomicweights ranging from Z = 1 to Z = 92 may be found in Henke et al. (1993).We initially performed a least squares �t to the transmission data of the Imager andSpectroscopy �lters using the function given in equation 5.2 while considering a multilayer�lter structure of the form Al2O3/Al:Si/Polyimide/Al:Si/Al2O3. Free parameters for this�t were the mass per unit area of Polyimide (C22H10O4N2) and Al. The large valuesfor �2 obtained in these �ts make them formally unacceptable. The residuals to these�ts indicate that most of the discrepancy between the model and data occurs above theabsorption edges of C, N, O, and Al. The transmission data clearly show oscillationsabove the absorption edges that extend up to several hundred eV. Such structures arecommonly known as extended X-ray absorption �ne structure and occur only when atomsare in condensed matter. The oscillations arise from interference of the scattered electronwavefunction outgoing from a central atom, i, with the backscattered electron wavefunctionsfrom nearby atoms, j. A detailed review of EXAFS theory and applications may be foundin Stern and Heald (1983).



ACIS Calibration Report - January 15, 1999 274In our next attempt to �t the transmission data we excluded energies correspondingto EXAFS and used the same function as in the previous model. The values obtainedfor reduced �2 of � 0.2 (for 442 degrees of freedom) indicate a signi�cant improvement inthe �t. We obtain values for the mass per unit area for the Imager �lter, for Polyimideof 2:734 � 10�05 gr cm�2 and Al of 4:071 � 10�05 gr cm�2 and for the Spectroscopy �lterPolyimide of 2:632� 10�05 gr cm�2 and Al of 3:068� 10�05 gr cm�2.For the purpose of determining a function that �ts the transmission data well, we useda very simplistic EXAFS model that incorporates features from the independent particlemodel developed by Stern 1978, Lee and Pendry 1975, and Stern et al. 1975. Our modelconsiders only interference e�ects from the nearest atomic shell.The EXAFS component �(k) is de�ned as the oscillating part of the mass absorptioncoe�cient and is given by, �(k) = �� �0��0 (5.4)where �0 is the smoothly varying part of the mass absorption coe�cient corresponding toan isolated atom, ��0 is the change in the mass absorption coe�cient over the absorptionedge, and k is the wavenumber of the scattered photoelectron given by,k = q2m(E � Eedge)�h (5.5)The model used to �t the oscillatory component of the transmission has the form,�j(E) = a0(E �Ej;edge)� 12 step(Ej;edge; Ej;4)e(�a1(E�Ej;edge)) sin (a 2(E �Ej;edge) 12 + a3)step(Ej;2; Ej;4)+a4 sin (a5E 12 + a6)step(Ej;1; Ej;2)+(a7E + a8)step(Ej;3; Ej;4)(5.6)The term a2(E �Ej;edge)� 12 represents the phase shift of a photoelectron as it traversesthe distance 2R, where R is the interatomic separation, a3 and exp (�a1(E � Ej;edge))account for phase shifts in the presence of potentials, disorders and thermal vibrationsof atoms about their average distance R from the central atom. Near edge structure inour transmission data is modeled with the term a4 sin (a5E 12 + a6). Equation 5.6 doesnot take into account the nonlinear dependence of the phase shift and the dependence ofthe backscattering amplitude on k. A more physical model will be presented in a futurepublication.For our modeling purposes j takes the values j=0 for the Al-K edge and j=1 for theC-K edge. We de�ne the function step(Ej;1,Ej;2) as follows,step(Ej;1; Ej;2) = 0; for Ej;1 > E or Ej;2 < E (5.7)step(Ej;1; Ej;2) = 1; for Ej;1 < E < Ej;2



ACIS Calibration Report - January 15, 1999 275In Figure 5.2 and Figure 5.3 we show �ts of our simple EXAFS model to the regions abovethe Al-K and C-K edges. Because of the limitations of the multilayer monochromator theEXAFS above the N-K and O-K edge were not resolved. In Figure 5.2 we also show therelevant energy boundaries used in our model. Ej;edge de�nes the energy of the absorptionK edge, (Ej;2, Ej;4) , (Ej;1,Ej;2), (Ej;3,Ej;4), de�ne the boundaries of the �rst, second andthird term of equation (5.6) respectively.

Figure 5.2: Top Panel; Al-K EXAFS withmodel �t. Lower Panel; Di�erence betweendata and model . Figure 5.3: Top Panel; C-K EXAFS withmodel �t. Lower Panel; Di�erence betweendata and model .The total transmission function of the ACIS �lters is �nally described by the followingexpression, f(E) =Y e��j�j +X �j(E)step(Ej;1; Ej;4) (5.8)For energies excluding the EXAFS regions the transmission function f(E) is given by the�t of our model described by Equation 5.8 that incorporates the atomic scattering factorsf1 and f2 as tabulated by Henke et al., (1993). For energies within the EXAFS regions ourmodel function f(E) includes in addition the best �t model to the EXAFS regions. Thevalues for all the relevant parameters that enter equation (5.8) are listed in Table 5.2.The transmission data for the Imager and Spectroscopy �lters together with the modeltransmission function and the percent di�erence between the model and data are presentedin Figure 5.4 and Figure 5.5.
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Figure 5.4: Top Panel; X-ray transmission data of Imager �lter with best �t transmissionmodel. Lower Panel; Percent di�erence between model �t and data.

Figure 5.5: Top Panel; X-ray transmission data of Spectrometer �lter with best �t trans-mission model. Lower Panel; Percent di�erence between model �t and data.5.1.4 ACIS UV/Optical Blocking Filter Calibration at the Ad-vanced Light SourceThe transmission of the ACIS optical blocking �lters between 50 and 700eV was mea-sured at the Advanced Light Source at Berkeley Labs. The measurements were performedon beamline 6.3.2 which contains a variable-line spaced plane grating monochroator thatprovides high resolution (E/�E � 2000 at 550 eV with 50�m exit slit and 1200 l/mmgrating) and a triple mirror \order-suppressor" that in combination with �lters provides
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Figure 5.6: Al-L XAFS . Figure 5.7: C-K XAFS .

Figure 5.8: N-K XAFS . Figure 5.9: O-K XAFS .high spectral purity.The high ux levels obtainable (� 1 � 1012 photons/sec/0.1% BW) on this beamlinewere comparable to the levels obtained at NSLS. Additionally, the stability of the sourcebeam, the high spectral purity and wavelength accuracy at the ALS allowed us to obtainhigh quality transmission data which clearly resolve the near and extended absorption �nestructure of the Al-L, C-K, N-K and O-K absorption edges (see Figures 5.6 - 5.9).As an indicator of the absolute accuracy of the transmission values a comparison of theALS and NSLS transmission values away from absorption edges indicates di�erences of lessthan 1% of the measured value. Figure 5.10 shows the X-ray transmission function of theACIS-I and S �lters between 0.05 and 3 keV. Transmission values below 0.7 keV are fromthe ALS measurements, transmission values between 0.7 and 1.8 keV are from the NSLSmeasurements.We have created a transmission function of the ACIS OBF's between the energies 0.05-10 keV as a composite of measurements and models. (Fig 5.10) In particular in the energyrange between 0.05 - 0.7 keV we use the X-ray transmission values derived from the mea-
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Figure 5.10: X-ray transmission of the ACIS �lters in the 0.05-3keV band.surements of the OBF's at the ALS at Berkeley Laboratories, in the energy range 0.7 -1.8 keV we use the transmission values obtained at the NSLS at Brookhaven Laboratoriesand between 1.8 - 10 keV we have used a model that incorporates results from �ts to themeasured transmission data.
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Witness Fitted Parameters Fitted Parameters Fitted ParametersSample for Smooth Component for �al(E) for �c(E)gr cm�2 Component ComponentImager, 6765-8 �Polyimide = 2:73400� 10�5 a0 = 0:00391 a0 = 0:00009895�al = 4:07111� 10�5 a1 = 8:58072 a1 = �39:49626�Al2O3 = 7:2� 10�7 a2 = 71:89980 a2 = 97:56914a3 = 3:48600 a3 = 3:02784a4 = 0:05499 a4 = 0:05998a5 = 400:001 a5 = 150:00030a6 = 0:39964 a6 = 4:46030a7 = 0:04000 a7 = 0:199918a8 = �0:07724 a8 = �0:06410E0;1 = 1:556 E1;1 = 0:29E0;2 = 1:5775 E1;2 = 0:3095E0;3 = 1:558 E1;3 = 0:3095E0;4 = 1:89 E1;4 = 0:3600E0;edge = 1:56 E1;edge = 0:2842Spectrometer,6732-8 �Polyimide = 2:63186� 10�5 a0 = 0:00263 a0 = 0:00013�al = 3:06826� 10�5 a1 = 5:00026 a1 = �39:99043�Al2O3 = 7:2� 10�7 a2 = 71:79978 a2 = 97:99200a3 = 3:49500 a3 = 3:00020a4 = 0:04000 a4 = 0:08000a5 = 400:00003 a5 = 145:00028a6 = 0:40503 a6 = 0:88018a7 = 0:03200 a7 = 0:34000a8 = �0:06001 a8 = �0:11108E0;1 = 1:556 E1;1 = 0:29E0;2 = 1:5775 E1;2 = 0:3098E0;3 = 1:5580 E1;3 = 0:3098E0;4 = 1:89 E1;4 = 0:36E0;edge = 1:56 E1;edge = 0:2842Table 5.2: Values for parameters of ACIS Imager and Spectrometer transmission functionthat enter equation (5.8)



ACIS Calibration Report - January 15, 1999 2805.1.5 Optical Characterization of the ACIS UV/Optical BlockingFilters.5.1.5.1 Optical/UV Experimental Con�gurationAs a check on the optical transmission measurements made at PSU and to extend the�lter transmission data into the UV, �lter samples were taken to Denton Vacuum, Inc.in Moorestown, NJ. Leisa Townsley and Patrick Broos worked with Ian Stevenson thereto measure the transmission on two samples: just polyimide (2015 �A) and polyimide +aluminum (Al/Polyimide/Al = 340�A/2020�A/357�A). Both samples were measured in theUV, optical, and NIR, from 200nm to 1500nm in steps of 2nm. The polyimide + aluminumsample used a thinner aluminum coating than the ight �lters because the instrument usedto measure the transmission was unable to detect transmission below about 10�6, so nooptical constants could be inferred from a ight-like sample (with transmission about 10�8).The instrument used to measure the transmission was a Perkin Elmer Lambda 900UV/VIS/NIR Spectrometer and Reectometry System. This is a double beam, doublemonochromator, ratio recording spectrometer controlled by a PC. It uses a photo-multipliertube for the 200-800nm range and a lead sul�de detector for the 800-1500nm range. Thesystem was calibrated by measuring the beam intensity with the empty �lter holder inplace (to reproduce the stray light conditions present for this geometry). Next, each �lterwas placed in the holder and the beam intensity measured. The entire cycle was repeatedto assess system stability and measure detector noise.5.1.5.2 Optical/UV Transmission of ACIS FiltersMeasurements, at PSU and Denton Vacuum, of the optical transmission of a multilayer�lter composed of Al/Polyimide/Al = 340�A/2020�A/357�A (values of multilayer thicknessesreported by LUXEL corporation) were used to constrain the optical constants for poly-imide. To infer the real and imaginary parts of the refractive index from the transmissionmeasurements we constructed a model transmission function with optical constants forpolyimide parameterized as:n(�) = A+ B(�� C)2 + D(�� C)4k(�) = E + F(��G)2 + H(��G)4where n and k are the real and imaginary parts of the refractive index for polyimide.The optical transmission of the ACIS multilayer �lters was calculated using the matrixmethod described in Born and Wolf, 1997. By solving Maxwell's equations for the totalelectric and magnetic �eld with boundary conditions at the �lter interfaces one �nds that



ACIS Calibration Report - January 15, 1999 281the relation between the incident and exiting electromagnetic �elds can be written in matrixnotation as :  EIHI ! = [M]�  EIIHII ! (5.9)M = ����� cos(k0) i sin(k0h)=Y1Y1i sin(k0) cos(k0) ����� (5.10)where M is the characteristic matrix of the strati�ed medium.A least squares �t of a model transmission function, incorporating the above parameter-ization of n and k, to the measured optical transmission data provided the optical constantsfor polyimide which were then used to predict the optical transmission performance of theight �lters. In Figure 5.11 we present a �t of our model transmission function to thepolyimide data.

Figure 5.11: A �t of an optical transmission model to measured optical transmission of analuminized polyimide sample.Figure 5.12 shows the real part of the refractive index for polyimide resulting from the�t of our model to the optical transmission data for the polyimide sample.We incorporated the derived optical constants of polyimide into a transmission modelfor the ACIS-I and ACIS-S ight multilayer �lters. For the simulations of the ACIS I andS transmissions we assumed the following thicknesses:
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Figure 5.12: Real part of refractive index for polyimide.ACIS-I : Al/Polyimide/Al = 1200�A/2000�A/400�AACIS-S : Al/Polyimide/Al = 1000�A/2000�A/300�AFigure 5.13 and Figure 5.14 show the predicted optical transmission of the ACIS-I andACIS-S OBF's respectively. Peaks appear in the transmittance, one at about 4500 �A andthe other at about 8700 �A. The two peaks in the transmission curve shift toward smallerwavelengths as the incident photon angle is increased.The amplitude of the transmission does not change signi�cantly in the 3-7 degree range(the angle of incidence of rays at the HRMA focal point is expected to range from 3 to 7degrees), however, for large incident angles (> 60 degrees) the transmission at 8000 �A isexpected to increase by about one order of magnitude (with respect to the normal incidencecase). This e�ect may need to be considered, especially if a large scattered optical lightcomponent is present.The di�use transmission through the ACIS UV/Optical �lters was calculated using theexpression: Tdiff (�) = P(w(�n�1; �n) � T (�n�1; �n; �))P(w(�n�1; �n)) (5.11)where w(�n�1; �n) = cos(�n�1) � cos(�n), is a weighting function that takes into accountthe di�erential solid angle that the �lter `sees' for incident photon angles between �n and�n�1.T (�n�1; �n; �) is the transmission for rays incident at an angle of �n�1. T (�n�1; �n; �)
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Figure 5.13: Predicted Optical Transmission for the ACIS I OBF for angles between photondirection and normal to CCD of 0, 30 and 60deg.

Figure 5.14: Predicted Optical Transmission for the ACIS S OBF for angles between photondirection and normal to CCD of 0, 30 and 60deg.



ACIS Calibration Report - January 15, 1999 284was calculated for incident angles of 0,1,2,...89 degrees. Figure 5.15 and Figure 5.16 showthe predicted transmission including interference e�ects for di�use light for the ACIS I andS OBF's respectively.

Figure 5.15: Predicted Optical transmission for the ACIS I OBF for di�use illumination.5.1.6 Temperature Dependence of Filter PropertiesAn issue that may be relevant to the accurate determination of the �lter transmission onorbit is the temperature dependence of the amplitude of EXAFS. According to EXAFStheory the amplitude of the EXAFS oscillations are a function of temperature. This de-pendence arises from the fact that thermal vibrations of the atoms in a solid produce aphase mismatch of the backscattered electron wave function. The transmission propertiesof the ACIS �lters were measured at room temperatures (�20 C) while the on orbit �ltertemperature is expected to be about -60 C. The temperature dependence of the EXAFScomponent is incorporated in a Debye-Waller type term Q(k,T) (Stern et al., 1975). Forthermally induced disorders of atoms and for deviations about the average shell distanceof Rj which follow a Gaussian distribution, Q(k,T) is given by,Q(k; T ) = e�2k2�2 (5.12)where � is the mean square deviation about the average value Rj. For the Einstein modelof lattice vibrations, where motions between adjacent atoms are uncorrelated �2 has the
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Figure 5.16: Predicted Optical transmission for the ACIS S OBF for di�use illumination.form: �2 = �hMr! 1e �h!kT � 1 (5.13)where Mr is the reduced mass and ! is the frequency of vibration of the atoms and isrelated to the Einstein temperature of the solid through the expression:! = Teink�h (5.14)To derive the temperature dependence of the �lter transmission we assume that �(k) =C(k)Q(k; T ). If we de�ne fsm as the smooth component of the transmission function, andftot as the total transmission function, we obtain,ftot(T )fsm(T ) = e��(���0) = e���0�(k) = e���0C(k)Q(k;T ) (5.15)and solving for C(k) we have: C(k) = � 1��0 ln (ftot(Tgr)fsm )Q(k; Tgr) (5.16)The on orbit transmission at temperature Torb is expressed as a function of the trans-mission as measured on ground at temperature Tgr by the expression,ftot(Torb)ftot(Tgr) = e�C(k)��0[Q(k;Torb)�Q(k;Tgr)] (5.17)



ACIS Calibration Report - January 15, 1999 286In Figure 5.17 we show the percent change in �lter transmission above the Al-K absorptionedge for an expected on orbit �lter temperature of -60 C.

Figure 5.17: Top Panel; Filter transmission of Spectrometer �lter above the Al-K absorptionedge at 20 and -60 C. Lower Panel; Percent change in �lter transmission between 20 and-60 C



ACIS Calibration Report - January 15, 1999 2875.1.7 Summary and ConclusionsThe X-ray transmission of the ACIS-I and ACIS-S ight-like �lters was measured at NSLSin the energy range between 0.26 and 3 keV. We have presented a means of constructingan X-ray transmission function for the ACIS Imager and Spectrometer �lters that can beexpressed as a function of atomic scattering factors and EXAFS e�ects. The transmissionfunction follows the data to better than 0.5% in non-EXAFS regions and better than 1% inthe C-K and Al-K EXAFS regions. For energies within several eV of the absorption edges,larger deviations of a few percent are observed. These can be explained as a combinationof the limits in the resolving power of the monochromator used in our measurements, theuncertainties in the atomic scattering factors near absorption edges and to the presenceof resonance lines and narrow near edge X-ray absorption structure within several eV ofthe absorption edges. A detailed investigation of the spatial uniformity of the ACIS �lterperformed by Townsley et al. 1996 show the ACIS �lter X-ray transmission uniformity tobe better than 2% over the entire �lter area, down to spatial scales of �1 mm (see below).Finally as our future scienti�c goals for X-ray observations become even more demanding,subtle e�ects such as temperature dependence of EXAFS will need to be considered. Wepresented a simple model to describe the change in the X-ray transmission of a �lter withtemperature and estimated a change of less than 0.5% in the amplitude of the Al-K EXAFSfor the ACIS �lters for temperatures ranging from 20 C to -60 C.5.2 Transmission Maps of the ACIS UV/Optical Block-ing FiltersAs mentioned above, ACIS uses polyimide/aluminum meshless �lms placed above the twoCCD arrays to �lter optical and ultraviolet light, so that the CCDs see only X-radiation.It is necessary to calibrate these �lters by mapping their soft X-ray transmission on �nespatial scales, so that the �lter response can be removed from the CCD data and a moreaccurate estimate of the true sky recovered. Di�erent OBFs are used for each array, withthe ACIS-S OBF having a thinner aluminum coating, since light falling on the spectroscopyarray will often be dispersed by transmission gratings which can be placed in front of theACIS-S array.We measured engineering and ight versions of these �lters and witness samples of the�lter material at the University of Wisconsin Synchrotron Radiation Center (SRC) betweenJune 1995 and January 1997. For all data, better than one percent accuracy in transmissionas a function of energy was maintained over the entire �lter area. The resulting transmissionmaps reveal spatial non-uniformities in the �lters of about 0.5% to 2%. These transmissionmaps provide the �nest spatial calibration ever achieved on such �lters.



ACIS Calibration Report - January 15, 1999 2885.2.1 MeasurementsMany ACIS OBFs manufactured by Luxel Corporation were calibrated at the SRC Multi-layer Beamline. The technique was established and tested using Lexan-based engineering�lters, then all ight-candidate Lexan �lters were mapped. In the summer of 1996, wediscovered that the Lexan-based �lters su�ered light leaks after acoustic testing, which ledto the current polyimide-based �lter design. We mapped the �nal suite of polyimide-basedight-candidate �lters in December 1996. Several witness samples were mapped then andin January 1997, for use in other transmission tests.The Multilayer Beamline is ideally suited for these measurements due to its ability toaccess several energies in the 200-2000 eV range and its built-in, computer-controlled x-zstage, which allows us to map the �lters automatically with excellent spatial resolution.Complete transmission maps were obtained on all �lters at 273 eV, 522 eV, and 775 eV,with a spatial resolution of 0.76mm x 0.76mm, roughly 32 ACIS pixels (15 arcseconds)square. Additionally, small swaths of the �lters were mapped at 1330 eV and 1860 eV,in an attempt to measure the �lter thicknesses by �tting transmission curves to points atmany energies.These energies were chosen because they spanned the wavelength range of interest,they bracketed absorption edges of important elements (carbon, oxygen, and aluminum),and because they were readily accessible with existing beamline hardware. The spatialresolution was chosen to match the planned aspect dither amplitude of the spacecraft andto yield a complete map of each �lter in a reasonable time (6-8 hours). Coincidentally,this pixel size was well-matched to the size of the striations in the �lters, oversamplingthem adequately. We searched the Lexan-based �lters for variations on �ner spatial scales(0.2mm x 0.4mm) but saw none. The pixel size we used is too coarse to reveal pinholes inthe �lters, which are usually only a few microns in size.5.2.2 Transmission MapsThe reduced data consist of images (transmission maps) of the �lters in 273 eV, 522 eV,and 775 eV light and estimates of the �lter thicknesses for all pixels that were mapped atall �ve energies, based on �ts to the transmissions at these energies. The 273 eV imagesusually show small (1{2%) gradients in the aluminum deposition across the �lter. Subtlestriations in the polyimide are visible at the 0.5{1% level in some �lters (see the 522 and775 eV images). The 522 eV images were obtained mainly to verify the results at 273 eVand 775 eV. They should show a combination of the properties evident at 273 eV and 775eV, and indeed they always do. Since the �lters are so thin, the features revealed by thetransmission maps never correlate with macroscopic wrinkles or other visible features onthe �lters.The transmission maps are presented in Figures 5.18 and 5.19. All maps are displayedin a range of �2% of the median value in the map, around that median. See the �gure



ACIS Calibration Report - January 15, 1999 289captions for speci�c comments about each �lter. Imperfect data reduction is apparentin the transmission variations that show up as horizontal lines. These features are notreal; they result because the data are acquired by scanning across the �lter one row at atime. If the unattenuated intensity measured for that row is not exactly correct or if thebeam intensity changes across a row in an unexpected manner, the calculated transmissionreects these errors and yields horizontal features.To test the reproducibility of the data, a single row of pixels was scanned multipletimes and the results compared pixel-wise. This was repeated for several isolated rowsthroughout the mapping at each energy. The transmission values for each pixel are usuallyreproducible to approximately 0.1%, based on a comparison of these scans. The dominantsource of error in the system appears to be beam instability. Our pixel size is closelymatched to the spatial extent of the synchrotron beam for our three lower energies, thusvery slight beam motion produces measureable transmission uctuations.
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Figure 5.18: Imaging Array Filters 009 (left) and 019 (right). The top images show the �ltertransmission at 273 eV (Filter 009: T � 24:8%; Filter 019: T � 27:8%); the middle images are522 eV maps (Filter 009: T � 50:5%; Filter 019: T � 53:1%); the bottom images are 775 eV maps(Filter 009: T � 75:3%; Filter 019: T � 77:1%). The left �lter (009) was chosen as the imagingarray ight unit. It is quite uniform at all energies mapped, implying that both the polyimidesubstrate and the aluminum coatings have uniform thickness and will contribute minimally toartifacts in ACIS images. The 273 eV map of �lter 019 shows smooth but substantial variation inthe aluminum thickness, although some \pinwheel" striations due to spinning out the polyimideare detectable in this image as well as in the higher-energy maps. These complex curved featurescorrelate well row-to-row within a given image and between images, con�rming that they are notartifacts of the data collection.
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Figure 5.19: Spectroscopy Array Filter 003, with the 273 eV map (T � 34:9%) at theleft, the 522 eV map (T � 56:5%) in the middle, and the 775 eV map (T � 79:0%) atthe right. The smooth transmission gradient at low energies is presumably due to slightnonuniformities in the aluminum coatings. The diverging striations visible in the 522 and775 eV maps are from the polyimide substrate. This is the most uniform of the polyimide-based spectroscopy array �lters.



ACIS Calibration Report - January 15, 1999 2925.2.3 Transmission Pro�lesThe ultimate goal of these calibrations is to obtain a transmission \spectrum" for eachpixel, that is, an estimate of the �lter transmission as a function of energy in the range0.1-10 keV, the bandpass of the telescope. Below 0.1 keV the CCDs have virtually noresponse; the �lter transmission goes to unity above 3 keV. Thus we present our estimatesof the �lter transmission pro�les in this range. We performed non-linear least squares �tsto the data using a model based on laboratory transmission data for common elements byHenke et al. (1993). The algorithm was supplied by George Chartas.Example transmission pro�les are given in Figure 5.20. The left panel shows the pro�lefor one pixel in an imaging array �lter; the right panel shows a similar single-pixel pro�lefor a spectroscopy array �lter. For all �ts, we assumed that the �lters were coated on eachsurface with 20 �A of aluminum oxide.For all SRC data, the nominal energies are (in eV): [273, 522, 775, 1330, 1860] but theenergies that yielded the best �t are a little di�erent. This is not surprising, given that thebeamline energy is set mechanically (not computer-controlled). The �lters were measuredone at a time, stepping through the energies. The energy repeatability is no better than(in eV, matching the energies given above): [10,10,3,10,10]. For imaging array �lter 009,the best-�t energies are [283, 512, 778, 1320, 1850]. For spectroscopy array �lter 003, thebest-�t energies are [283, 512, 778, 1340, 1850].

Figure 5.20: Example transmission pro�les. An example �t to one pixel on an imagingarray �lter is shown on the left; a �t to one pixel on a spectroscopy array �lter is on theright.These �ts yield an estimate of the areal density of the �lter material at each pixelposition. Given a volume density for the material, one can calculate the �lter thickness.We calculated the polyimide and aluminum thicknesses in this way for an example pixelon each ight �lter to compare our results to those provided by Luxel Corporation. Luxel



ACIS Calibration Report - January 15, 1999 293estimates the �lter material thicknesses by a completely di�erent technique.Luxel measures the thickness of the polyimide �lm and the metallic coatings using aTencor Pro�lometer which is calibrated at regular intervals. Several measurements aretaken and averaged to arrive at the thickness measurement that is given on the FilterCerti�cation.The results are presented in Table 5.3. The volume densities assumed are 1.44 gm/cm3for polyimide and 2.5 gm/cm3 for aluminum. As mentioned above, the Al2O3 thickness is�xed in the �t to be 20�A; its density is assumed to be 3.6 gm/cm3. We also assumed thatthe silicon thickness was 1% of Luxel's value for the aluminum thickness, since it is dopedat 1%. The assumed Si density is 2.32 gm/cm3.Table 5.3: A comparison of SRC and Luxel �lter thickness estimatesFilter ID SRC Polyimide Luxel Polyimide SRC Al Luxel AlThickness (�A) Thickness (�A) Thickness (�A) Thickness (�A)spectroscopy 003 2084� 34 2000� 100 1262� 19 1330� 58imaging 009 2357� 39 2055� 100 1696� 27 1660� 595.2.4 SummaryUsing a synchrotron light source and a translation stage, we have mapped a suite of ightcandidate UV/optical blocking �lters for ACIS, in �ve energies and with high spatial reso-lution. The maps show the �lters to be quite uniform, with deviations no larger than about2%.Based on these data and Luxel's speci�cations, the �lters were ranked for their suitabil-ity for ight. The best imaging array �lter (009) and spectroscopy array �lter (003) arenow installed in the ACIS ight focal plane. The other �lters are maintained in a cleanenvironment and will be reserved as backups for the ight �lters and for future tests.5.3 ACIS Sensitivity to Optical Light from StarsThe ACIS CCDs are extremely sensitive to optical frequencies. Further, the HRMA iscapable of focusing incident optical photons as well as the X-ray photons. In order to usethe CCD camera on AXAF to study X-ray emission from normal stars, which have X-rayto optical ux ratios ranging from 10�3 to 10�6, the OBF must block the visible light withhigh e�ciency while at the same time transmitting a high proportion of the X-ray ux.Most non-stellar objects that emit X-rays have a ratio of optical to X-ray ux that is closeto unity, so optical light from these objects can easily be ignored if the OBF is satisfactoryfor stellar X-ray sources.



ACIS Calibration Report - January 15, 1999 294As the HRMA forms a good image in the optical band as well as the X-ray band,optical light from stars in the ACIS �eld of view will be well focused on the detector afterattenuation by the aluminum in the OBF. The attenuation of the �lter over ACIS-I is notuniform with wavelength, but averages about 10�8 (Figure 5.13). The �lter over ACIS-Semploys a thinner coating of aluminum, as the optical light will be di�racted far fromthe CCDs for most spectroscopic observations. The spectroscopic array can be used as animager when the transmission gratings are not in place behind the mirrors. In this casethe thinner aluminum places greater restrictions on the ratio of optical to X-ray signal(Figure 5.14).5.3.1 Starlight Sensitivity CalculationThe sensitivity of ACIS to starlight is computed using realistic stellar atmosphere emis-sion. The models of Kurucz (1991) have been used as the input spectrum for a range oftemperatures. In all cases dwarf stellar gravity values have been assumed. The form of thecomputations is to integrate the radiation ux times the blocking �lter transmission andthe CCD optical detection e�ciency over the full energy range and compare this to thesame spectrum put through a standard V �lter, for example, with a unit e�ciency detectorof one square centimeter. Putting this into an equation we haveOF = Z 10 Fstar(�) � Tbf (�) �QECCD(�) �Atel(�)d� (5.18)where the OF refers to the optical ux, the quantity Fstar(�) is the ux computed using theKurucz model spectrum for a star at temperature T, as a function of wavelength; Tbf (�) isthe transmission of the �lter at wavelength �; QECCD(�) is the quantum detection e�ciencyfor photons at wavelength �, and Atel(�) is the area of the AXAF telescope for visible lightat a wavelength �. The telescope area was taken as the geometrical area, 1029 cm2, timesa function describing the fraction of the di�racted light that falls into one pixel with thetelescope axis at the center of the pixel. This function was computed by the expressionsfound in Born and Wolfe . (See Appendix C for details.) The value of OF was thenmultiplied by 3.3 to include the exposure time.The integral above was computed using standard numerical integration techniques. Al-though stellar atmosphere data exists for many more temperatures than computed here,the variation with temperature appears to be slowly varying, so that adding more pointsseems unnecessary.The e�ect of optical contamination is to introduce photoelectrons which are unrelated toX-ray interactions. Thus if the X-ray frame bias is calculated without the star's optical lightthe X-ray photon energy will be miscalculated due to these additional electrons. If accurateX-ray photon energies are important to the analysis, then the observer should refrain fromobserving stars brighter than a certain limit. The results of the computation (assuming thatone electron per pixel is the threshold for concern) are shown in Table 5.4. Observing with



ACIS Calibration Report - January 15, 1999 295shorter integration times (by using subframe readout or continuous clocking), or willingnessto tolerate greater uncertainty in the X-ray energies will move the threshold toward brighterstars. Stellar Temperature (K) BI Chip in S-Array FI Chip in I-Array(V-magnitude) (V-magnitude)4000 5.76 2.075000 5.16 1.446500 4.76 1.0010000 4.29 0.3620000 4.18 0.16Table 5.4: Stellar Magnitude required to produce one photoelectron per 3.3 second framein the central pixel at the focus of AXAF for a range of stellar temperaturesSince many observations of bright stars will be performed with the objective gratingsin place, the optical transmission of samples of the grating facets were measured as afunction of wavelength. The results of these measurements are illustrated in Appendix C.The transmission curves were used in the integral above to compute the limiting magnitudewith the grating in place. The HEG and MEG gratings were taken to cover 33% and 67% ofthe mirror area respectively, the MEG covering the outer two shells and the HEG coveringthe inner two shells. Table 5.5 gives the corresponding limit for optical contamination whenthe gratings are in place.Stellar Temperature (K) BI Chip in S-Array FI Chip in I-Array(V-magnitude) (V-magnitude)4000 2.13 -1.525000 1.49 -2.166500 1.04 -2.6210000 0.41 -3.2720000 0.21 -3.48Table 5.5: Stellar Magnitude required to produce one photoelectron per 3.3 second frame inthe central pixel at the focus of AXAF for a range of stellar temperatures with MEG/HEGgrating in placeTable 5.4 shows that most observations proposed using ACIS will not su�er from opticallight contamination, since the optical emission for most X-ray emitting objects are fainterthan these limiting magnitudes. Only those observations in which bright stars fall withinthe ACIS array will a background signal be produced and only when the image is nearlyon-axis. (The o�-axis PSF grows rapidly, spreading the optical light over many more pixels,and hence reducing the number of optical photoelectrons per pixel.)



ACIS Calibration Report - January 15, 1999 296The optical photoelectron signal will behave di�erently from a signal induced by X-raysin that the photon level will build up linearly with time for stars brighter than the limitingones in Table 5.4. X-rays, on the other hand will produce discrete packets of electrons in apixel that either appear or are zero; they do not increase the charge in a pixel in a linearmanner with accumulation time.1Even if contamination is present, it can be removed just as a bias o�set can be removed,but at the cost of an increase in the noise level in the detected electrons generated by theuctuations in the light signal. For spectroscopic observations, the grating will attenuatethe optical light by a factor of about thirty-three, or increase the magnitude limit by 3.8magnitudes. Only the very brightest stars should be a problem when the gratings are inplace.

1Unless the target is so bright in X-rays that pileup occurs. Even then the increase in number ofelectrons produced by X-ray photons occurs in such large packets that it is easy to distinguish from opticalphoton induced signal.



Chapter 6ACIS/HRMA PerformancePrediction
6.1 ACIS XRCF Measurement Plan6.1.1 IntroductionThe ACIS calibration plan was to perform ground-based measurements on the ACIS cam-era, HRMA mirrors and the combined HRMA-ACIS system so as to verify the models ofthe sub-assembly and assembled system performance. The critical part of that process wasconducted at the Marshall Space Flight Center X-Ray Calibration Facility (XRCF), usinga carefully constructed set of tests.This is the entire ACIS XRCF Measurement Plan, including ACIS-2C data from PhaseF and Phase G as well as ACIS ight camera data from Phase H. Each class of tests ismentioned, with a brief narrative description of the intent of the set of measurements. Wealso present tables summarized from the \as-requested" CMDB (Calibration MeasurementDataBase) for each type of test; these tables represent our best current record of the dataobtained at XRCF, grouped according to the calibration goal that they satisfy.As we describe the types of tests we list the descriptions for each test according to theTRW ID, and supplementary descriptive entries from the CMDB. The columns for all tablesare de�ned below. These de�nitions were taken from the CMDB Web page; please referthere for more complete de�nitions (http://asc.harvard.edu/cal/expander/expander.cgi).� TRW ID { A string uniquely identifying an XRCF measurement.� source { The source used to generate X-rays for this test.� energy { The speci�c energy you wish to be using, in keV.� FP Rate, Total Cts { The estimated rate of detected counts in the focal plane, persecond; the total number of counts expected for the whole test.297



ACIS Calibration Report - January 15, 1999 298� Int time { The integration time for this test, in seconds.� mult { Multiplicity, the number of distinct XRCF con�gurations sampled in this test(e.g. the number of monochromator settings for each DCM test).� pitch { The angular rotation of the HRMA about the XRCF Z axis, with positivenumbers increasing \down," in arcminutes.� yaw { The angular rotation of the HRMA about the XRCF Y axis, with positivenumbers increasing \left" (also known as \south"), in arcminutes.� yo� { The linear o�set of the FAM in the XRCF Y direction (+Y is \south"), inunits of mm.� zo� { The linear o�set of the FAM in the XRCF Z direction (+Z is \up"), in unitsof mm.� Defocus { The linear o�set of the FAM in the XRCF X direction (+X is towardsthe X-ray source), in units of mm.� Focal { Focal plane choice, the detector in the focal plane for this test.� HST { The ACIS chip monitored by the high-speed tap.� frametime { The approximate amount of time in each ACIS exposure (the integra-tion time, between CCD readouts), in seconds.� proc mode { The mode of ACIS processing.� rows { The number of rows in the ACIS readout window.� frames { The number of ACIS data frames taken during the measurement integra-tion.6.1.2 Shutter FocusShutter Focus tests are designed to �nd rapidly the focal spot of the HRMA and to developestimates of where to move the ACIS or ACIS-2C by FAM motions to �nd the prime focalspot and place it at the desired pixel location. This test is iterated, changing X until theminimum diameter 10% power level is found. Note: due to gravitational distortion e�ectson telescope blur the blur was deformed in Y and Z. The actual criterion was minimumimage width in the Y (grating dispersion) direction.



ACIS Calibration Report - January 15, 1999 299TRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{SF{1.003 Al{Ka 1.486 164.7,20000 485.73 4 0 0 0 0 0 2C1 { 0.66 INTEG 114 21F{I2C{SF{1.004 Al{Ka 1.486 191.62,20000 417.49 4 0 0 0 0 0 2C0 { 0.66 INTEG 114 18F{I2C{SF{3.001 Al{Ka 1.486 260,15600 240 4 0 0 0 0 0 2C0 { 0.66 INTEG 114 11F{I2C{SF{3.002 Al{Ka 1.486 260,15600 240 4 0 0 {8.04 {11.112 0 2C0 { 0.66 INTEG 114 11F{I2C{SF{3.003 Al{Ka 1.486 260,15600 240 4 0 0 {8.04 11.088 0 2C0 { 0.66 INTEG 114 11F{I2C{SF{3.004 Al{Ka 1.486 260,15600 240 4 0 0 14.16 11.088 0 2C0 { 0.66 INTEG 114 11F{I2C{SF{3.005 Al{Ka 1.486 260,15600 240 4 0 0 14.16 {11.112 0 2C0 { 0.66 INTEG 114 11F{I2C{SF{3.006 Al{Ka 1.486 223.47,13408.2 240 4 0 0 0 0 0 2C1 { 0.66 INTEG 114 11F{I2C{SF{3.007 Al{Ka 1.486 223.47,13408.2 240 4 0 0 12 {4.8 0 2C1 { 0.66 INTEG 114 11F{I2C{SF{3.008 Al{Ka 1.486 223.47,13408.2 240 4 0 0 12 15.53 0 2C1 { 0.66 INTEG 114 11F{I2C{SF{3.009 Al{Ka 1.486 223.47,13408.2 240 4 0 0 {8.4 15.53 0 2C1 { 0.66 INTEG 114 11F{I2C{SF{3.010 Al{Ka 1.486 223.47,13408.2 240 4 0 0 {8.4 {4.8 0 2C1 { 0.66 INTEG 114 11H{IAS{SF{3.002 Al{Ka 1.486 9.9790,598.74 240 4 0 0 0 0 1 S3 S3 3.3 INTEG 1024 19H{IAI{SF{2.001 DCM 2.5 9.0588,2500 1103.9 4 0 0 0 0 0 I3 I3 0.5 INTEG 100 552H{IAS{SF{2.002 DCM 2.5 9.9194,2500 1008.13 4 0 0 0 0 0 S3 S3 3.3 INTEG 1024 77G{I2C{SF{31.008 Mg{Ka 1.254 397.2818,10000 100.68 4 0 0 0 0 0 2C1 { 0.11 INTEG 18 5Table 6.1: Shutter Focus Tests6.1.3 Plate FocusPlate Focus tests are designed to measure precisely the focus of the HRMA on the ACISor ACIS-2C, and to relate the integration mode data to single photon counting data andto the in-ight focus data.TRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{dF{2.003 Al{Ka 1.486 9.69,29070 3000 1 0 0 0 0 {0.25 2C1 { 0.113 PH CNT 18 521F{I2C{dF{2.004 Al{Ka 1.486 9.69,29070 3000 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 521F{I2C{dF{2.005A Al{Ka 1.486 9.69,29070 3000 1 0 0 0 0 0.25 2C1 { 0.113 PH CNT 18 521F{I2C{dF{2.008 Al{Ka 1.486 9.42,28260 3000 1 0 0 0 0 {1 2C0 { 0.113 PH CNT 18 521F{I2C{dF{2.009 Al{Ka 1.486 9.42,28260 3000 1 0 0 0 0 {0.5 2C0 { 0.113 PH CNT 18 521F{I2C{dF{2.010 Al{Ka 1.486 9.42,28260 3000 1 0 0 0 0 {0.25 2C0 { 0.113 PH CNT 18 521F{I2C{dF{2.011 Al{Ka 1.486 9.42,28260 3000 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 521F{I2C{dF{2.012 Al{Ka 1.486 9.42,28260 3000 1 0 0 0 0 0.25 2C0 { 0.113 PH CNT 18 521F{I2C{dF{2.013 Al{Ka 1.486 9.42,28260 3000 1 0 0 0 0 0.5 2C0 { 0.113 PH CNT 18 521F{I2C{dF{2.014 Al{Ka 1.486 9.42,28260 3000 1 0 0 0 0 1 2C0 { 0.113 PH CNT 18 521F{I2C{dF{99.024 Al{Ka 1.486 9.69,29070 3000 1 0 0 0 0 {0.5 2C1 { 0.113 PH CNT 18 521F{I2C{dF{99.027 C{Ka 0.277 11.46,3000 261.77 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 46F{I2C{dF{99.028 C{Ka 0.277 11.46,3000 261.77 1 0 0 0 0 {1 2C0 { 0.113 PH CNT 18 46F{I2C{dF{99.029 C{Ka 0.277 11.46,3000 261.77 1 0 0 0 0 1 2C0 { 0.113 PH CNT 18 46F{I2C{dF{63.011 Cu{Ka 8.030 11.79,3000 254.45 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 45F{I2C{dF{63.012 Cu{Ka 8.030 11.79,3000 254.45 1 0 0 0 0 1 2C0 { 0.113 PH CNT 18 45F{I2C{dF{63.013 Cu{Ka 8.030 11.79,3000 254.45 1 0 0 0 0 {1 2C0 { 0.113 PH CNT 18 45F{I2C{dF{63.014 Cu{Ka 8.030 11.79,3000 254.45 1 0 0 0 0 {0.5 2C0 { 0.113 PH CNT 18 45F{I2C{dF{63.015 Cu{Ka 8.030 11.79,3000 254.45 1 0 0 0 0 0.5 2C0 { 0.113 PH CNT 18 45F{I2C{dF{64.011 Cu{Ka 8.030 11.86,3000 252.95 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 44F{I2C{dF{64.012 Cu{Ka 8.030 11.86,3000 252.95 1 0 0 0 0 1 2C1 { 0.113 PH CNT 18 44F{I2C{dF{64.012a Cu{Ka 8.030 11.86,3000 252.95 1 0 0 0 0 1 2C1 { 0.113 PH CNT 18 44F{I2C{dF{64.013 Cu{Ka 8.030 11.86,3000 252.95 1 0 0 0 0 {1 2C1 { 0.113 PH CNT 18 44F{I2C{dF{64.014 Cu{Ka 8.030 11.86,3000 252.95 1 0 0 0 0 {0.5 2C1 { 0.113 PH CNT 18 44F{I2C{dF{64.015 Cu{Ka 8.030 11.86,3000 252.95 1 0 0 0 0 0.5 2C1 { 0.113 PH CNT 18 44F{I2C{dF{62.001 O{Ka 0.525 11.69,3000 256.63 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 45F{I2C{dF{62.002 O{Ka 0.525 11.69,3000 256.63 1 0 0 0 0 1 2C0 { 0.113 PH CNT 18 45F{I2C{dF{62.003 O{Ka 0.525 11.69,3000 256.63 1 0 0 0 0 {1 2C0 { 0.113 PH CNT 18 45F{I2C{dF{62.004 O{Ka 0.525 11.69,3000 256.63 1 0 0 0 0 {0.5 2C0 { 0.113 PH CNT 18 45F{I2C{dF{62.005 O{Ka 0.525 11.69,3000 256.63 1 0 0 0 0 0.5 2C0 { 0.113 PH CNT 18 45F{I2C{dF{63.001 O{Ka 0.5249 10.97,3000 273.47 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 48F{I2C{dF{63.002 O{Ka 0.5249 10.97,3000 273.47 1 0 0 0 0 1 2C0 { 0.113 PH CNT 18 48F{I2C{dF{63.003 O{Ka 0.5249 10.97,3000 273.47 1 0 0 0 0 {1 2C0 { 0.113 PH CNT 18 48continued on next page



ACIS Calibration Report - January 15, 1999 300continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{dF{63.004 O{Ka 0.5249 10.97,3000 273.47 1 0 0 0 0 {0.5 2C0 { 0.113 PH CNT 18 48F{I2C{dF{63.005 O{Ka 0.5249 10.97,3000 273.47 1 0 0 0 0 0.5 2C0 { 0.113 PH CNT 18 48F{I2C{dF{64.001 O{Ka 0.5249 11.8,3000 254.23 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 45F{I2C{dF{64.002 O{Ka 0.5249 11.8,3000 254.23 1 0 0 0 0 1 2C1 { 0.113 PH CNT 18 45F{I2C{dF{64.003 O{Ka 0.5249 11.8,3000 254.23 1 0 0 0 0 {1 2C1 { 0.113 PH CNT 18 45F{I2C{dF{64.004 O{Ka 0.5249 11.8,3000 254.23 1 0 0 0 0 {0.5 2C1 { 0.113 PH CNT 18 45F{I2C{dF{64.005 O{Ka 0.5249 11.8,3000 254.23 1 0 0 0 0 0.5 2C1 { 0.113 PH CNT 18 45Table 6.2: Plate Focus Tests6.1.4 Point Spread FunctionPoint Spread Function (PSF) tests measure the core (PI) and wings (PW) of the PSF on-axis and at several o�-axis positions, at the point of ideal focus determined by the Shutterfocus/Plate focus measurements (X=0). Two types of data are collected: the core PSFis done in single photon mode in the core of the PSF; the wings PSF is done with higheruxes, which produces photon mode in the wings but integration mode data in the core.Note that the shutter focus test data at X=0 are identical to the PSF core test for Al, sowe do not repeat that test. Measurements are made at medium (Al K), high (Cu K), andlow (O K) energy. We changed from the rehearsal energy of Fe to Cu because of the higherresponse above 6 keV of the HRMA versus the TMA. The Al K inner core test is deletedbecause the plate focus at X=0 provides the same data. C K is included for an ultra-lowenergy point for the BI chips. Tests were also made to estimate the PSF using the ACISand ACIS-2C continuous readout mode.Sub-pixel position measurements were also performed as part of the PSF test suite.We moved the PSF by sub-pixel amounts to sample the digitization error resulting frompixel size undersampling of the PSF and to test split X-ray event reconstruction models ofsub-pixel interaction location. For FI chips, tests were performed at high (Cu K) and low(O K) energy to test for di�ering split event fractions. For BI chips, Cu K was also usedas the high-energy test, but C K was chosen for the low-energy test for di�ering split eventfractions.TRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{PI{1.001 Al{Ka 1.486 283.59,28359 100 1 0 0 0 0 0 2C1 { 0.66 PH CNT 114 17F{I2C{PI{2.001 Al{Ka 1.486 296.95,29695 100 1 0 0 0 0 0 2C0 { 0.66 PH CNT 114 17F{I2C{PI{5.001 Al{Ka 1.486 98.88,148320 1500 1 0 0 0 0 90 2C1 { 6 PH CNT 1024 251H{IAI{PI{4 25.001 Al{Ka 1.486 19.5190,10000 512.32 1 0 0 0 0 0 I3 I3 0.0032 PH CNT 1 156H{IAI{PI{4 25.002 Al{Ka 1.486 19.5190,10000 512.32 1 0 0 0 0 0 I3 I3 0.0032 PH CNT 1 156H{IAI{PI{4 25.005 Al{Ka 1.486 94.8024,10000 105.48 1 0 0 0 0 0 I3 I3 0.0032 PH CNT 1 32H{IAI{PI{4 25.006 Al{Ka 1.486 94.8024,10000 105.48 1 0 0 0 0 0 I3 I3 0.0032 PH CNT 1 32H{IAI{PI{4 25.009 Al{Ka 1.486 393.3634,10000 25.42 1 0 0 0 0 0 I3 I3 0.0032 PH CNT 1 8H{IAI{PI{4 25.010 Al{Ka 1.486 393.3634,10000 25.42 1 0 0 0 0 0 I3 I3 0.0032 PH CNT 1 8H{IAI{PI{3.001 Al{Ka 1.486 4.8569,9713.8 2000 1 0 0 0 0 0 I3 I3 0.8 PH CNT 100 2501H{IAI{PI{3.003 Al{Ka 1.486 4.8362,9672.4 2000 1 {7.49 0 0 {21.576 0.023 I3 I3 0.8 PH CNT 100 2501H{IAI{PI{3.006 Al{Ka 1.486 187.3,93673 500 1 {7.49 0 0 {21.576 0.023 I3 I3 0.8 PH CNT 100 626H{IAS{PI{7.010 Al{Ka 1.486 4.6749,9349.8 2000 1 {3.7 1.6 {4.511 {10.751 0 S3 S3 0.5 PH CNT 100 4001H{IAS{PI{7.015 Al{Ka 1.486 186.1531,93076.6 500 1 {3.7 1.6 {4.511 {10.751 0 S3 S3 0.5 PH CNT 100 1001H{IAS{PI{7.011 Al{Ka 1.486 4.7921,9584.2 2000 1 {3.7 {5.9 16.992 {10.751 0 S3 S3 0.5 PH CNT 100 4001continued on next page



ACIS Calibration Report - January 15, 1999 301continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesH{IAS{PI{7.016 Al{Ka 1.486 175.6272,87813.6 500 1 {3.7 {5.9 16.992 {10.751 0 S3 S3 0.5 PH CNT 100 1001H{IAI{PI{7.002 Al{Ka 1.486 4.5,9000 2000 1 {7.5 {7.5 21.5 {21.576 0 I3 I3 0.5 PH CNT 100 4001H{IAI{PI{7.005 Al{Ka 1.486 194.4,97200 500 1 {7.5 {7.5 21.5 {21.576 0 I3 I3 0.5 PH CNT 100 1001H{IAS{PI{4 25.003 Al{Ka 1.486 19.0917,10000 523.78 1 0 0 0 0 0 S3 S3 0.0032 PH CNT 1 159H{IAS{PI{4 25.004 Al{Ka 1.486 19.0917,10000 523.78 1 0 0 0 0 0 S3 S3 0.0032 PH CNT 1 159H{IAS{PI{4 25.007 Al{Ka 1.486 92.7270,10000 107.84 1 0 0 0 0 0 S3 S3 0.0032 PH CNT 1 33H{IAS{PI{4 25.008 Al{Ka 1.486 92.7270,10000 107.84 1 0 0 0 0 0 S3 S3 0.0032 PH CNT 1 33H{IAS{PI{4 25.011 Al{Ka 1.486 384.7521,10000 25.99 1 0 0 0 0 0 S3 S3 0.0032 PH CNT 1 8H{IAS{PI{4 25.012 Al{Ka 1.486 384.7521,10000 25.99 1 0 0 0 0 0 S3 S3 0.0032 PH CNT 1 8H{IAS{PI{3.008 Al{Ka 1.486 4.6749,9349.8 2000 1 3.73 1.57 {4.511 10.751 0.006 S3 S3 0.8 PH CNT 100 2501H{IAS{PI{3.009 Al{Ka 1.486 4.7921,9584.2 2000 1 3.73 {5.89 16.992 10.752 0.02 S3 S3 0.8 PH CNT 100 2501H{IAS{PI{3.013 Al{Ka 1.486 186,93076.6 500 1 3.73 1.57 {4.511 10.751 0.006 S3 S3 0.8 PH CNT 100 626H{IAS{PI{3.014 Al{Ka 1.486 175,87813.6 500 1 3.73 {5.89 16.992 10.752 0.02 S3 S3 0.8 PH CNT 100 626F{I2C{PI{2.004 C{Ka 0.277 9.44,28320 3000 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 521F{I2C{PI{1.004 Cu{Ka 8.030 9.63,28890 3000 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 521F{I2C{PI{1.005 Cu{Ka 8.030 280.54,28054 100 1 0 0 0 0 0 2C1 { 0.66 PH CNT 114 17F{I2C{PI{1.008 Cu{Ka 8.030 280.54,28054 100 1 0 0 0 0 0 2C1 { 6 PH CNT 1024 17F{I2C{PI{2.002 Cu{Ka 8.030 9.84,29520 3000 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 521F{I2C{PI{2.003 Cu{Ka 8.030 286.77,28677 100 1 0 0 0 0 0 2C0 { 0.66 PH CNT 114 17F{I2C{PI{2.008 Cu{Ka 8.030 286.77,28677 100 1 0 0 0 0 0 2C0 { 6 PH CNT 1024 17F{I2C{PI{3.001 Cu{Ka 8.030 4.96,1488 300 1 0 0 {0.009 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.002 Cu{Ka 8.030 4.96,1488 300 1 0 0 {0.006 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.003 Cu{Ka 8.030 4.96,1488 300 1 0 0 {0.003 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.004 Cu{Ka 8.030 4.96,1488 300 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.005 Cu{Ka 8.030 4.96,1488 300 1 0 0 0.003 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.006 Cu{Ka 8.030 4.96,1488 300 1 0 0 0.006 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.007 Cu{Ka 8.030 4.96,1488 300 1 0 0 0.009 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.008 Cu{Ka 8.030 4.96,1488 300 1 0 0 0.012 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.009 Cu{Ka 8.030 4.96,1488 300 1 0 0 0 {0.015 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.010 Cu{Ka 8.030 4.96,1488 300 1 0 0 0 {0.01 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.011 Cu{Ka 8.030 4.96,1488 300 1 0 0 0 {0.005 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.012 Cu{Ka 8.030 4.96,1488 300 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.013 Cu{Ka 8.030 4.96,1488 300 1 0 0 0 0.005 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.014a Cu{Ka 8.030 4.96,1488 300 1 0 0 0 0.01 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{4.001 Cu{Ka 8.030 3.33,999 300 1 0 0 {0.009 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.002 Cu{Ka 8.030 3.33,999 300 1 0 0 {0.006 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.003 Cu{Ka 8.030 3.33,999 300 1 0 0 {0.003 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.004 Cu{Ka 8.030 3.33,999 300 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.005 Cu{Ka 8.030 3.33,999 300 1 0 0 0.003 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.005 Cu{Ka 8.030 3.42,1026 300 1 0 0 0.003 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.006 Cu{Ka 8.030 3.42,1026 300 1 0 0 0.006 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.006 Cu{Ka 8.030 3.33,999 300 1 0 0 0.006 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.007 Cu{Ka 8.030 3.33,999 300 1 0 0 0.009 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.008 Cu{Ka 8.030 3.33,999 300 1 0 0 0.012 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.009 Cu{Ka 8.030 3.33,999 300 1 0 0 0 {0.015 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.010 Cu{Ka 8.030 3.33,999 300 1 0 0 0 {0.01 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.011 Cu{Ka 8.030 3.33,999 300 1 0 0 0 {0.005 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.012 Cu{Ka 8.030 3.33,999 300 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.013 Cu{Ka 8.030 3.33,999 300 1 0 0 0 0.005 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.014 Cu{Ka 8.030 3.33,999 300 1 0 0 0 0.01 0 2C0 { 0.113 PH CNT 18 53G{I2C{PI{1.001 Cu{Ka 8.030 4.9674,496.74 2800 28 0 0 0 0 0 2C1 { 0.113 PH CNT 18 486H{IAI{PI{12.001 Cu{Ka 8.030 5.4502,8720.32 1600 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 485H{IAS{PI{12.002 Cu{Ka 8.030 5.4626,8740.16 1600 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 485H{IAI{PI{2.001 DCM 3.5 2.9769,9526.08 3200 1 1.2 1.19 {3.439 3.457 0.001 I0 I0 0.8 PH CNT 100 4001H{IAI{PI{2.002 DCM 3.5 2.8335,9067.2 3200 1 8.68 8.67 {24.992 25.027 0.063 I0 I0 0.5 PH CNT 100 6401H{IAI{PI{2.003 DCM 3.5 2.5633,8202.56 3200 1 8.68 1.19 {3.438 25.033 0.032 I0 I0 0.8 PH CNT 100 4001H{IAI{PI{2.007 DCM 3.5 2.9810,9539.2 3200 1 1.2 0 0 3.459 0 I1 I1 0.8 PH CNT 100 4001H{IAI{PI{2.008 DCM 3.5 2.8996,9278.72 3200 1 8.68 {7.47 21.522 25.022 0.054 I1 I1 0.5 PH CNT 100 6401H{IAI{PI{2.009 DCM 3.5 2.6413,8452.16 3200 1 1.22 {7.47 21.533 3.53 0.024 I1 I1 0.5 PH CNT 100 6401H{IAI{PI{2.013 DCM 3.5 2.9811,9539.52 3200 1 0 1.19 {3.43 0 0 I2 I2 0.8 PH CNT 100 4001H{IAI{PI{2.014 DCM 3.5 2.8988,9276.16 3200 1 {7.49 8.68 {25.006 {21.585 0.055 I2 I2 0.5 PH CNT 100 6401H{IAI{PI{2.015 DCM 3.5 2.5696,8222.72 3200 1 {0.02 8.67 {24.991 {0.069 0.031 I2 I2 0.5 PH CNT 100 6401H{IAI{PI{2.019 DCM 3.5 2.9909,9570.88 3200 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 970H{IAI{PI{2.020 DCM 3.5 2.9706,9505.92 3200 1 {7.48 {7.47 21.522 {21.567 0.046 I3 I3 0.5 PH CNT 100 6401H{IAI{PI{2.021 DCM 3.5 2.6468,8469.76 3200 1 {7.49 0 0 {21.576 0.023 I3 I3 0.8 PH CNT 100 4001H{IAI{PI{2.022 DCM 5.2 2.8131,9001.92 3200 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 970H{IAI{PI{2.023 DCM 5.2 2.8172,9015.04 3200 1 {7.48 {7.47 21.522 {21.567 0.046 I3 I3 0.5 PH CNT 100 6401continued on next page



ACIS Calibration Report - January 15, 1999 302continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesH{IAI{PI{2.024 DCM 5.2 2.8815,9220.8 3200 1 {7.49 0 0 {21.576 0.023 I3 I3 0.8 PH CNT 100 4001H{IAI{PI{21.001 DCM 3.5 18.0892,9044.6 500 1 {12.95 23.92 {68.939 {37.322 0.31 I S0 3.3 PH CNT 1024 152H{IAI{PI{21.002 DCM 3.5 19.7738,9886.9 500 1 {12.95 15.41 {44.407 {37.322 0.169 I S1 3.3 PH CNT 1024 152H{IAI{PI{21.003 DCM 3.5 2.6402,2640.2 1000 1 {12.95 6.9 {19.876 {37.321 0.09 I S2 3.3 PH CNT 1024 304H{IAI{PI{21.004 DCM 3.5 2.7709,2770.9 1000 1 {12.95 {1.61 4.645 {37.32 0.071 I S3 3.3 PH CNT 1024 304H{IAI{PI{21.005 DCM 3.5 18.1784,9089.2 500 1 {12.95 {10.13 29.197 {37.322 0.113 I S4 3.3 PH CNT 1024 152H{IAI{PI{21.006 DCM 3.5 19.9045,9952.25 500 1 {12.95 {18.64 53.718 {37.322 0.215 I S5 3.3 PH CNT 1024 152H{IAS{PI{2.031 DCM 3.5 2.9441,9421.12 3200 1 {3.73 10.24 {29.517 {10.751 0.049 S2 S2 0.5 PH CNT 100 6401H{IAS{PI{2.032 DCM 3.5 2.9441,9421.12 3200 1 3.73 10.24 {29.517 10.751 0.049 S2 S2 0.8 PH CNT 100 4001H{IAS{PI{2.035 DCM 3.5 2.6830,8585.6 3200 1 3.73 1.57 {4.511 10.751 0.006 S3 S3 0.8 PH CNT 100 4001H{IAS{PI{2.036 DCM 3.5 2.5128,8040.96 3200 1 3.73 {5.89 16.992 10.752 0.02 S3 S3 0.8 PH CNT 100 4001H{IAS{PI{2.037 DCM 3.5 2.6830,8585.6 3200 1 {3.73 1.57 {4.511 {10.751 0.006 S3 S3 0.5 PH CNT 100 6401H{IAS{PI{2.038 DCM 3.5 2.5128,8040.96 3200 1 {3.73 {5.89 16.992 {10.752 0.02 S3 S3 0.5 PH CNT 100 6401H{IAS{PI{2.043 DCM 3.5 2.8044,8974.08 3200 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 970H{IAS{PI{2.044 DCM 5.2 2.7940,8940.8 3200 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 970F{I2C{PI{1.002 Fe{Ka 6.4 9.43,28290 3000 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 521F{I2C{PI{1.003 Fe{Ka 6.4 285.55,28555 100 1 0 0 0 0 0 2C1 { 0.66 PH CNT 114 17H{IAI{PI{1.005 Fe{Ka 6.4 5.8984,9437.44 1600 1 8.68 {7.47 21.522 25.022 0.054 I1 I1 0.5 PH CNT 100 3201H{IAI{PI{1.014 Fe{Ka 6.4 5.7031,9124.96 1600 1 {0.02 8.67 {24.991 {0.069 0.031 I2 I2 0.5 PH CNT 100 3201H{IAI{PI{1.021 Fe{Ka 6.4 5.7607,9217.12 1600 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 485H{IAS{PI{1.029 Fe{Ka 6.4 5.4902,8784.32 1600 1 {3.73 10.24 {29.517 {10.751 0.049 S2 S2 0.5 PH CNT 100 3201H{IAS{PI{1.041 Fe{Ka 6.4 5.7342,9174.72 1600 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 485H{IAI{PI{1.023 Fe{La 0.705 5.7773,9243.68 1600 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 485H{IAS{PI{1.042 Fe{La 0.705 5.5768,8922.88 1600 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 485G{I2C{PI{1.002 Mg{Ka 1.254 4.7774,477.74 2800 28 0 0 0 0 0 2C1 { 0.113 PH CNT 18 486F{I2C{PI{1.006 O{Ka 0.5249 9.64,28920 3000 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 521F{I2C{PI{1.007 O{Ka 0.5249 298.3,29830 100 1 0 0 0 0.144 0 2C1 { 0.66 PH CNT 114 17F{I2C{PI{2.006 O{Ka 0.5249 9.86,29580 3000 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 521F{I2C{PI{2.007 O{Ka 0.5249 281.32,28132 100 1 0 0 0 0 0 2C0 { 0.66 PH CNT 114 17F{I2C{PI{3.015 O{Ka 0.5249 3.33,999 300 1 0 0 {0.009 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.016 O{Ka 0.5249 3.33,999 300 1 0 0 {0.006 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.017 O{Ka 0.5249 3.33,999 300 1 0 0 {0.003 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.018 O{Ka 0.5249 3.33,999 300 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.019 O{Ka 0.5249 3.33,999 300 1 0 0 0.003 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.020 O{Ka 0.5249 3.33,999 300 1 0 0 0.006 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.021 O{Ka 0.5249 3.33,999 300 1 0 0 0.009 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.022 O{Ka 0.5249 3.33,999 300 1 0 0 0.012 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.023 O{Ka 0.5249 3.33,999 300 1 0 0 0 {0.015 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.024 O{Ka 0.5249 3.33,999 300 1 0 0 0 {0.01 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.025 O{Ka 0.5249 3.33,999 300 1 0 0 0 {0.005 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.026 O{Ka 0.5249 3.33,999 300 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.027 O{Ka 0.5249 3.33,999 300 1 0 0 0 0.005 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{3.028 O{Ka 0.5249 3.33,999 300 1 0 0 0 0.01 0 2C1 { 0.113 PH CNT 18 53F{I2C{PI{4.015 O{Ka 0.5249 3.28,984 300 1 0 0 {0.009 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.016 O{Ka 0.5249 3.28,984 300 1 0 0 {0.006 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.017 O{Ka 0.5249 3.28,984 300 1 0 0 {0.003 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.018 O{Ka 0.5249 3.28,984 300 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.019 O{Ka 0.5249 3.28,984 300 1 0 0 0.003 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.020 O{Ka 0.5249 3.28,984 300 1 0 0 0.006 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.021 O{Ka 0.5249 3.28,984 300 1 0 0 0.009 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.022 O{Ka 0.5249 3.28,984 300 1 0 0 0.012 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.023 O{Ka 0.5249 3.28,984 300 1 0 0 0 {0.015 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.024 O{Ka 0.5249 3.28,984 300 1 0 0 0 {0.01 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.025 O{Ka 0.5249 3.28,984 300 1 0 0 0 {0.005 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.026 O{Ka 0.5249 3.28,984 300 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.027 O{Ka 0.5249 3.28,984 300 1 0 0 0 0.005 0 2C0 { 0.113 PH CNT 18 53F{I2C{PI{4.028 O{Ka 0.5249 3.28,984 300 1 0 0 0 0.01 0 2C0 { 0.113 PH CNT 18 53F{I2C{PW{13.001 Al{Ka 1.486 9.14,27420 3000 1 {2 0 {0.96 0 0.00174 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.001a Al{Ka 1.486 9.14,27420 3000 1 {2 0 {0.96 0 0.00174 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.002 Al{Ka 1.486 9.8,29400 3000 1 {4 0 {0.96 0 0.007 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.003 Al{Ka 1.486 9.43,28290 3000 1 {6 0 {0.96 0 0.0156 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.004 Al{Ka 1.486 9.61,28830 3000 1 {10 0 {0.96 0 5.6 2C1 { 0.23 PH CNT 38 522F{I2C{PW{13.005 Al{Ka 1.486 9.44,28320 3000 1 {15 0 {0.96 0 12.1 2C1 { 0.66 PH CNT 114 506F{I2C{PW{13.006 Al{Ka 1.486 9.11,27330 3000 1 {20 0 {0.96 0 20.7 2C1 { 6 PH CNT 1024 501continued on next page



ACIS Calibration Report - January 15, 1999 303continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{PW{13.007 Al{Ka 1.486 280.8,28080 100 1 {2 0 {0.96 0 0.00174 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.008 Al{Ka 1.486 298.13,29813 100 1 {4 0 {0.96 0 0.007 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.009 Al{Ka 1.486 289.73,28973 100 1 {6 0 {0.96 0 0.0156 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.010 Al{Ka 1.486 295.31,29531 100 1 {10 0 {0.96 0 0.0434 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.011 Al{Ka 1.486 290.03,29003 100 1 {15 0 {0.96 0 0.0977 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.012 Al{Ka 1.486 298.78,29878 100 1 {20 0 {0.96 0 0.1736 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.025 Cu{Ka 8.030 9.38,28140 3000 1 {2 0 {0.96 0 0.5 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.026 Cu{Ka 8.030 9.53,28590 3000 1 {4 0 {0.96 0 1 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.027 Cu{Ka 8.030 9.46,28380 3000 1 {6 0 {0.96 0 2.2 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.028 Cu{Ka 8.030 9.46,28380 3000 1 {10 0 {0.96 0 5.6 2C1 { 0.23 PH CNT 38 522F{I2C{PW{13.029 Cu{Ka 8.030 8.51,25530 3000 1 {15 0 {0.96 0 12.1 2C1 { 0.66 PH CNT 114 506F{I2C{PW{13.030 Cu{Ka 8.030 9.66,28980 3000 1 {20 0 {0.96 0 20.7 2C1 { 6 PH CNT 1024 501F{I2C{PW{13.031 Cu{Ka 8.030 297.73,29773 100 1 {2 0 {0.96 0 0.5 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.032 Cu{Ka 8.030 299.53,29953 100 1 {4 0 {0.96 0 1 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.033 Cu{Ka 8.030 297.14,29714 100 1 {6 0 {0.96 0 2.2 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.034 Cu{Ka 8.030 297.13,29713 100 1 {10 0 {0.96 0 5.6 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.035 Cu{Ka 8.030 297.06,29706 100 1 {15 0 {0.96 0 12.1 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.036 Cu{Ka 8.030 298.28,29828 100 1 {20 0 {0.96 0 20.7 2C1 { 6 PH CNT 1024 17H{IAI{PW{12.003 Cu{Ka 8.030 181.2993,108780 600 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 182H{IAS{PW{12.004 Cu{Ka 8.030 181.7113,109027 600 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 182H{IAI{PW{2.004 DCM 3.5 175.3786,87689.3 500 1 1.2 1.19 {3.439 3.457 0.001 I0 I0 0.8 PH CNT 100 626H{IAI{PW{2.005 DCM 3.5 137.4065,68703.2 500 1 8.68 8.67 {24.992 25.027 0.063 I0 I0 0.5 PH CNT 100 1001H{IAI{PW{2.006 DCM 3.5 151.0153,75507.6 500 1 8.68 1.19 {3.438 25.033 0.032 I0 I0 0.8 PH CNT 100 626H{IAI{PW{2.010 DCM 3.5 175.6191,87809.6 500 1 1.2 0 0 3.459 0 I1 I1 0.8 PH CNT 100 626H{IAI{PW{2.011 DCM 3.5 140.6113,70305.6 500 1 8.68 {7.47 21.522 25.022 0.054 I1 I1 0.5 PH CNT 100 1001H{IAI{PW{2.012 DCM 3.5 155.6065,77803.2 500 1 1.22 {7.47 21.533 3.53 0.024 I1 I1 0.5 PH CNT 100 1001H{IAI{PW{2.016 DCM 3.5 175.6240,87812 500 1 0 1.19 {3.43 0 0 I2 I2 0.8 PH CNT 100 626H{IAI{PW{2.017 DCM 3.5 140.5722,70286.1 500 1 {7.49 8.68 {25.006 {21.585 0.055 I2 I2 0.5 PH CNT 100 1001H{IAI{PW{2.018 DCM 3.5 151.3838,75691.9 500 1 {0.02 8.67 {24.991 {0.069 0.031 I2 I2 0.5 PH CNT 100 1001H{IAI{PW{2.025 DCM 3.5 176.2056,88102.8 500 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 152H{IAI{PW{2.026 DCM 3.5 144.0505,72025.2 500 1 {7.48 {7.47 21.522 {21.567 0.046 I3 I3 0.5 PH CNT 100 1001H{IAI{PW{2.027 DCM 3.5 155.9328,77966.4 500 1 {7.49 0 0 {21.576 0.023 I3 I3 0.8 PH CNT 100 626H{IAI{PW{2.028 DCM 5.2 270.1269,135063 500 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 152H{IAI{PW{2.029 DCM 5.2 219.1243,109562 500 1 {7.48 {7.47 21.522 {21.567 0.046 I3 I3 0.5 PH CNT 100 1001H{IAI{PW{2.030 DCM 5.2 249.0239,124512 500 1 {7.49 0 0 {21.576 0.023 I3 I3 0.8 PH CNT 100 626H{IAS{PW{2.033 DCM 3.5 142.7686,71384.3 500 1 {3.73 10.24 {29.517 {10.751 0.049 S2 S2 0.5 PH CNT 100 1001H{IAS{PW{2.034 DCM 3.5 142.7686,71384.3 500 1 3.73 10.24 {29.517 10.751 0.049 S2 S2 0.8 PH CNT 100 626H{IAS{PW{2.039 DCM 3.5 158.0632,79031.6 500 1 3.73 1.57 {4.511 10.751 0.006 S3 S3 0.8 PH CNT 100 626H{IAS{PW{2.040 DCM 3.5 148.03089,74019.5 500 1 3.73 {5.89 16.992 10.752 0.02 S3 S3 0.8 PH CNT 100 626H{IAS{PW{2.041 DCM 3.5 158.0632,79031.6 500 1 {3.73 1.57 {4.511 {10.751 0.006 S3 S3 0.5 PH CNT 100 1001H{IAS{PW{2.042 DCM 3.5 148.03089,74019.5 500 1 {3.73 {5.89 16.992 {10.752 0.02 S3 S3 0.5 PH CNT 100 1001H{IAS{PW{2.045 DCM 3.5 165.2153,82607.7 500 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 152H{IAS{PW{2.046 DCM 5.2 268.2930,134146 500 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 152H{IAI{PW{1.009 Fe{Ka 6.4 199.1651,99582.6 500 1 8.68 {7.47 21.522 25.022 0.054 I1 I1 0.5 PH CNT 100 1001H{IAI{PW{1.018 Fe{Ka 6.4 192.5703,96285.2 500 1 {0.02 8.67 {24.991 {0.069 0.031 I2 I2 0.5 PH CNT 100 1001H{IAI{PW{1.025 Fe{Ka 6.4 141.3478,70673.9 500 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 152H{IAS{PW{1.031 Fe{Ka 6.4 185.3794,92689.7 500 1 {3.73 10.24 {29.517 {10.751 0.049 S2 S2 0.5 PH CNT 100 1001H{IAS{PW{1.043 Fe{Ka 6.4 185.2342,92617.1 500 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 152H{IAI{PW{1.027 Fe{La 0.705 193.9209,96960.4 500 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 152H{IAS{PW{1.044 Fe{La 0.705 192.4921,96246.1 500 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 152F{I2C{PW{13.013 O{Ka 0.5249 9.59,28770 3000 1 {2 0 {0.96 0 0.5 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.014 O{Ka 0.5249 9.26,27780 3000 1 {4 0 {0.96 0 1 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.015 O{Ka 0.5249 9.9,29700 3000 1 {6 0 {0.96 0 2.2 2C1 { 0.113 PH CNT 18 521F{I2C{PW{13.016 O{Ka 0.5249 9.07,27210 3000 1 {10 0 {0.96 0.144 5.6 2C1 { 0.23 PH CNT 38 522F{I2C{PW{13.017 O{Ka 0.5249 9.93,29790 3000 1 {15 0 {0.96 0.144 12.1 2C1 { 0.66 PH CNT 114 506F{I2C{PW{13.018 O{Ka 0.5249 9.61,28830 3000 1 {20 0 {0.96 0 20.7 2C1 { 6 PH CNT 1024 501F{I2C{PW{13.019 O{Ka 0.5249 299.8,29980 100 1 {2 0 {0.96 0.144 0.5 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.020 O{Ka 0.5249 289.49,28949 100 1 {4 0 {0.96 0.144 1 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.021 O{Ka 0.5249 297.28,29728 100 1 {6 0 {0.96 0.144 2.2 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.022 O{Ka 0.5249 283.69,28369 100 1 {10 0 {0.96 0.144 5.6 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.023 O{Ka 0.5249 298.05,29805 100 1 {15 0 {0.96 0.144 12.1 2C1 { 0.66 PH CNT 114 17F{I2C{PW{13.024 O{Ka 0.5249 297.35,29735 100 1 {20 0 {0.96 0 20.7 2C1 { 6 PH CNT 1024 17Table 6.3: Point Spread Function Tests



ACIS Calibration Report - January 15, 1999 3046.1.5 E�ective AreaE�ective Area (EA) tests measure the total e�ective collecting area over the PSF at manyenergies in photon counting mode. We performed this test at many energies due to the needfor detailed sampling of energy space. The tests were done with the system substantiallydefocused, to minimize photon loss due to pileup. Measurements were made on-axis andat several o�-axis positions.TRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{EA{1.003 Al{Ka 1.486 49.55,20000 403.63 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 68F{I2C{EA{11.013 Al{Ka 1.486 49.33,20000 405.43 1 {2 0 {0.96 0 40 2C1 { 6 PH CNT 1024 68F{I2C{EA{11.014 Al{Ka 1.486 47.61,20000 420.08 1 {4 0 {0.96 0 40 2C1 { 6 PH CNT 1024 71F{I2C{EA{11.015 Al{Ka 1.486 45.81,20000 436.58 1 {6 0 {0.96 0 40 2C1 { 6 PH CNT 1024 73F{I2C{EA{11.016 Al{Ka 1.486 46.69,20000 428.35 1 {10 0 {0.96 0 40 2C1 { 6 PH CNT 1024 72F{I2C{EA{11.017 Al{Ka 1.486 45.86,20000 436.11 1 {15 0 {0.96 0 40 2C1 { 6 PH CNT 1024 73F{I2C{EA{11.018 Al{Ka 1.486 49.18,20000 406.66 1 {20 0 {0.96 0 40 2C1 { 6 PH CNT 1024 68F{I2C{EA{12.031 Al{Ka 1.486 46.49,20000 430.2 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 72F{I2C{EA{12.032 Al{Ka 1.486 49.86,20000 401.12 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 67F{I2C{EA{12.033 Al{Ka 1.486 47.97,20000 416.92 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.034 Al{Ka 1.486 48.89,20000 409.08 1 {10 0 0 0 40 2C0 { 6 PH CNT 1024 69F{I2C{EA{12.035 Al{Ka 1.486 48.02,20000 416.49 1 {15 0 0 0 40 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.036 Al{Ka 1.486 46.34,20000 431.59 1 {20 0 0 0 40 2C0 { 6 PH CNT 1024 72F{I2C{EA{2.003 Al{Ka 1.486 46.69,20000 428.35 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 72H{IAS{EA{21.001 Al{Ka 1.486 73.1706,20000 273.33 1 0 23.86 {68.491 0 40.237 S3 S0 3.3 PH CNT 1024 83H{IAS{EA{21.002 Al{Ka 1.486 76.8710,20000 260.17 1 0 15.18 {43.583 0 40.096 S3 S1 3.3 PH CNT 1024 79H{IAS{EA{21.003 Al{Ka 1.486 77.1033,20000 259.39 1 0 {10.84 31.132 0 40.049 S3 S4 3.3 PH CNT 1024 79H{IAS{EA{21.004 Al{Ka 1.486 75.6216,20000 264.47 1 0 {19.52 56.051 0 40.159 S3 S5 3.3 PH CNT 1024 81F{I2C{EA{12.043 C{Ka 0.277 25.11,20000 796.49 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 133F{I2C{EA{12.044 C{Ka 0.277 26.68,20000 749.62 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 125F{I2C{EA{12.045 C{Ka 0.277 25.67,20000 779.12 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 130F{I2C{EA{12.046 C{Ka 0.277 25.89,20000 772.49 1 {10 0 0 0 45 2C0 { 6 PH CNT 1024 129F{I2C{EA{12.047 C{Ka 0.277 25.23,20000 792.7 1 {15 0 0 0 {30 2C0 { 6 PH CNT 1024 133F{I2C{EA{12.048 C{Ka 0.277 26.03,20000 768.34 1 {20 0 0 0 {20 2C0 { 6 PH CNT 1024 129F{I2C{EA{2.008 C{Ka 0.277 25.24,20000 792.39 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 133H{IAI{EA{23.001 C{Ka 0.277 36.6972,10000 272.5 1 4.95 4.93 {14.163 14.225 40.02 I3 I0 3.3 PH CNT 1024 83H{IAI{EA{23.002 C{Ka 0.277 37.3086,10000 268.030 1 4.95 {3.74 10.733 14.225 40.016 I3 I1 3.3 PH CNT 1024 82H{IAI{EA{23.003 C{Ka 0.277 37.3140,10000 267.99 1 {3.76 4.93 {14.163 {10.781 40.016 I3 I2 3.3 PH CNT 1024 82H{IAI{EA{23.004 C{Ka 0.277 30.4067,10000 328.87 1 {3.76 {3.74 10.733 {10.781 40.011 I3 I3 3.3 PH CNT 1024 100H{IAS{EA{23.005 C{Ka 0.277 33.8649,10000 295.29 1 {13.2 7.03 {20.181 {37.895 40.093 S2 S2 3.3 PH CNT 1024 90H{IAS{EA{23.006 C{Ka 0.277 30.1858,10000 331.28 1 {13.2 {1.64 4.716 {37.896 40.073 S3 S3 3.3 PH CNT 1024 101H{IAS{EA{23.007 C{Ka 0.277 35.7706,10000 279.55 1 0 23.86 {68.491 0 40.237 S0 S0 3.3 PH CNT 1024 85H{IAS{EA{23.008 C{Ka 0.277 39.1692,10000 255.3 1 0 15.18 {43.583 0 40.096 S1 S1 3.3 PH CNT 1024 78H{IAS{EA{23.009 C{Ka 0.277 37.0765,10000 269.71 1 0 6.51 {18.675 0 40.017 S2 S2 3.3 PH CNT 1024 82H{IAS{EA{23.010 C{Ka 0.277 38.5090,10000 259.68 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 79H{IAS{EA{23.011 C{Ka 0.277 38.2031,10000 261.75 1 0 {2.17 6.224 0 40.002 S3 S3 3.3 PH CNT 1024 80H{IAS{EA{23.012 C{Ka 0.277 37.4382,10000 267.1 1 0 {10.84 31.132 0 40.049 S4 S4 3.3 PH CNT 1024 81H{IAS{EA{23.013 C{Ka 0.277 36.8342,10000 271.48 1 0 {19.52 56.051 0 40.159 S5 S5 3.3 PH CNT 1024 83F{I2C{EA{1.001 Cu{Ka 8.030 28.39,20000 704.47 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 118F{I2C{EA{11.001 Cu{Ka 8.030 27.67,20000 722.8 1 {2 0 {0.96 0 40 2C1 { 6 PH CNT 1024 121F{I2C{EA{11.002 Cu{Ka 8.030 28.12,20000 711.23 1 {4 0 {0.96 0 40 2C1 { 6 PH CNT 1024 119F{I2C{EA{11.002a Cu{Ka 8.030 28.12,20000 711.23 1 {4 0 {0.96 0 40 2C1 { 6 PH CNT 1024 119F{I2C{EA{11.003 Cu{Ka 8.030 27.89,20000 717.1 1 {6 0 {0.96 0 40 2C1 { 6 PH CNT 1024 120F{I2C{EA{11.004 Cu{Ka 8.030 27.89,20000 717.1 1 {10 0 {0.96 0 45 2C1 { 6 PH CNT 1024 120F{I2C{EA{11.005 Cu{Ka 8.030 27.88,20000 717.36 1 {15 0 {0.96 0 {30 2C1 { 6 PH CNT 1024 120F{I2C{EA{11.006 Cu{Ka 8.030 27.72,20000 721.5 1 {20 0 {0.96 0 {20 2C1 { 6 PH CNT 1024 121F{I2C{EA{12.001 Cu{Ka 8.030 47.9,20000 417.53 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.002 Cu{Ka 8.030 48.67,20000 410.93 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 69F{I2C{EA{12.003 Cu{Ka 8.030 48.29,20000 414.16 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.004 Cu{Ka 8.030 48.28,20000 414.25 1 {10 0 0 0 45 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.005 Cu{Ka 8.030 48.27,20000 414.33 1 {15 0 0 0 {30 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.006 Cu{Ka 8.030 46.69,20000 428.35 1 {20 0 0 0 {20 2C0 { 6 PH CNT 1024 72F{I2C{EA{2.001 Cu{Ka 8.030 49.15,20000 406.91 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 68H{IAI{EA{24.007 Cu{Ka 8.030 15.9156,10000 628.31 1 4.95 4.93 {14.163 14.225 40.02 I3 I0 3.3 PH CNT 1024 191continued on next page



ACIS Calibration Report - January 15, 1999 305continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesH{IAI{EA{24.008 Cu{Ka 8.030 16.8230,10000 594.42 1 4.95 {3.74 10.733 14.225 40.016 I3 I1 3.3 PH CNT 1024 181H{IAI{EA{24.009 Cu{Ka 8.030 16.8311,10000 594.13 1 {3.76 4.93 {14.163 {10.781 40.016 I3 I2 3.3 PH CNT 1024 181H{IAI{EA{25.002 Cu{Ka 8.030 19.2976,10000 518.19 1 0 0 10.8 {2.7 40 I3 I3 3.3 PH CNT 1024 158H{IAS{EA{24.028 Cu{Ka 8.030 16.4785,10000 606.85 1 0 6.51 {18.675 0 40.017 S2 S2 3.3 PH CNT 1024 184H{IAS{EA{24.029 Cu{Ka 8.030 19.3415,10000 517.02 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 157F{I2C{EA{1.007 Cu{La 0.9297 47.68,20000 419.46 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 70H{IAI{EA{25.005 Cu{La 0.9297 37.3716,10000 267.58 1 0 0 10.8 {2.7 40 I3 I3 3.3 PH CNT 1024 82H{IAI{EA{3.001 Cu{La 0.9297 37.5746,10000 266.13 1 4.95 4.93 {14.163 14.225 40.02 I3 I0 3.3 PH CNT 1024 81H{IAI{EA{3.002 Cu{La 0.9297 38.2039,10000 261.75 1 4.95 {3.74 10.733 14.225 40.016 I3 I1 3.3 PH CNT 1024 80H{IAI{EA{3.003 Cu{La 0.9297 38.2096,10000 261.71 1 {3.76 4.93 {14.163 {10.781 40.016 I3 I2 3.3 PH CNT 1024 80H{IAS{EA{18.021 Cu{La 0.9297 37.9650,10000 263.4 1 0 6.51 {18.675 0 40.017 S2 S2 3.3 PH CNT 1024 80H{IAS{EA{18.022 Cu{La 0.9297 36.8636,10000 271.27 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 83F{I2C{EA{23.001 DCM 1.7 43.37,10000 230.57 1 {0 {0 0 0 0 2C1 { 6 INTEG 1024 39F{I2C{EA{23.003 DCM 1.7 42.84,10000 233.42 1 {0 {0 0 0 0 2C0 { 6 INTEG 1024 39F{I2C{EA{3.002 DCM 1.8425 40.31,20000 2976.93 6 0 0 0 0 40 2C0 { 6 PH CNT 1024 497F{I2C{EA{3.004 DCM 1.885 48.66,20000 2055.08 5 0 0 0 0 40 2C0 { 6 PH CNT 1024 343F{I2C{EA{5.001b DCM 2.62 47.23,20000 5081.52 12 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 847F{I2C{EA{5.003 DCM 2.54999 46.25,20000 2162.16 5 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 361F{I2C{EA{5.004 DCM 2.16 45.25,20000 2209.94 5 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 369F{I2C{EA{5.005 DCM 2.09 47.43,20000 2108.37 5 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 352F{I2C{EA{6.001 DCM 1.575 48.89,20000 2454.48 6 0 0 0 0 40 2C1 { 6 PH CNT 1024 410F{I2C{EA{6.002 DCM 4.75 43.61,20000 4586.1 10 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 765F{I2C{EA{6.003 DCM 6.75 20.18,20000 9910.79 10 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 1652F{I2C{EA{6.004 DCM 1.575 49.53,20000 2422.77 6 0 0 0 0 40 2C0 { 6 PH CNT 1024 404F{I2C{EA{6.005 DCM 4.75 43.09,20000 4641.45 10 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 774F{I2C{EA{6.006 DCM 6.75 21.14,20000 9460.74 10 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 1577F{I2C{EA{72.001 DCM 3.25 46.87,10000 640.06 3 0 0 {0.96 0 23.5 2C1 { 6 PH CNT 1024 107G{I2C{EA{41.002 DCM 1.83 1105.0602,165759 150 1 0 0 0 0.144 23.4 2C1 { 0.66 PH CNT 114 26G{I2C{EA{41.008 DCM 1.88 66.3701,9955.51 900 6 0 0 0 0.144 23.4 2C1 { 0.66 PH CNT 114 152H{IAI{EA{2.001 DCM 6 72.4814,20000 1931.53 7 4.95 4.93 {14.666 14.731 40.021 I3 I0 3.3 PH CNT 1024 586H{IAI{EA{2.002 DCM 6 75.3108,20000 1858.96 7 4.95 {3.74 11.114 14.73 40.016 I3 I1 3.3 PH CNT 1024 564H{IAI{EA{2.003 DCM 6 75.3361,20000 1858.34 7 {3.76 4.93 {14.667 {11.164 40.016 I3 I2 3.3 PH CNT 1024 564H{IAI{EA{2.004 DCM 6 78.5836,20000 1781.54 7 {3.76 {3.74 11.115 {11.164 40.012 I3 I3 3.3 PH CNT 1024 540H{IAI{EA{2.005 DCM 6 77.7692,20000 1800.2 7 {13.2 7.03 {20.899 {39.243 40.096 I3 S2 3.3 PH CNT 1024 546H{IAI{EA{2.006 DCM 6 77.9840,20000 1795.24 7 {13.2 {1.64 4.884 {39.244 40.076 I3 S3 3.3 PH CNT 1024 545H{IAI{EA{2.020 DCM 6 73.1412,20000 1914.11 7 0 0 10.8 {2.7 40 I3 I3 3.3 PH CNT 1024 581H{IAS{EA{2.007 DCM 6 55.8527,20000 2506.59 7 0 23.86 {70.927 0 40.246 S3 S0 3.3 PH CNT 1024 760H{IAS{EA{2.008 DCM 6 75.8731,20000 1845.19 7 0 15.18 {45.133 0 40.099 S3 S1 3.3 PH CNT 1024 560H{IAS{EA{2.009 DCM 6 73.5752,20000 1902.82 7 0 6.51 {19.339 0 40.018 S3 S2 3.3 PH CNT 1024 577H{IAS{EA{2.010 DCM 6 72.4895,20000 1931.31 7 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 586H{IAS{EA{2.011 DCM 6 78.3540,20000 1786.76 7 0 {2.17 6.445 0 40.002 S3 S3 3.3 PH CNT 1024 542H{IAS{EA{2.012 DCM 6 72.1441,20000 1940.56 7 0 {10.84 32.239 0 40.05 S3 S4 3.3 PH CNT 1024 589H{IAS{EA{2.013 DCM 6 72.3609,20000 1934.75 7 0 {19.52 58.045 0 40.164 S3 S5 3.3 PH CNT 1024 587F{I2C{EA{1.002 Fe{Ka 6.4 27.04,20000 739.64 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 124F{I2C{EA{11.007 Fe{Ka 6.4 29.07,20000 687.99 1 {2 0 {0.96 0 40 2C1 { 6 PH CNT 1024 115F{I2C{EA{11.008 Fe{Ka 6.4 29.92,20000 668.44 1 {4 0 {0.96 0 40 2C1 { 6 PH CNT 1024 112F{I2C{EA{11.009 Fe{Ka 6.4 27.21,20000 735.02 1 {6 0 {0.96 0 40 2C1 { 6 PH CNT 1024 123F{I2C{EA{11.010 Fe{Ka 6.4 29.01,20000 689.41 1 {10 0 {0.96 0 45 2C1 { 6 PH CNT 1024 115F{I2C{EA{11.011 Fe{Ka 6.4 28.48,20000 702.24 1 {15 0 {0.96 0 {30 2C1 { 6 PH CNT 1024 118F{I2C{EA{11.012 Fe{Ka 6.4 27.21,20000 735.02 1 {20 0 {0.96 0 {20 2C1 { 6 PH CNT 1024 123F{I2C{EA{12.007 Fe{Ka 6.4 48.01,20000 416.58 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.008 Fe{Ka 6.4 49.41,20000 404.77 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 68F{I2C{EA{12.009 Fe{Ka 6.4 44.94,20000 445.03 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 75F{I2C{EA{12.010 Fe{Ka 6.4 49.82,20000 401.44 1 {10 0 0 0 45 2C0 { 6 PH CNT 1024 67F{I2C{EA{12.011 Fe{Ka 6.4 48.91,20000 408.91 1 {15 0 0 0 {30 2C0 { 6 PH CNT 1024 69F{I2C{EA{12.012 Fe{Ka 6.4 49.93,20000 400.56 1 {20 0 0 0 {20 2C0 { 6 PH CNT 1024 67F{I2C{EA{2.002 Fe{Ka 6.4 49.63,20000 402.98 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 68H{IAI{EA{25.006 Fe{Ka 6.4 18.2752,10000 547.19 1 0 0 10.8 {2.7 40 I3 I3 3.3 PH CNT 1024 166H{IAI{EA{3.013 Fe{Ka 6.4 19.3036,10000 518.030 1 4.95 4.93 {14.163 14.225 40.02 I3 I0 3.3 PH CNT 1024 157H{IAI{EA{3.014 Fe{Ka 6.4 18.1770,10000 550.14 1 4.95 {3.74 10.733 14.225 40.016 I3 I1 3.3 PH CNT 1024 167H{IAI{EA{3.015 Fe{Ka 6.4 18.1842,10000 549.92 1 {3.76 4.93 {14.163 {10.781 40.016 I3 I2 3.3 PH CNT 1024 167H{IAS{EA{18.035 Fe{Ka 6.4 19.8577,10000 503.58 1 0 6.51 {18.675 0 40.017 S2 S2 3.3 PH CNT 1024 153H{IAS{EA{18.036 Fe{Ka 6.4 19.3990,10000 515.49 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 157F{I2C{EA{1.017 Fe{La 0.705 45.44,20000 440.14 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 74F{I2C{EA{11.025 Fe{La 0.705 45.21,20000 442.38 1 {2 0 {0.96 0 40 2C1 { 6 PH CNT 1024 74F{I2C{EA{11.026 Fe{La 0.705 48.51,20000 412.28 1 {4 0 {0.96 0 40 2C1 { 6 PH CNT 1024 69continued on next page



ACIS Calibration Report - January 15, 1999 306continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{EA{11.027 Fe{La 0.705 46.67,20000 428.54 1 {6 0 {0.96 0 40 2C1 { 6 PH CNT 1024 72F{I2C{EA{11.028 Fe{La 0.705 47.53,20000 420.78 1 {10 0 {0.96 0 45 2C1 { 6 PH CNT 1024 71F{I2C{EA{11.029 Fe{La 0.705 42.1,20000 475.05 1 {15 0 {0.96 0 {30 2C1 { 6 PH CNT 1024 80F{I2C{EA{11.030 Fe{La 0.705 40.34,20000 495.78 1 {20 0 {0.96 0 {20 2C1 { 6 PH CNT 1024 83F{I2C{EA{12.013 Fe{La 0.705 27.1,20000 738 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 124F{I2C{EA{12.014 Fe{La 0.705 26.17,20000 764.23 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 128F{I2C{EA{12.015 Fe{La 0.705 25.18,20000 794.28 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 133F{I2C{EA{12.016 Fe{La 0.705 25.38,20000 788.02 1 {10 0 0 0 45 2C0 { 6 PH CNT 1024 132F{I2C{EA{12.017 Fe{La 0.705 27.21,20000 735.02 1 {15 0 0 0 {30 2C0 { 6 PH CNT 1024 123F{I2C{EA{12.018 Fe{La 0.705 26.07,20000 767.16 1 {20 0 0 0 {20 2C0 { 6 PH CNT 1024 128F{I2C{EA{2.005 Fe{La 0.705 27.24,20000 734.21 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 123H{IAI{EA{24.013 Fe{La 0.705 38.3593,10000 260.69 1 4.95 4.93 {14.163 14.225 40.02 I3 I0 3.3 PH CNT 1024 79H{IAI{EA{24.014 Fe{La 0.705 39.0007,10000 256.4 1 4.95 {3.74 10.733 14.225 40.016 I3 I1 3.3 PH CNT 1024 78H{IAI{EA{24.015 Fe{La 0.705 39.0064,10000 256.36 1 {3.76 4.93 {14.163 {10.781 40.016 I3 I2 3.3 PH CNT 1024 78H{IAI{EA{25.003 Fe{La 0.705 31.0882,10000 321.66 1 0 0 10.8 {2.7 40 I3 I3 3.3 PH CNT 1024 98H{IAS{EA{24.035 Fe{La 0.705 38.7572,10000 258.01 1 0 6.51 {18.675 0 40.017 S2 S2 3.3 PH CNT 1024 79H{IAS{EA{24.036 Fe{La 0.705 37.0485,10000 269.91 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 82F{I2C{EA{1.009 Mg{Ka 1.254 47.21,20000 423.63 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 71F{I2C{EA{1.029 Mg{Ka 1.254 40.8,20000 490.19 1 0 0 0 0 40 2C0 { 6 PH CNT 1024 82G{I2C{EA{1.010 Mo{La 2.293 45.2022,20000 442.45 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 74F{I2C{EA{2.012 Ni{La 0.852 29.19,20000 685.16 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 115F{I2C{EA{2.020 Ni{La 0.852 49.53,20000 403.79 1 0 0 0 0 40 2C1 { 6 PH CNT 1024 68F{I2C{EA{1.005 O{Ka 0.5249 41.31,20000 484.14 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 81F{I2C{EA{11.037 O{Ka 0.5249 41.1,20000 486.61 1 {2 0 {0.96 0 40 2C1 { 6 PH CNT 1024 82F{I2C{EA{11.038 O{Ka 0.5249 43.66,20000 458.08 1 {4 0 {0.96 0 40 2C1 { 6 PH CNT 1024 77F{I2C{EA{11.039 O{Ka 0.5249 42,20000 476.19 1 {6 0 {0.96 0 40 2C1 { 6 PH CNT 1024 80F{I2C{EA{11.040 O{Ka 0.5249 42.36,20000 472.14 1 {10 0 {0.96 0 45 2C1 { 6 PH CNT 1024 79F{I2C{EA{11.041 O{Ka 0.5249 41.28,20000 484.49 1 {15 0 {0.96 0 {30 2C1 { 6 PH CNT 1024 81F{I2C{EA{11.042 O{Ka 0.5249 45.72,20000 437.44 1 {20 0 {0.96 0 {20 2C1 { 6 PH CNT 1024 73F{I2C{EA{12.025 O{Ka 0.5249 28.14,20000 710.73 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 119F{I2C{EA{12.026 O{Ka 0.5249 27.17,20000 736.1 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 123F{I2C{EA{12.027 O{Ka 0.5249 29.05,20000 688.46 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 115F{I2C{EA{12.028 O{Ka 0.5249 29.59,20000 675.9 1 {10 0 0 0 45 2C0 { 6 PH CNT 1024 113F{I2C{EA{12.029 O{Ka 0.5249 29.13,20000 686.57 1 {15 0 0 0 {30 2C0 { 6 PH CNT 1024 115F{I2C{EA{12.030 O{Ka 0.5249 28.2,20000 709.22 1 {20 0 0 0 {20 2C0 { 6 PH CNT 1024 119F{I2C{EA{2.007 O{Ka 0.5249 28.29,20000 706.96 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 118H{IAI{EA{24.001 O{Ka 0.5249 37.3352,10000 267.84 1 4.95 4.93 {14.163 14.225 40.02 I3 I0 3.3 PH CNT 1024 82H{IAI{EA{24.002 O{Ka 0.5249 37.9586,10000 263.44 1 4.95 {3.74 10.733 14.225 40.016 I3 I1 3.3 PH CNT 1024 80H{IAI{EA{24.003 O{Ka 0.5249 37.9641,10000 263.4 1 {3.76 4.93 {14.163 {10.781 40.016 I3 I2 3.3 PH CNT 1024 80H{IAI{EA{24.004 O{Ka 0.5249 38.6796,10000 258.53 1 {3.76 {3.74 10.733 {10.781 40.011 I3 I3 3.3 PH CNT 1024 79H{IAI{EA{25.001 O{Ka 0.5249 30.4905,10000 327.97 1 0 0 10.8 {2.7 40 I3 I3 3.3 PH CNT 1024 100H{IAS{EA{24.021 O{Ka 0.5249 37.7219,10000 265.09 1 0 6.51 {18.675 0 40.017 S2 S2 3.3 PH CNT 1024 81H{IAS{EA{24.022 O{Ka 0.5249 36.6008,10000 273.21 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 83H{IAI{EA{25.004 Si{Ka 1.739 39.6983,10000 251.9 1 0 0 10.8 {2.7 40 I3 I3 3.3 PH CNT 1024 77H{IAI{EA{3.007 Si{Ka 1.739 39.7868,10000 251.34 1 4.95 4.93 {14.163 14.225 40.02 I3 I0 3.3 PH CNT 1024 77H{IAI{EA{3.008 Si{Ka 1.739 36.4065,10000 274.67 1 4.95 {3.74 10.733 14.225 40.016 I3 I1 3.3 PH CNT 1024 84H{IAI{EA{3.009 Si{Ka 1.739 36.4118,10000 274.63 1 {3.76 4.93 {14.163 {10.781 40.016 I3 I2 3.3 PH CNT 1024 84H{IAS{EA{18.028 Si{Ka 1.739 36.1793,10000 276.4 1 0 6.51 {18.675 0 40.017 S2 S2 3.3 PH CNT 1024 84H{IAS{EA{18.029 Si{Ka 1.739 37.9455,10000 263.53 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 80F{I2C{EA{1.004 Ti{Ka 4.51 29.13,20000 686.57 1 0 0 {0.96 0 40 2C1 { 6 PH CNT 1024 115F{I2C{EA{11.019 Ti{Ka 4.51 28.61,20000 699.05 1 {2 0 {0.96 0 40 2C1 { 6 PH CNT 1024 117F{I2C{EA{11.020 Ti{Ka 4.51 27.46,20000 728.33 1 {4 0 {0.96 0 40 2C1 { 6 PH CNT 1024 122F{I2C{EA{11.021 Ti{Ka 4.51 29,20000 689.65 1 {6 0 {0.96 0 40 2C1 { 6 PH CNT 1024 115F{I2C{EA{11.022 Ti{Ka 4.51 28.33,20000 705.96 1 {10 0 {0.96 0 45 2C1 { 6 PH CNT 1024 118F{I2C{EA{11.023 Ti{Ka 4.51 28.72,20000 696.37 1 {15 0 {0.96 0 {30 2C1 { 6 PH CNT 1024 117F{I2C{EA{11.024 Ti{Ka 4.51 27.73,20000 721.24 1 {20 0 {0.96 0 {20 2C1 { 6 PH CNT 1024 121F{I2C{EA{12.019 Ti{Ka 4.51 48.58,20000 411.69 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 69F{I2C{EA{12.020 Ti{Ka 4.51 46.63,20000 428.9 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 72F{I2C{EA{12.021 Ti{Ka 4.51 49.24,20000 406.17 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 68F{I2C{EA{12.022 Ti{Ka 4.51 48.12,20000 415.62 1 {10 0 0 0 45 2C0 { 6 PH CNT 1024 70F{I2C{EA{12.023 Ti{Ka 4.51 48.77,20000 410.08 1 {15 0 0 0 {30 2C0 { 6 PH CNT 1024 69F{I2C{EA{12.024 Ti{Ka 4.51 47.09,20000 424.71 1 {20 0 0 0 {20 2C0 { 6 PH CNT 1024 71F{I2C{EA{2.004 Ti{Ka 4.51 49.47,20000 404.28 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 68continued on next page



ACIS Calibration Report - January 15, 1999 307continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{EA{12.049 Ti{La 0.4522 49.04,20000 407.83 1 {2 0 0 0 40 2C0 { 6 PH CNT 1024 68F{I2C{EA{12.050 Ti{La 0.4522 47.35,20000 422.38 1 {4 0 0 0 40 2C0 { 6 PH CNT 1024 71F{I2C{EA{12.051 Ti{La 0.4522 45.56,20000 438.98 1 {6 0 0 0 40 2C0 { 6 PH CNT 1024 74F{I2C{EA{12.052 Ti{La 0.4522 46.41,20000 430.94 1 {10 0 0 0 45 2C0 { 6 PH CNT 1024 72F{I2C{EA{12.053 Ti{La 0.4522 45.68,20000 437.82 1 {15 0 0 0 {30 2C0 { 6 PH CNT 1024 73F{I2C{EA{12.054 Ti{La 0.4522 49.14,20000 407 1 {20 0 0 0 {20 2C0 { 6 PH CNT 1024 68F{I2C{EA{2.009 Ti{La 0.4522 28.02,20000 713.77 1 0 0 {0.96 0 40 2C0 { 6 PH CNT 1024 119Table 6.4: E�ective Area Tests6.1.6 Count-Rate LinearityCount-rate Linearity (Pileup) tests measure the e�ect of increasing the level of photons perpixel on the PSF, the EA, source centroiding, and photon detection. We used two methodsto vary photon density: longer readout times for constant beam ux, and brighter beamux at constant readout times. The data are being compared to see if the pileup is di�erentbetween these two methods. For FI chips, this test was repeated at medium energy (Al K)for minimum event splitting and at high energy (Cu K) for maximum event splitting. ForBI chips, it was repeated at medium energy (Al K) for minimum event splitting and highenergy (Cu K) for comparison with FI; we added low energy (O K) and ultra low energy(C K) for maximum BI event splitting. It was important to repeat these tests separatelyfor each chip because the results depend intimately on the event splitting characteristics ofthe chip.TRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{CR{1.001 Al{Ka 1.486 9.04,20000 2212.39 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 384F{I2C{CR{1.002 Al{Ka 1.486 9.04,20000 2212.39 1 0 0 0 0 0 2C1 { 0.227 PH CNT 38 390F{I2C{CR{1.003 Al{Ka 1.486 9.04,20000 2212.39 1 0 0 0 0 0 2C1 { 0.318 PH CNT 54 387F{I2C{CR{1.004 Al{Ka 1.486 9.04,20000 2212.39 1 0 0 0 0 0 2C1 { 0.66 PH CNT 114 373F{I2C{CR{1.005 Al{Ka 1.486 2.74,20000 7299.27 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 1267F{I2C{CR{1.006 Al{Ka 1.486 28.82,20000 693.96 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 121F{I2C{CR{1.007 Al{Ka 1.486 54.23,20000 368.8 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 64F{I2C{CR{1.015a Al{Ka 1.486 0.95,10000 21052.6 2 0 0 0 0 0 2C1 { 0.113 PH CNT 18 3654F{I2C{CR{2.001a Al{Ka 1.486 9.16,20000 2183.41 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 379F{I2C{CR{2.002 Al{Ka 1.486 9.16,20000 2183.41 1 0 0 0 0 0 2C0 { 0.227 PH CNT 38 385F{I2C{CR{2.003 Al{Ka 1.486 9.16,20000 2183.41 1 0 0 0 0 0 2C0 { 0.318 PH CNT 54 382F{I2C{CR{2.004 Al{Ka 1.486 9.16,20000 2183.41 1 0 0 0 0 0 2C0 { 0.66 PH CNT 114 368F{I2C{CR{2.005 Al{Ka 1.486 2.87,20000 6968.64 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 1210F{I2C{CR{2.006 Al{Ka 1.486 27.16,20000 736.37 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 128F{I2C{CR{2.007 Al{Ka 1.486 56.79,20000 352.17 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 62F{I2C{CR{2.029 Al{Ka 1.486 18.32,10000 1091.7 2 0 0 0 0 0 2C0 { 0.113 PH CNT 18 190H{IAI{CR{1.001 Al{Ka 1.486 2.9392,20000 6804.57 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 2062H{IAI{CR{1.003 Al{Ka 1.486 9.3359,20000 2142.27 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 650H{IAI{CR{1.005 Al{Ka 1.486 29.7500,20000 672.26 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 204H{IAI{CR{1.007 Al{Ka 1.486 55.9798,20000 357.27 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 109H{IAS{CR{1.002 Al{Ka 1.486 2.9340,20000 6816.63 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 2066H{IAS{CR{1.004 Al{Ka 1.486 9.1315,20000 2190.21 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 664H{IAS{CR{1.006 Al{Ka 1.486 29.0987,20000 687.31 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 209H{IAS{CR{1.008 Al{Ka 1.486 54.7544,20000 365.26 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 111F{I2C{CR{2.022 C{Ka 0.277 9.2,20000 2173.91 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 378F{I2C{CR{2.023 C{Ka 0.277 9.2,20000 2173.91 1 0 0 0 0 0 2C0 { 0.227 PH CNT 38 384F{I2C{CR{2.024 C{Ka 0.277 9.2,20000 2173.91 1 0 0 0 0 0 2C0 { 0.318 PH CNT 54 380F{I2C{CR{2.025 C{Ka 0.277 9.2,20000 2173.91 1 0 0 0 0 0 2C0 { 0.66 PH CNT 114 366F{I2C{CR{2.026 C{Ka 0.277 2.88,20000 6944.44 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 1206continued on next page



ACIS Calibration Report - January 15, 1999 308continued from previous pageTRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{CR{2.026a C{Ka 0.277 2.88,20000 6944.44 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 1206F{I2C{CR{2.026b C{Ka 0.277 2.88,20000 6944.44 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 1206F{I2C{CR{2.027 C{Ka 0.277 26.78,20000 746.82 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 130F{I2C{CR{2.027a C{Ka 0.277 26.78,20000 746.82 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 130F{I2C{CR{2.027b C{Ka 0.277 26.78,20000 746.82 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 130F{I2C{CR{2.027c C{Ka 0.277 26.78,20000 746.82 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 130F{I2C{CR{2.028a C{Ka 0.277 58.26,20000 343.28 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 60F{I2C{CR{2.028b C{Ka 0.277 58.26,20000 343.28 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 60F{I2C{CR{2.028c C{Ka 0.277 58.26,20000 343.28 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 60F{I2C{CR{2.028d C{Ka 0.277 58.26,20000 343.28 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 60F{I2C{CR{1.008 Cu{Ka 8.030 9.33,20000 2143.62 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 372F{I2C{CR{1.009 Cu{Ka 8.030 9.33,20000 2143.62 1 0 0 0 0 0 2C1 { 0.227 PH CNT 38 378F{I2C{CR{1.010 Cu{Ka 8.030 9.33,20000 2143.62 1 0 0 0 0 0 2C1 { 0.318 PH CNT 54 375F{I2C{CR{1.011 Cu{Ka 8.030 9.33,20000 2143.62 1 0 0 0 0 0 2C1 { 0.66 PH CNT 114 361F{I2C{CR{1.012 Cu{Ka 8.030 2.93,20000 6825.94 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 1185F{I2C{CR{1.013 Cu{Ka 8.030 27.7,20000 722.02 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 126F{I2C{CR{1.014 Cu{Ka 8.030 57.91,20000 345.36 1 0 0 0 0 0 2C1 { 0.113 PH CNT 18 60F{I2C{CR{1.016 Cu{Ka 8.030 0.91,10000 21978 2 0 0 0 0 0 2C1 { 0.113 PH CNT 18 3814F{I2C{CR{2.008 Cu{Ka 8.030 9.54,20000 2096.44 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 364F{I2C{CR{2.009 Cu{Ka 8.030 9.54,20000 2096.44 1 0 0 0 0 0 2C0 { 0.227 PH CNT 38 370F{I2C{CR{2.010 Cu{Ka 8.030 9.54,20000 2096.44 1 0 0 0 0 0 2C0 { 0.318 PH CNT 54 367F{I2C{CR{2.011 Cu{Ka 8.030 9.54,20000 2096.44 1 0 0 0 0 0 2C0 { 0.66 PH CNT 114 353F{I2C{CR{2.012 Cu{Ka 8.030 2.99,20000 6688.96 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 1161F{I2C{CR{2.013 Cu{Ka 8.030 28.31,20000 706.46 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 123F{I2C{CR{2.014 Cu{Ka 8.030 59.2,20000 337.83 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 59F{I2C{CR{2.030 Cu{Ka 8.030 0.94,10000 21276.6 2 0 0 0 0 0 2C0 { 0.113 PH CNT 18 3692F{I2C{CR{2.015 O{Ka 0.5249 8.5,20000 2352.94 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 409F{I2C{CR{2.016 O{Ka 0.5249 8.5,20000 2352.94 1 0 0 0 0 0 2C0 { 0.227 PH CNT 38 415F{I2C{CR{2.017 O{Ka 0.5249 8.5,20000 2352.94 1 0 0 0 0 0 2C0 { 0.318 PH CNT 54 412F{I2C{CR{2.018 O{Ka 0.5249 8.5,20000 2352.94 1 0 0 0 0 0 2C0 { 0.66 PH CNT 114 397F{I2C{CR{2.019 O{Ka 0.5249 2.72,20000 7352.94 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 1276F{I2C{CR{2.020 O{Ka 0.5249 27.39,20000 730.19 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 127F{I2C{CR{2.021 O{Ka 0.5249 56.71,20000 352.67 1 0 0 0 0 0 2C0 { 0.113 PH CNT 18 62H{IAI{CR{1.009 O{Ka 0.5249 2.7596,20000 7247.43 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 2197H{IAI{CR{1.011 O{Ka 0.5249 9.7710,20000 2046.87 1 0 0 0 0 0 I3 I3 0.1 PH CNT 38 621H{IAS{CR{1.010 O{Ka 0.5249 2.8086,20000 7120.99 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 2158H{IAS{CR{1.012 O{Ka 0.5249 9.3034,20000 2149.75 1 0 0 0 0 0 S3 S3 0.1 PH CNT 38 652Table 6.5: Count-rate Linearity Tests6.1.7 Spatial LinearityThe Spatial Linearity tests consist of moving the PSF across chips to determine that thedesired motion converts properly from the spatial domain to the CCD pixel domain. Alsolook for PSF variation indicating that the CCD chips are tilted with respect to the HRMAaxis.TRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesH{IAI{SL{1.001 O{Ka 0.5249 5.7696,1730.88 1900 1 0 0 0 0 0 I3 I3 3.3 PH CNT 1024 576H{IAS{SL{1.002 O{Ka 0.5249 5.6467,1694.01 900 1 0 0 0 0 0 S3 S3 3.3 PH CNT 1024 273Table 6.6: Spatial Linearity Tests6.1.8 Flight Contamination MonitorIn the Flight Contamination Monitor tests, we position the ACIS or ACIS-2C at in�niteconjugate focus and observe the Forward Contamination Cover sources (Mn K and Ag L)



ACIS Calibration Report - January 15, 1999 309reecting o� the mirrors over both BI and FI chips. This allowed the facility to monitor theHRMA for contamination buildup throughout XRCF testing and baselines the radiationsource spectra for on-orbit contamination monitoring.TRW ID source energy FP Rate,Total Cts Int time mult pitch yaw yo� zo� Defocus Focal HST frametime proc mode rows framesF{I2C{RC{72.001 Al{Ka 1.486 9297.08,2789124 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501H{IAS{RC{1.001 Al{Ka 1.486 70133,1.122e+08 1600 1 0 0 0 0 200 S3 I3 3.3 PH CNT 1024 485F{I2C{RC{72.002 Cu{Ka 8.030 905.52,271656 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501F{I2C{RC{72.044 Cu{Ka 8.030 1018.72,305616 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501G{I2C{RC{72.044 Cu{Ka 8.030 1018.7211,305616 3000 10 0 0 {3.17 0 195 2C0 { 6 PH CNT 1024 501H{IAS{RC{1.005 Cu{Ka 8.030 69509,2.0853e+08 3000 1 0 0 0 0 200 S3 I3 3.3 PH CNT 1024 910H{IAS{RC{1.004 Fe{La 0.705 18461,5.538e+07 3000 1 0 0 0 0 200 S3 I3 3.3 PH CNT 1024 910H{IAI{RC{8.002 HIREF{W 0.68877 88.8022,266407 3000 1 0 0 0 0 40 I I3 3.3 PH CNT 1024 910H{IAS{RC{8.001 HIREF{W 0.68877 88.8022,266407 3000 1 0 0 0 0 40 S3 S3 3.3 PH CNT 1024 910F{I2C{RC{72.004 Mg{Ka 1.254 5299.79,1589937 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501G{I2C{RC{72.004 Mg{Ka 1.254 5299,1.589e+06 3000 10 0 0 {3.17 0 195 2C0 { 6 PH CNT 1024 501G{I2C{RC{72.046 Mo{La 2.293 2368.7061,710612 3000 10 0 0 {3.17 0 195 2C0 { 6 PH CNT 1024 501F{I2C{RC{72.022 Ni{La 0.852 42.22,12666 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501F{I2C{RC{72.008 O{Ka 0.5249 0,0 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501F{I2C{RC{72.042 O{Ka 0.5249 9969.84,2990952 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501F{I2C{RC{72.006 Si{Ka 1.739 149.44,44832 3000 10 {0 {0 {3.17 0 195 2C0 { 6 PH CNT 1024 501F{I2C{RC{72.016 Ti{Ka 4.51 432.76,129828 3000 10 {0 {0 {4.38 5.64 195 2C1 { 6 PH CNT 1024 501Table 6.7: Flight Contamination Monitor Tests6.2 HRMA/ACIS E�ective Area and Energy Resolu-tionUsing an automated event �ltering software package developed at PSU, we have analyzeda subset of the XRCF calibration data to investigate the dependence of the e�ective areaand energy response of ACIS/HRMA as a function of grade selection, split event threshold,CCD and CCD ampli�er, o�-axis angle and region of interest on the ACIS focal plane.The main goal of this study is to facilitate selection of the appropriate ACIS parametersthat optimize a desired feature in an observed ACIS spectrum. This work may also guideobservers in selecting the appropriate CCD for the observation. Optimizing a particularfeature in an ACIS observation in general may require making a trade-o� between e�ectivearea and energy resolution of AXAF/ACIS. The present analysis will facilitate the selectionof the appropriate grades, CCD, CCD ampli�er and split event thresholds needed to attainthe optimal point. As an illustration of the e�ectiveness of this approach we will presentseveral case studies of typical astrophysical source spectra in which we enhance a particularscienti�c feature in the observed ACIS spectrum by the appropriate selection of ACISparameters.



ACIS Calibration Report - January 15, 1999 3106.2.1 Analysis TechniqueAn e�ective area measurement entails determining the ratio of the X-ray line count rateRFP measured by the ACIS focal plane detector to the X-ray line ux FBND incident onthe HRMA as measured by a beam normalization detector.We de�ne as the e�ective area Aeff of the HRMA/ACIS combination the quantity:Aeff = RFPRBNDABNDwhere ABND is the area of the BND normalization detector.The e�ective area measurements performed at the XRCF were made in a defocusedmode with ACIS moved approximately 40 mm away from the optimal focus position in thedirection of the X-ray source. Operating in the defocused mode resulted in the reductionof pileup by means of spreading the X-ray image over many CCD pixels. In several mea-surements the image was defocused onto 2 adjacent segments of a CCD that were read outby di�erent CCD ampli�ers. Because of slight di�erences in the properties of the CCDampli�ers, the spectra corresponding to each ampli�er were analyzed separately and theresults combined to produce the total detected ACIS event rate over the selected spatialregion of interest (ROI).In the present analyses we have made use of incident source spectra produced by electronimpact point sources (EIPS) for photon energies below 3 keV. For photon energies of 3 keVand above we have incorporated incident source spectra produced by the combination ofthe EIPS with a double crystal monochromator (DCM). The extraction of the X-ray linecount rate detected by ACIS simply entails determining the number of counts in a region ofinterest around the X-ray line. The incident X-ray ux levels were high enough to producenoticeable pile-up in the ACIS spectra despite defocusing. Pile-up occurs whenever two ormore photons are incident within either adjacent CCD pixels or with only one empty pixelbetween events, and are detected within a single CCD readout cycle. In such an instancethe ACIS electronics will regard these as a single event with an amplitude given by thesum of the charge in the 3x3 neighborhood of the pixel with the maximum detected charge.The manifestation of pile-up in the ACIS spectra is the appearance of \pile-up lines" atenergies that are multiples of the incident line energy. In addition to these lines a portionof the charge from the multiple events will not be recorded in the 3x3 island resulting intails below the pile-up lines. Another consequence of pile-up is grade migration. In grademigration the X-ray events are detected, but the grade distribution is altered by the e�ectsof multiple photons in close proximity.For the analysis of ACIS spectra we have considered ROI's that include the Si escapepeak (if present), the main X-ray line and pile-up lines. The number of events, Npile�up;ndetected in the n'th pile-up line are multiplied by n+1. We estimate the detected ACIS



ACIS Calibration Report - January 15, 1999 311count rate with the expression:RACIS = Nescape +Nline +P (n + 1) �Npile�up;ntlive (6.1)where tlive in the total integration time. Due to dropped CCD frames tlive is determinedas the product of the frame readout time of 3.341 sec and the number of processed CCDframes. For the present analysis we have not made any corrections for grade migration dueto pile-up.6.2.2 Filtering of ACIS EventsThe e�ective area of the HRMA/ACIS combination at a given energy does not have aunique value but in general is a function of several parameters, the values of which areselected based on the scienti�c goals of a particular ACIS observation and the nature of theobserved spectrum. As an example, in some situations an observer may wish to sacri�ceenergy resolution for increased e�ective area by accepting a larger number of ACIS grades.We therefore have determined the e�ective area and energy resolution (FWHM) of ACISas a function of split event threshold, CCD grade, and o�-axis angles.For the reduction of ACIS data acquired at XRCF we have made use of the interactivetool named Event Browser (EB) and an automated event �ltering tool named AcisFilterbased on EB. The interactive tool is used to initially inspect each event �le to be processedand to determine the spectral ROI's, the good time intervals and the centroid of the focussedbeam on the CCD. The automated event �ltering tool is used to �lter ACIS events by grade,time, split event thresholds, and circular or rectangular spatial regions for a given ampli�erof a given CCD. It also computes the CCD ontime, tlive, for �ltered events.To reduce the data processing time and to allow the addition of possible future enhance-ments without having to manually repeat all the steps we have incorporated the variousinput parameters (ie. ACIS event �lenames, split event thresholds, grade selections, ROI'sin spectral, spatial and time domain) in parameter �les that are read in by the event�ltering software tool.6.2.3 X-ray Line Flux Density at HRMA EntranceAs described in section 6.2.1 an absolute e�ective area measurement requires a normaliza-tion to the X-ray ux density at the HRMA entrance. For DCM measurements in the 3 to10 keV range the X-ray beam incident on the HRMA was measured to be non-uniform atapproximately the 10% level. We have estimated the incident ux by taking the averageof the four BND's at the HRMA location. Higher spectral orders from the DCM are notexpected to be present in the 3 to 10 keV range. The quantum e�ciency values and openareas for the BND counters were provided by SAO.



ACIS Calibration Report - January 15, 1999 312For the present reduction of the BND spectra we have chosen a region of interestapproach. The extracted X-ray line count rate is divided by the quantum e�ciency of theBND at the X-ray line energy.6.2.4 E�ective Area and Energy Resolution vs. Grade Selection;Pre-launch ResultsThe HRMA/ACIS e�ective area and energy resolution were calculated for the ASCA gradeselections g0, g01, g012, g0123, g01234, g012345, g02346.1 We also considered the specialcase of including all grades except ACIS grade 255. ACIS 255 (which corresponds to alleight neighbors of the central pixel being above the Split Event Threshold) is considered tocontain mostly events that result from interactions of cosmic ray particles with ACIS (andnot X-ray photons). Figure 6.1 and �gure 6.2 show the dependence of e�ective area withgrade selection for ACIS CCD's I1 and S3. Tables 6.8 and 6.9 provide numerical forms ofthe results.The e�ective area measurements for the FI and BI devices presented here were madewith HRMA (Pitch,Yaw) values of (5',-3.7') and (0,0) respectively. For the purpose ofcomparing FI with BI performance we present in Table 6.10 a list of HRMA e�ective areacorrection factors for converting the o�-axis (5',-3.7') FI e�ective areas to on-axis ones.Energy HRMA EA HRMA EA Correction Factoro�-axis on-axiskeV cm2 cm20.277 766.71863 812.18695 0.94400.525 737.62781 781.42084 0.94400.93 740.83380 784.86621 0.94391.4867 732.67267 776.44696 0.94363 418.14990 445.54376 0.93854 432.86209 465.34161 0.93025 379.03247 417.80930 0.90726 251.41301 295.91565 0.84967 144.60548 190.16235 0.7604Table 6.10: HRMA E�ective Area (EA) Correction Factors for a HRMA Pitch Angle of 5arcmin and a HRMA Yaw Angle of -3.7 arcmin.The HRMA e�ective area o�-axis correction factor is de�ned as the ratio of the o�-axise�ective area to the on-axis value.1Event grades are a characteristic of each event recognized by the ACIS software. They are criticallyimportant for separating X-ray produced events from non-X-ray events. The full ACIS grade informationis reported as an eight-bit integer (0-255), but typically users analyze data by combining the grades intolarger categories. Commonly used are the grade categories de�ned by the ASCA satellite processing.Fuller descriptions of grades can be found in Appendix A, a document on ACIS Gradesby Kenny Glotfelty of the ASC, and the ACIS Operations Manual, SOP-01. (See alsohttp://www.astro.psu.edu/xray/docs/sop/.)
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Figure 6.1: E�ective Area vs. Energy and Grade Selection for ACIS CCD I1 calculated forgrade selections of g0, g01, g02, g023, g01234, g012345, g02346, all grades - ACIS255Energy E�ective Areag0 g01 g02 g023 g01234 g012345 g02346 all - ACIS(255)keV cm2 cm2 cm2 cm2 cm2 cm2 cm2 cm20.277 2.33 2.33 2.37 2.37 2.38 2.38 2.38 2.380.525 96.82 101.15 106.49 109.60 117.11 118.37 118.87 118.960.93 283.51 289.22 309.47 317.53 330.60 333.30 334.75 335.311.4867 412.15 426.40 480.60 506.20 545.22 558.62 570.06 572.623 213.56 217.10 248.15 260.79 276.30 279.77 286.28 287.234 204.53 216.40 260.17 280.58 312.61 326.90 345.91 351.005 136.17 151.35 193.68 215.76 253.12 277.71 320.80 341.086 51.96 60.69 81.09 92.91 112.95 130.95 168.88 207.707 21.77 25.13 35.76 40.97 49.48 56.26 79.82 109.908 8.93 9.98 14.83 17.05 20.28 22.62 34.23 52.959 3.60 4.03 6.00 6.96 8.34 9.00 14.44 23.77The e�ective area values listed in this table apply for CCD ID = 1, a HRMA Pitch angle of 5 arcmin, a HRMA Yaw angleof -3.7 arcmin, and a split event threshold of 13 adu. Events within the entire CCD were considered.Table 6.8: E�ective Area vs. Energy and Grade Selection for CCD I1The �rst signi�cant result is that the HRMA/ACIS e�ective area varies considerablywith grade selection for both front illuminated (FI) and back illuminated (BI) CCD's. Apossible use of this e�ect is in the analysis of grating observations of faint objects whereCCD energy resolution only inuences the separation of overlapping spectral orders. Theexclusion of only ACIS grade 255 will result in a relatively high e�ective area and a highersignal to noise spectrum of the faint object.Figure 6.3 and �gure 6.4 show the dependence of energy resolution with grade selectionfor ACIS CCD's I1 and S3. (Tables 6.11 and 6.12 give numeric values of this data.) Theenergy resolution for FI chips is fairly insensitive to grade selection in the 3-6 keV range.For energies above 6 keV the exclusion of grades begins to improve energy resolution forFI chips. In the energy range of 3-9 keV investigated so far, the energy resolution for back
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Figure 6.2: E�ective Area vs. Energy for ACIS CCD S3 calculated for grade selections ofg0, g01, g02, g023, g01234, g012345, g02346, all grades - ACIS255Energy E�ective Areag0 g01 g02 g023 g01234 g012345 g02346 all - ACIS(255)keV cm2 cm2 cm2 cm2 cm2 cm2 cm2 cm20.277 109.09 113.72 137.46 149.75 166.9 167.65 168.43 168.490.522 141.25 147.66 236.67 279.46 330.76 354.62 394.43 405.341.4867 154.10 160.54 305.89 373.49 451.76 480.94 591.09 611.303 39.15 40.90 119.42 155.51 196.07 209.37 348.93 380.834 32.02 35.22 92.73 115.54 148.12 170.75 307.53 387.585 26.06 29.64 67.36 80.18 104.11 125.00 224.27 322.956 15.96 18.27 39.48 46.06 59.37 73.77 129.18 204.347 12.68 14.15 29.06 33.79 43.54 51.44 87.31 125.038 5.98 6.42 13.10 14.90 19.23 22.23 37.13 51.089 3.50 3.77 8.14 9.22 12.11 14.01 24.54 32.72The e�ective area values listed in this table apply for CCD ID = 7, a HRMA Pitch angle of 0 arcmin, a HRMA Yaw angleof 0 arcmin, and a split event threshold of 13 adu. Events within the entire CCD were considered.Table 6.9: E�ective Area vs. Energy for CCD S3sided CCD's improves signi�cantly with the exclusion of grades.A possible astrophysical observation in which this e�ect may be exploited is ACISimaging of a bright source with the BI chip. For bright sources imaged on a BI chip it maybe desirable to sacri�ce source counts for spectral resolution by selecting only single events.
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Figure 6.3: Energy Resolution (FWHM) vs. Energy for ACIS CCD I1 calculated for gradeselections of g0, g01, g012, g0123, g01234, g012345, g02346, all grades - ACIS255Energy Energy Resolutiong0 g01 g012 g0123 g01234 g012345 g02346 all - ACIS(255)keV eV eV eV eV eV eV eV eV3 89.40 89.86 90.10 90.08 89.78 90.03 90.59 90.194 100.80 101.57 103.14 103.17 103.00 102.81 103.59 103.675 115.21 114.78 115.44 115.92 116.01 116.19 116.50 116.526 126.29 126.06 129.75 130.70 132.07 133.08 134.67 134.447 137.47 138.59 141.74 142.48 143.12 146.60 151.75 151.848 139.43 141.91 146.13 148.93 152.01 154.79 164.02 165.799 158.36 154.01 165.58 167.14 168.19 175.50 188.22 196.76The energy resolution (FWHM) values listed in this table apply for CCD ID = 1, a HRMA Pitch angle of 5 arcmin, aHRMA Yaw angle of -3.7 arcmin, and a split event threshold of 13 adu. Events within the entire CCD were considered.Table 6.11: Energy Resolution vs. Energy for CCD I1
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Figure 6.4: Energy Resolution (FWHM) vs. Energy for ACIS CCD S3 calculated for gradeselections of g0, g01, g02, g023, g01234, g012345, g02346, all grades - ACIS255Energy Energy Resolutiong0 g01 g02 g023 g01234 g012345 g02346 all - ACIS(255)keV eV eV eV eV eV eV eV eV0.277 77.18 77.22 73.07 71.20 69.84 69.89 70.07 69.960.525 90.86 90.86 92.83 93.11 93.12 93.20 92.34 92.701.4867 98.11 97.41 99.14 98.0 99.66 99.93 102.10 102.433 119.18 120.74 133.01 128.95 133.87 134.82 137.55 139.114 130.11 131.13 139.07 140.48 142.43 143.16 149.48 151.175 142.36 142.98 161.41 159.14 163.89 165.92 173.58 177.656 148.95 149.94 171.94 169.68 172.56 174.57 184.27 190.277 157.89 157.48 182.49 180.67 183.12 184.56 193.79 197.968 180.15 178.86 203.08 200.06 200.22 200.50 205.97 211.799 192.39 191.20 204.37 202.54 200.05 200.75 207.44 216.57The energy resolution (FWHM) values listed in this table apply for CCD ID = 7, a HRMA Pitch angle of 0 arcmin, aHRMA Yaw angle of 0 arcmin, and a split event threshold of 13 adu. Events within the entire CCD were considered.Table 6.12: Energy Resolution vs. Energy for CCD S3



ACIS Calibration Report - January 15, 1999 3176.2.5 E�ective Area and Energy Resolution vs. Split Event Thresh-oldThe HRMA/ACIS e�ective area and energy resolution were also evaluated for split eventthresholds of 5 to 15 adu in steps of 2 adu.

Figure 6.5: E�ective Area vs. Energy for ACIS CCD I1 calculated for split event thresholdsof 5, 7, 9, 11, 13 and 15 ADUEnergy E�ective Area5adu 7adu 9adu 11adu 13adu 15adukeV cm2 cm2 cm2 cm2 cm2 cm20.277 2.37 2.38 2.38 2.38 2.38 2.380.525 118.42 118.84 118.92 118.90 118.87 118.880.93 334.65 334.73 334.84 334.80 334.75 334.781.4867 569.80 570.06 570.10 570.06 570.06 570.033 284.07 286.06 286.15 286.31 286.28 286.34 339.75 344.87 345.65 345.87 345.91 346.145 305.37 315.73 318.24 319.62 320.80 321.606 137.45 153.44 161.07 165.56 168.88 171.717 52.08 63.97 71.07 75.96 79.82 82.868 19.66 25.06 28.67 31.63 34.23 36.319 8.12 10.19 11.75 13.13 14.44 15.63The e�ective area values listed in this table apply for CCD ID = 1, a HRMA Pitch angle of 5 arcmin, a HRMA Yaw angleof -3.7 arcmin, and grade selection of g02346. Events within the entire CCD were considered.Table 6.13: E�ective Area vs. Split Threshold for CCD I1Figure 6.5 and �gure 6.6 show the dependence of e�ective area with split event thresholdfor ACIS CCD's I1 and S3. Tabular versions of the data are listed in Tables 6.13 and 6.14.Figures 6.7 and 6.8 show the dependence of energy resolution with split event threshold forACIS CCD's I1 and S3. Tabular versions of the data are listed in Tables 6.15 and 6.16.These results indicate that the HRMA/ACIS e�ective area and energy resolution do notvary considerably with split event threshold for FI CCD's, whereas the BI chip performanceis signi�cantly di�erent, showing a signi�cant dependence on split event threshold.



ACIS Calibration Report - January 15, 1999 318

Figure 6.6: E�ective Area vs. Energy for ACIS CCD S3 calculated for split event thresholdsof 5, 7, 9, 11, 13 and 15 ADUEnergy E�ective Area5adu 7adu 9adu 11adu 13adu 15adukeV cm2 cm2 cm2 cm2 cm2 cm20.277 137.02 159.79 165.75 167.60 168.43 169.100.525 295.19 360.90 384.35 391.97 394.43 395.790.93 439.99 535.67 572.61 586.07 591.09 592.623 167.70 245.80 299.84 332.17 348.93 355.374 124.12 189.12 241.82 282.05 307.53 321.125 76.47 124.05 165.86 199.18 224.27 240.846 45.15 69.54 92.15 112.64 129.18 140.047 35.28 50.68 63.98 76.14 87.31 94.098 16.70 22.91 28.42 33.20 37.13 39.949 10.29 14.86 18.51 21.87 24.54 26.58The e�ective area values listed in this table apply for CCD ID = 7, a HRMA Pitch angle of 0 arcmin, a HRMA Yaw angleof 0 arcmin, and grade selection of g02346. Events within the entire CCD were considered.Table 6.14: E�ective Area vs. Split Threshold for CCD S3
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Figure 6.7: Energy Resolution (FWHM) vs. Energy for ACIS CCD I1 calculated for splitevent thresholds of 5, 7, 9, 11, 13 and 15 ADUEnergy Energy Resolution5adu 7adu 9adu 11adu 13adu 15adukeV eV eV eV eV eV eV0.277 45.97 46.30 44.86 45.33 45.68 44.850.525 55.59 55.42 54.64 54.64 54.73 55.190.93 60.38 60.25 60.83 60.58 60.98 61.221.4867 77.29 77.43 77.61 77.57 77.79 77.923 91.21 90.05 90.60 90.25 91.82 91.004 103.57 103.24 102.99 103.16 103.27 103.875 116.07 115.49 115.20 116.24 116.43 117.016 129.83 131.17 131.70 132.58 134.95 135.177 147.54 151.02 151.19 152.15 151.91 153.108 150.85 155.08 159.14 158.46 164.41 169.739 178.35 186.48 183.48 184.22 189.48 193.95The energy resolution values listed in this table apply for CCD ID = 1, a HRMA Pitch angle of 5 arcmin, a HRMA Yawangle of -3.7 arcmin, and grade selection of g02346. Events within the entire CCD were considered.Table 6.15: Energy Resolution vs. Split Threshold for CCD I1
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Figure 6.8: Energy Resolution (FWHM) vs. Energy for ACIS CCD S3 calculated for splitevent thresholds of 5, 7, 9, 11, 13 and 15 ADUEnergy Energy Resolution5adu 7adu 9adu 11adu 13adu 15adukeV eV eV eV eV eV eV0.277 43.35 62.63 62.57 66.68 70.07 76.640.525 83.09 80.60 82.10 86.62 92.34 98.310.93 99.03 96.89 95.71 98.30 102.10 108.683 130.55 135.66 139.76 139.35 137.55 138.214 146.38 150.33 152.01 150.78 149.48 150.505 162.78 171.01 175.40 176.75 173.58 171.246 167.08 177.24 182.56 186.36 184.27 182.227 178.56 191.37 195.14 195.39 193.79 186.538 192.94 195.28 202.41 206.32 205.97 199.899 172.92 187.21 195.52 204.09 207.44 207.28The energy resolution values listed in this table apply for CCD ID = 7, a HRMA Pitch angle of 0 arcmin, a HRMA Yawangle of 0 arcmin, and grade selection of g02346. Events within the entire CCD were considered.Table 6.16: Energy Resolution vs. Split Threshold for CCD S3



ACIS Calibration Report - January 15, 1999 3216.2.6 Scienti�c ApplicationsWe provide examples of the use of these results on e�ective area and energy resolution inthe design of speci�c observations.6.2.6.1 Case Study 1 : ACIS/HEG Observation of Fe-K� line pro�le in theSeyfert Galaxy NGC 4151The improved energy resolution of ACIS/HEG at 6.4 keV (compared to previously attain-able ASCA SIS resolution of about 180 eV) is needed to identify the presence of gravita-tional and Doppler e�ects and verify whether or not multiple reprocessors contribute tothe broadening of the Fe-K� line. For grating observations the intrinsic energy resolutionof a CCD is mostly used to separate spectral orders. For this case study we have sacri�cedintrinsic spectral resolution for increased e�ective area by excluding only ACIS grade 255events resulting in an e�ective area at 6.4kev of about 30 cm2. We considered a model forthe incident spectrum of NGC 4151 in the vicinity of the Fe line based on ASCA obser-vations, (see Table 6.17) and convolved it with the expected grating energy resolution ofabout 25 eV at 6.4 keV and added Poisson noise. The expected dependence of the e�ectivearea of the ACIS/HEG combination between 5 and 7 keV with grade is shown in �gure 6.9.In �gure 6.10a we show a simulation of the incident spectrum of NGC 4151 in the vicinityof the Fe-K� line. By excluding only grade 255 events in the analysis of the ACIS/HEGobservation of NGC4151 we maximize the e�ective area without compromizing the spectralresolution. Figure 6.10b shows a simulation of an ACIS/HEG observation of NGC 4151analyzed with di�erent grade selection schemes.
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Figure 6.9: Expected dependence of the e�ective area of the ACIS/HEG combinationbetween 5 and 7 keV with grade selection.Case Study 1: NGC4151Target z NH(Gal) logLax � WK� icm�2�1020 erg s�1 eVNGC 4151 0.003 2.2 42.97 1.52 290 21a Logarithm of X-ray luminosity from 2-10keVTable 6.17: Spectral Parameters of NGC 4151
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Figure 6.10: (a) Simulation of the incident spectrum of NGC 4151 in the vicinity of the Fe-K�line. (b) Simulation of an ACIS/HEG observation of NGC 4151 analyzed with di�erent gradeselection schemes.



ACIS Calibration Report - January 15, 1999 3246.2.6.2 Case Study 2 : ACIS-BI Observation of a Warm AbsorberWe investigated whether an appropriate selection of grades and split threshold could leadto improvements in resolving absorption features in quasar spectra. We considered anionizing incident quasar continuum transmitted through a warm absorber. The warmabsorber model used in this study consists of a simple power law spectrum incident onthe absorber with a photon index �� = 1.2. We chose an absorber with an ionizationparameter of 0.3, a column density of 5.�1022 cm�2 and a total hydrogen density of 8.�103cm�3. We convolved the simulated absorbed quasar spectrum with two di�erent spectralresolution functions. The �rst resolution function was created using the grade selectiong0 and a split threshold of 6 ADU. The second spectral resolution function was createdusing the grade selection g02346 and a split threshold of 13 ADU. A slight improvementin resolving the absorption features is achieved when selecting only single events and lowsplit thresholds, with the loss however of considerable e�ective area. Figure 6.11 showsthe modeled spectrum of an absorbed quasar convolved with the two di�erent spectralresolution functions mentioned above.

Figure 6.11: By selecting only single events and low split thresholds a slight improvementis achieved in resolving the absorption features in an absorbed quasar spectrum.



ACIS Calibration Report - January 15, 1999 3256.3 ACIS/HRMA Point Spread FunctionIn order to recover an accurate representation of the sky sampled by AXAF using ACIS, wemust understand how the combined HRMA + ACIS spatially redistributes the incomingphotons. This spatial redistribution function (the so-called point spread function, or PSF)is a combination of the HRMA PSF and the ACIS instrument's pixelization and detectione�ciency. The HRMA + ACIS combined PSF is a function of energy (or input spectrum),o�-axis angle, subpixel position, count rate (i.e. pileup), grade selection, ACIS operatingmode, and perhaps other quantities.Given the complexity of this problem, the ACIS team has concentrated on the issuesspeci�c to ACIS, attempting to assess how ACIS modi�es the HRMA PSF. We must, then,rely on the e�orts of the Mission Support Team to de�ne the HRMA PSF and stay inclose communication with them, reporting our ACIS modeling and data analysis resultsand receiving updated HRMA model output. We acknowledge that ACIS and ACIS-2Cdata from XRCF may be useful in re�ning the HRMA model but we do not propose totake this as the primary goal of our data analysis.Clearly the goal of PSF data analysis and modeling is to generate a model that predictsthe on-orbit HRMA + ACIS PSF. We will use the XRCF calibration data to re�ne andimprove our models of ACIS, then rely on MST's on-orbit HRMA model to predict HRMA+ ACIS on-orbit PSFs. We will strive to create a PSF generator, an engine that producesa PSF for a point source falling at any position on any ACIS pixel, given the aimpoint (todetermine o�-axis angle), the subpixel position of the point source, the source spectrumand energy bandwidth, the count rate, and a list of acceptable event grades. The formatof this model PSF should be the same as the dataset being modeled, namely an event list.The ideal system would allow a user to assemble a set of point sources to approximate anextended source.6.3.1 XRCF Measurements of ACIS/HRMA PSFEach XRCF Phase H PSF observation consists of photon-counting-mode data from anapproximately monochromatic source. The FAM was positioned so that the bulk of thePSF is contained within the boundaries of one ACIS ampli�er, so that most PSF photonshave the same gain. The system was fully cooled and focused before PSF measurementswere made. The PSF was measured at several energies, both on-axis and at several o�-axislocations (thus the PSF dataset involves all ACIS CCDs). The inner core of the PSF wassampled using a low ux rate (the \PI" tests); separate tests were made to populate thePSF wings (the \PW" tests) in a reasonable amount of time by increasing the ux. ThesePW tests sacri�ce information about the PSF core due to heavy pile-up.It is useful to note that other XRCF tests can be used in PSF analysis; the count ratelinearity tests and some focusing measurements also serve as PSF samples. In fact, thelowest-ux count rate linearity tests represent the best available PSF-core measurements,



ACIS Calibration Report - January 15, 1999 326as they su�er the least pile-up of the entire dataset. A summary of all XRCF PSF data ispresented in Section 6.1.4.6.3.2 The ACIS ModelModeling the ACIS device consists of estimating the spatially-dependent spectral transmis-sion function of the ACIS UV/optical blocking �lters (OBFs) and simulating the outputof the CCD detectors. The OBFs are described above (Sec. 5.1). The CCDs are simulatedusing a Monte Carlo technique and assuming a slab model of the devices. Details of thebasic model used at PSU are described in Section 7.1.As mentioned above, the SAOSAC HRMA model serves as the basis for our PSF anal-ysis; thus we are dependent on the �delity of this model for comparison to XRCF dataand for predicting on-orbit results. We chose to use SAOSAC for the PSF simulationsbecause it is the most comprehensive model of the HRMA; the subtle features and inter-esting azimuthal structure of the PSF is not modeled by MARX. The PSU CCD simulator\acis sim" (described in detail in Section 7.1) was designed to interface with MARX toexploit the excellent modeling capabilities of the MARX package. We chose to preservethis design for the PSF simulations; thus we use MARX to read the SAOSAC ray�les andpropagate the rays to the surface of the ACIS chips, relying on MARX to supply the ap-propriate geometric transformations and to account for the tilts and spacing of the chips inthe ACIS camera. The acis sim program uses the ray positions at the chip surfaces and thedirection cosines to project the rays to their interaction points in each CCD. It generatesevent lists, which have been processed in this analysis with the Event Browser package (seeSection 7.2).6.3.3 Tuning ParametersThere are several quantities used in the simulators that must be tuned in order to get thesimulations to reproduce adequately the XRCF PSF data.� Focus { can be adjusted to match the data fairly well just by examining the rays(we used the \dataset 2d" tool, part of the TARA package, and the MARX output�les \xpixel.dat" and \ypixel.dat"), since this parameter is controlled by MARX.� Flux { tuning the ux is crucial for reproducing XRCF data, since this is the way toreproduce and explore pile-up. The current analysis su�ers from a lack of ux tuningcapability, but this will hopefully be available in the next MARX release. For now,we have forced the simulator to the idealized state of exactly one photon per frame.� FAM orientation (CHIPX & CHIPY o�sets, rotation) { we have implementedthe ability to adjust the position of the PSF in CHIPX and CHIPY, but have not yetexplored the possibility of rotation.



ACIS Calibration Report - January 15, 1999 327� Others? { As we tune the above parameters and improve the simulator, we may dis-cover other parameters whose tuning allows us to reproduce the data more accurately.We remain alert for such potential adjustments.6.3.4 LimitationsOur ability to reproduce the data is limited by several factors, many of which will soonbe ameliorated. The current SAOSAC rays for XRCF ACIS data presume that the sourceis at a �nite distance, but to achieve the best possible simulated results they also needto account for the �nite size of the source (the rays currently assume a point-like source).These improved rays should be available soon. The SAOSAC rays are also monochromatic,whereas the sources are not. This is probably not a major concern for the PSF simulationsat present. As mentioned above, our strongest current limitation is the inability to adjustthe source ux. We anticipate that the next version of MARX will relieve this constraint.The acis sim program also has a long list of planned revisions (see Section 7.1), some ofwhich may a�ect the simulated PSF. The most critical change to be made in the transitionfrom XRCF data to on-orbit predictions is the inclusion of aspect errors. Existing simulatorcomponents give us the ability to randomize photon positions by a given amount, but nomore detailed prescription of aspect errors has been attempted.6.3.4.1 Example: H-IAI-CR-1.001As a test case, we chose the count rate linearity test H-IAI-CR-1.001, sampling the on-axisin-focus PSF at Al K� (1.486 keV). This test is purported by the CMDB to have the lowestux of any Phase H ACIS test; since we are unable to simulate pile-up at present, this testis the best comparitor due to its minimal pile-up. Even so, some pile-up is present, asillustrated by Figure 6.12. At Al K�, most of the photons produce single-pixel events, sopile-up acts to suppress mainly the height of the central pixel in the PSF peak. The heightof this central pixel is the main di�erence between the simulated and real PSF for this test,as shown below. So even modest pile-up acts to degrade the spatial resolution of AXAF {a fact that should not be lost by the user in the rush to worry about spectral degradationdue to pile-up.6.3.4.2 Rays and EventsThe �rst step in the simulation is to pass SAOSAC rays (generated and supplied for eachXRCF test by Diab Jerius of the Mission Support Team) through the MARX package,which propagates them to the appropriate ACIS focus via two special parameters thatcon�gure MARX for XRCF use (supplied by Michael Wise): SourceDistance = 537.583and DetO�setX = -194.872. These parameters serve to inform MARX that the source is at
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H-IAI-CR-1.001 Spectrum
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Figure 6.12: The spectrum of the PSF spot in the XRCF test H-IAI-CR-1.001. No grade �lteringwas applied, in an e�ort to illustrate the pile-up present in this test. The data were spatially�ltered to include only a 10 � 10 pixel region around the PSF centroid, so spurious cosmic rayevents do not contribute strongly to this spectrum. A light curve shows the ACIS count rate tobe approximately 2.5 counts/sec. Even at such a modest ux (by XRCF standards), the 2-photonand 3-photon pile-up peaks are discernable. This spectrum also shows that the source spectrumis quite clean, so this example analysis was carried out with no grade or spectral �ltering.a �nite distance and that ACIS is not at the default focus used by the rays. These suppliedvalues were not adjusted in this analysis.The virtual photons generated in this process were then allowed to interact with theCCD via the acis sim program. Before we compare the simulated CCD output to theXRCF data, a useful aside is to compare the rays incident upon the CCD to the setof events generated by the interaction of those rays with the CCD. This illustrates thedegradation of the PSF by convolving it with the quantized detector picture elements.Figure 6.13 shows the SAOSAC rays con�gured to match the geometry of the XRCF fortest H-IAI-CR-1.001. In order to facilitate comparison between the rays and the simulatedCCD events, Figure 6.14 and Figure 6.15 show the rays grouped into 1�1 pixel bins besidethe CCD simulator output. Because Al K� photons often produce single-pixel events,the simulated output very closely resembles the binned rays. This is not to be expectedat higher energies, where split events are more prevalent. The \lego" plots (Figure 6.15)better illustrate the PSF broadening due to pixelization.
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Scatter Plot of SAOSAC Rays
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Figure 6.13: The left-hand panel shows a scatter plot of the rays for test H-IAI-CR-1.001. Theright-hand panel shows the same ray�le, displayed as a surface and binned arbitrarily at 0.2 pixels.
SAOSAC Rays
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CCD Simulator Output
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Figure 6.14: The left-hand panel shows an image of the rays for test H-IAI-CR-1.001, groupedin 1� 1 pixel bins. The right-hand panel shows the simulated CCD events binned similarly.

Figure 6.15: The left-hand panel shows a 2-dimensional histogram (\lego plot") of the rays fortest H-IAI-CR-1.001, grouped in 1�1 pixel bins. The right-hand panel shows the simulated CCDevents binned similarly.



ACIS Calibration Report - January 15, 1999 3306.3.5 PSF Simulation MetricsIn order to test the models, we must �nd physically meaningful and appropriate metricsto characterize both the simulated and actual event lists. As mentioned above, the HRMA+ ACIS PSF depends on the input photon energy, the subpixel position of the source,the grade selection scheme used (which implies assumptions regarding the best split eventthreshold and gain conversion for each of 40 CCD ampli�ers), the count rate at ACIS andthe degree of pileup, and possibly other quantities.For on-axis sources, some simple PSF core metrics are the centroid and its secondmoments, cuts through the centroid pixel, and �ts to those cuts. The PSF wings can becharacterized by the radial surface brightness and encircled energy, but these quantitiesyield no azimuthal information. The PSFs of o�-axis sources lose the simple centrally-peaked geometry enjoyed by on-axis sources (see the MST Phase 1 report). Other, morecomplicated metrics must be employed here, such as width of the pincushion caustics andmajor and minor axes of the extended lobes. Again we must work closely with MST tocharacterize these features, generating a common set of metrics to facilitate comparison.\Standard" analysis products like radial histograms and encircled energies must betreated with care when the bulk of the PSF is contained in a single pixel. Most algorithmsto calculate these quantities yield inaccurate results when the PSF is undersampled, as isthe case with ACIS at XRCF. Since the point of this test was to explore the details of thePSF core, we will use comparitors that are more appropriate for this region.The simplest and most obvious metric is an image. Figure 6.16 shows a greyscale imageof the data PSF core and one of the simulation, on the same scale. The number of eventsis the same (19428). The simulation was tuned by moving the \virtual FAM," i.e. byadjusting the subpixel position of the entire ray�le. The o�sets used here are (chipx, chipy)= (+0.1, -0.3). Since the data are a�ected by pile-up but the simulation is not, the numberof events in the central pixel is not a good metric. Instead, we used the number of eventsin the neighboring pixels, examining all the neighbors in a 5 � 5 pixel region around thecentral pixel.By examining the di�erence image (Figure 6.17), we can get a sense for the accuracyof the o�sets, although we must keep in mind the pile-up and other factors, such as thepointlike nature of the current ray�le and the fact that we have not attempted to applyany rotation. This di�erence image implies that the o�sets might need further adjusting {either a slight rotation or a smaller o�set in CHIPX.Figure 6.18 illustrates another way to view the 2-dimensional datasets, as lego plots.These help illustrate the fact that the central pixel in the simulation has more events thanin the data (because of pile-up) and the neighboring pixel at (962,962) has a similar numberof extra events { a fact that will require further investigation.
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H-IAI-CR-1.001
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Simulation
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Figure 6.16: The left image shows the data for test H-IAI-CR-1.001; the right shows the simu-lation.

Figure 6.17: Di�erence image, simulation - data. The image scaling is between the minimumand maximum values in the di�erence image (black = -349 counts, white = +254 counts). Thereare 19428 counts in each dataset. The PSF is centered on the white pixel, where the simulationhas more counts because it is una�ected by pile-up.

Figure 6.18: The left 2-dimensional histogram (\lego plot") shows the data for test H-IAI-CR-1.001; the right shows the simulation.



ACIS Calibration Report - January 15, 1999 332One-dimensional metrics are also useful, supplying a simpler means of comparing thedatasets (with, of course, a corresponding loss of information over 2-dimensional methods).These are illustrated in Figure 6.19, showing vertical and horizontal cuts through thecentroids of both the data and the simulation, and Figure 6.20, showing x and y marginalsums.
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Plot of Cut through {CHIPY (tiled pixels)} = 961.35
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Plot of Cut through {CHIPX (CCD pixels)} = 960.13
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Plot of Cut through {CHIPX (CCD pixels)} = 962.10
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Figure 6.19: Horizontal and vertical cuts through the centroid of the PSF from the data (left)and the simulation (right).
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Figure 6.20: Marginal sums of the PSF from the data (left) and the simulation (right).



ACIS Calibration Report - January 15, 1999 3346.3.6 On-Orbit SimulationsIt is important to keep in mind that these comparisons of the model suite to XRCF dataserves only to re�ne and validate these models { their real purpose is to predict the behaviorof AXAF on-orbit. Although we expect the CCDs to behave on-orbit very much the same asthey did at XRCF, the HRMA will be somewhat di�erent. SAOSAC already produces on-orbit rays so we can predict the on-orbit performance of the HRMA-ACIS system, but wemust be careful to include the concept of spacecraft dither and the resulting aspect solution.Real events from ACIS on-orbit will not be delivered to the user in integer chip coordinates{ rather they will have an aspect solution applied, with necessary errors, and be returned inreal-valued \sky" coordinates. This added complexity will render some of the metrics usedfor XRCF comparison irrelevant and we must be careful to anticipate important changesto our assumptions. For example, the XRCF PSF is clearly undersampled by the ACISpixels, at least marginally. Once aspect error is added, however, the PSF will broaden andit is likely that ACIS will achieve critical sampling of this more realistic PSF.6.4 Focal plane geometryIn order to compute a joint HRMA-ACIS simulation we must be able to relate the raysproduced by the HRMA simulators and propagate them back to the point of contact withthe ACIS CCD detectors. The problem we want to solve consists of the following: givena photon emerging from the HRMA from a given direction, we want to determine whichCCD the photon will hit and the pixel coordinates of the event. Our input informationis the direction of the incoming photons (in terms of three direction cosines) from anarbitrary point outside the mirror. This information will be provided by the ASC programSAOSAC (see the XRCF Phase 1 report). The problem consists of �nding the (unique)intersection of the ray trajectory with the CCD surface, taking into account the tilt of thelatter with respect to the HRMA optical axis. The MARX program, provided by the ASC,is a convenient tool which includes this calculation.6.4.1 CCD geometryWe �rst summarize the coordinate systems used for formulating the ray tracing problem.For a more comprehensive description of the various coordinate systems of the mission, werefer to the \ASC Coordinate System".The coordinate systems we will use below are:� Chip Physical Coordinates (CPC), which give the physical position of an event onthe active surface of the CCD: XCPC , YCPC , ZCPC, in mm. The YCPC , ZCPC axesdescribe the plane of the CCD, with origin in its lower-left corner. The XCPC axiscompletes a right-handed set;



ACIS Calibration Report - January 15, 1999 335� Local Science Instrument (LSI). This system is �xed for each instrument in the SIM.The origin is in the instrument, the +X axis runs toward the mirror aperture, the +Zaxis coincides with the upward translation direction of the instrument table. The Yaxis completes a right-handed system.Note that, since the output from SAOSAC is provided in the XRCF coordinate system,a transformation of the event coordinates into LSI will be necessary.
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Figure 6.21: Locations and orientations of chips chosen for ACIS ight focal plane. (Figurecourtesy of K. Glotfelty, ASC.)While the LSI is unique for the instrument, every CCD in both ACIS-I and ACIS-S hasits own CPC system, where the plane of the CCD de�nes the (YCPC , ZCPC) plane. This isillustrated in Figure 3 of the \ASC Coordinate System". To transform from CPC to LSIwe need a rotation and a translation, so that a generic point r on the plane is described inthe LSI system by: r = p0 + YCPCeY + ZCPCeZ (6.2)where p0 is the origin of the CPC coordinates (the lower-left corner of the chip beingrefered to; this is shown as pixel (1,1) in Fig. 6.21.) and eY , eZ are the unit vectors of theCPC Y, Z axes. The latter, as well as p0, are determined from the coordinates of the CCD
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Figure 6.22: Projecting rays on ACIS. Case A: plane of the CCD orthogonal to the HRMAaxis.corners in LSI coordinates, speci�cally, from Eq. (15) and Table 4 of the \ASC CoordinateSystem".6.4.2 Ray projection on ACISLets assume the trajectory of the emergent ray is described by the following equation:r = l0 + tl (6.3)where l0 is an arbitrary point on the ray trajectory with LSI coordinates (X0, Y0, Z0), l isthe ray direction (speci�ed by the three direction cosines �X , �Y , �Z), and t is a parameterwhich describes the position of the point on the line. Intersecting the line with the CCDtranslates into the geometrical problem of determining t such that the point lies on theCCD plane.We will distinguish two cases: A: The CCD plane is orthogonal to the HRMAaxis. Let P be the intersection of the ray with the CCD plane, and (XCCD, YCCD, ZCCD)its coordinates in the LSI system on the CCD. The geometry is summarized in Figure 6.22.By imposing that P lies on the line, i.e., its coordinates satisfy eq. (6.3), we derive t:t = XCCD �X0�X (6.4)



ACIS Calibration Report - January 15, 1999 337and thus the position of P on the CCD:YCCD = Y0 + XCCD �X0�X �Y (6.5)ZCCD = Z0 + XCCD �X0�X �Z (6.6)One needs to know a priori XCCD, which is just the distance of the CCD from the LSIcoordinate origin (Fig. 6.22).B: The CCD plane is tilted with respect to the HRMA axis. In this case we willuse the general expression of a point on the CCD plane in LSI system, given by eq. (6.2),and impose that the point belongs to the ray trajectory, eq. (6.3). Figure 6.23 visualizesthe situation.By equating eqs. (6.2) and (6.3), we derive:tl = (p0 � l0) + YCCDeY + ZCCDeZ: (6.7)We now take the dot product of both sides of the equation with the normal eX of theCCD (i.e., we project the vector tl along the tilted XCCD axis) and derive t:t = (p0 � l0) � eXl � eX : (6.8)Indeed, as Figure 6.22 shows, in the case of no tilt, p0 � eX = XCCD, l0 � eX = X0, andl � eX = �X , so that eq. (6.7) becomes eq. (6.4). To derive the coordinates of the point inthe LSI system we project P on the CCD axes, i.e.,YCCD = (r� p0) � eY (6.9)ZCCD = (r� p0) � eZ (6.10)The ASC program SAOSAC provides the necessary information about the ray trajec-tory, speci�cally the three coordinates of l0 and the direction cosines de�ning l. Since thesecoordinates are in the XRCF system, we will need to do the appropriate transformationinto LSI coordinates before using the above formulas.The above algorithms were incorporated in an IDL program. The output (a FITS �le)is used directly for the CCD simulator and, eventually, for comparison with the calibrationdata. We can use the complete simulation system (SAO-sac + ray projection + CCD sim-ulator) to estimate the orientation of the ACIS focal plane in XRCF coordinates, by �xingthe chip spacing and tilts and other measured geometric quantities of the instrument/FAMcombination, then comparing the photon positions inferred from the simulation with actualXRCF data. We can also use this system to obtain better estimates of the spacing and tiltof individual chips in the ACIS focal plane, iterating between XRCF data and the models
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Figure 6.23: Projecting rays on ACIS. Case B: plane of the CCD tilted with respect to theHRMA axis.to improve our picture of ACIS geometry. Ultimately, we will use this exercise to guide usin designing the most e�ective on-orbit tests to �x the geometry of ACIS in the spacecraftcoordinate system, to be performed in the early calibration phase of on-orbit operations.6.5 Sub-pixel Photon Position DetectionThe FWHM of the HRMA PSF is roughly 0.5 arcsec, the same size as a pixel in ACIS.In order to reconstruct the PSF and obtain source positions accurate to less than 0.5arcsec, we would like to locate individual photon interaction sites on a subpixel scale.We have explored this goal by using the intrinsically larger event splitting tendencies ofback-illuminated (BI) CCDs at moderate (1 keV) X-ray energies.A theoretical model ACIS BI CCD was modeled using the CCD simulator described inChapter 7. We placed 4000 1-keV photons on a simulated ACIS BI 1024�1024 array, withthe subpixel position �xed but the depth and array position random. This was done 121times for 121 subpixel positions, mapping out a pixel in 0.1-pixel increments.Each output image was run through an event-�nding algorithm to generate a list of eventenergies and grades, and a histogram of the distribution of grades. Events are detectedby considering a 3�3 pixel subarray centered on a bright pixel. For clarity, the pixels inthis subarray are assigned numbers as given in the array below. Here, pixel number 4 isthe brightest pixel in the subarray. (Note: this pixel numbering is not the same as used inACIS ight or calibration event neighborhood coding.)



ACIS Calibration Report - January 15, 1999 3396 7 83 4 50 1 2Table 6.18: Pixel numbering for grade subarraysThe grades used are de�ned in Table 6.19, which refers to the pixels by the numbersgiven above. The cryptic grades S+, P+, and Other are equivalent to the ASCA grades ofthe same name and refer to the few unusual events that contain diagonal pixels or don't�t into any of the other shape catagories.event type constituent pixels grade probability maximumsingle 4 0 (0,0)S+ 4 + others 1 |up vertical 4,7 2 (0,0.4)down vertical 1,4 3 (0,-0.4)left horizontal 3,4 4 (-0.4,0)right horizontal 4,5 5 (0.4,0)P+ 4 + others 6 |down left L 1,3,4 7 (-0.3,-0.3)down right L 1,4,5 8 (0.3,-0.3)up left L 3,4,7 9 (-0.3,0.3)up right L 4,5,7 10 (0.3,0.3)down left quad 0,1,3,4 11 (-0.4,-0.4)down right quad 1,2,4,5 12 (0.4,-0.4)up left quad 3,4,6,7 13 (-0.4,0.4)up right quad 4,5,7,8 14 (0.4,0.4)Other 4 + others 15 |Table 6.19: Grade de�nitions and subpixel positions of probability maximaDividing the grade distribution histogram by the total number of detected events thengives a fractional grade distribution. One of these was generated for each subpixel position.Of the 16 possible grades, all but S+, P+, and Other are useful in determining eventpositions. These three grades were not used because there were too few events in eachgrade to yield a meaningful event position probability distribution (see below). Trimmingthese left a 13-element vector of fractional grade distribution. The normalization occurredbefore these grades were removed. The event-�nding algorithm used an event detectionthreshold of 50 electrons and a split-event threshold of 20 electrons { these thresholds doa�ect the splitting.We can assemble all the 13-element vectors for each subpixel position into a 13-plane-deep 3-D array, each plane representing the fractional grade distribution of a given grade



ACIS Calibration Report - January 15, 1999 340across the pixel. Examples of these planes are given in Figures 6.24 through 6.27. The peaksof the distributions are marked in the �gures and given in Table 6.19 for each plane. Wecan treat these planes as probability distributions for each grade, showing the likelihoodthat a photon impinging at a certain subpixel position will yield an event of the shape(grade) being considered.
(0,0)

Figure 6.24: Single-pixel event position probability distributionNote the bimodality in these distributions { the upwards single-split distribution shownin Figure 6.25, for example. Some events that occurred near the lower edge of the pixelwere detected as up splits { this is because enough of the charge clouds from these eventswere detected in the adjacent (lower) pixel that they were detected as upward splits. Thisillustrates the fact that we cannot know in which pixel the event really occurred, we canonly assume that it occurred in the brightest pixel, and this assumption is not alwaysright. Note also that, by replicating these single-pixel distributions for adjacent pixels, aconsistent probability distribution appears, shaped similarly to the single-pixel distributionbut centered on di�erent subpixel coordinates ((0.3,-0.3) for the L-shaped events shown inFigure 6.26, instead of (0,0) for the single-pixel events) and having somewhat di�erentwidths. This implies that, if we are given an event's grade, we have a distribution showingthe likelihood that the event came from a certain subpixel position.Returning to the simulations, we deposited 4000 photons at the same subpixel position
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(0,0.4)

Figure 6.25: Two-pixel event position probability distributionand came up with a distribution of grades. We want to use that distribution of gradesto estimate the position of this ensemble of events. We have probability distributions ofpositions for each event, but how do we combine these to yield the best-estimate positionfor the ensemble?As an initial step, we chose the simplest conceivable mapping. We assumed that a givengrade came from a photon which interacted at the most likely subpixel position for thatgrade, i.e. wherever the peak is in the plots mentioned above. The subpixel coordinates ofthe peak are given as the third column of Table 6.19. Then we just averaged these positionsto get the most likely subpixel position for the ensemble.We computed ensemble position estimates as above for each subpixel position. Thento test the accuracy of the method, we generated a \distortion map" by subtracting thetrue position from the estimated position (separately for x and y), then computing a radialdistortion. Figure 6.28 shows this distortion map. This map is intended to illustrate thedegree to which this simple algorithm is able to recover positions. Note that there areregions on the pixel where the algorithm works well, and regions where it does not. This
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(0.3,-0.3)

Figure 6.26: Three-pixel (L-shaped) event position probability distributionleads to ambiguities in a photon's true subpixel position and indicates that this algorithmprovides accurate subpixel positioning to about 1/16 pixel.A more relevant test of the algorithm is the degree to which it can recover an accu-rate subpixel position of a point source smeared by a PSF. To simulate this, we generatedphotons with a two-dimensional Gaussian distribution about some pre-determined subpixelposition. We deposited these photons on simulated CCD frames one at a time, then simu-lated frame readout and event detection and grading. This rate of one photon per sourceper frame is consistent with the readout rate expected for modest sources with AXAF.Using each event's grade as above, and ignoring events with grades S+, P+, and Other, weassigned to the event a subpixel position (the most likely position for that grade). Oncewe had accumulated an ensemble of events, we computed the simple average and standarddeviation for the x and y positions separately and compared these estimates of the source'sposition and the PSF widths to the input values. We also made these estimates usingonly integer pixel positions for each photon and using the true subpixel positions for eachphoton, for comparison. Since the positions and PSF widths obtained from the true sub-
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(-0.4,0.4)

Figure 6.27: Four-pixel (square-shaped) event position probability distributionpixel positions of the photons are the best estimates we can make given the �nite samplesize, the fairest comparison is between these results and those for the two algorithms inquestion, not between the input values and the results for the two algorithms. The resultsare summarized in Table 6.20. Note that some source positions were deliberately locatedat subpixel positions that su�ered large distortions in the earlier tests (see Figure 6.28).energy number of true PSF estimate using estimate using estimate using(eV) photons integer pixel positions mapped subpixel positions real photon positionsx y �x �y x y �x �y x y �x �y x y �x �y1000 3000 5.30 5.00 0.85 0.85 5.30 5.00 0.90 0.89 5.30 5.00 0.85 0.86 5.30 5.00 0.85 0.851000 3000 5.38 5.35 0.85 0.85 5.37 5.34 0.90 0.89 5.37 5.34 0.85 0.85 5.37 5.34 0.84 0.851000 3000 5.20 5.50 0.85 0.85 5.18 5.48 0.90 0.91 5.18 5.49 0.85 0.87 5.18 5.49 0.84 0.861000 500 5.20 5.50 0.85 0.85 5.21 5.51 0.89 0.90 5.20 5.52 0.84 0.87 5.20 5.52 0.83 0.861000 100 5.20 5.50 0.85 0.85 5.31 5.45 0.94 0.83 5.25 5.51 0.86 0.80 5.25 5.50 0.88 0.801000 1000 5.05 5.35 0.85 0.85 5.03 5.30 0.88 0.90 5.07 5.30 0.84 0.86 5.06 5.30 0.84 0.86500 1000 5.05 5.35 0.85 0.85 4.96 5.31 1.02 1.03 4.97 5.30 1.00 1.01 5.02 5.37 0.85 0.855000 1000 5.05 5.35 0.85 0.85 5.08 5.33 0.91 0.89 5.10 5.34 0.88 0.86 5.09 5.34 0.86 0.851000 1000 5.03 5.35 0.10 0.10 5.18 5.50 0.47 0.00 5.05 5.38 0.13 0.16 5.05 5.38 0.10 0.105000 1000 5.03 5.35 0.10 0.10 5.18 5.50 0.47 0.00 5.04 5.30 0.12 0.18 5.05 5.35 0.10 0.101000 1000 5.05 5.35 0.40 0.40 5.07 5.36 0.51 0.49 5.07 5.35 0.40 0.42 5.07 5.35 0.40 0.411000 20 5.05 5.35 0.40 0.40 5.00 5.45 0.51 0.51 5.02 5.48 0.42 0.40 5.08 5.43 0.37 0.401000 5 5.05 5.35 0.40 0.40 5.30 5.50 0.45 0.71 5.30 5.42 0.35 0.48 5.27 5.35 0.30 0.47Table 6.20: Results of subpixel position testing using a PSF-convolved point source
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Figure 6.28: Radial distortion map for one pixel, showing the di�erence between the trueand reconstructed positions for 121 sample positions in a pixel. Each arrow starts at thetrue subpixel position and points to the position estimated by the algorithm.These results con�rm that the subpixel position mapping algorithm described abovedoes a better job of recovering the source position than integer pixel positioning, when thePSF is small compared to the pixel size. Not surprisingly, the algorithms converge whenthe PSF is comparable to the pixel size (as we approach critical sampling). The results ofthe grade-based algorithm are a�ected by energy since the splitting is a�ected by energy {as fewer events are split, the subpixel position mapping algorithm collapses to integer pixelpositioning. Subpixel position mapping appears to perform marginally better than integer



ACIS Calibration Report - January 15, 1999 345pixel positioning for small numbers of photons.6.6 Spatial linearitySpatial linearity tests, including the e�ects of sub-pixel structure on that linearity, wereconducted using the ACIS-2C instrument with the HRMA at XRCF. The tests were per-formed in two sessions with slightly di�erent modes of operations.In the �rst session both front- and back-illuminated chips of the ACIS-2C instrumenthave been used. They were exposed to the Cu K-alpha (8.04 keV) and O K-alpha (0.53keV) photons.The FAM was being moved in either horizontal (FAM Y) or vertical (FAM Z) directionswith increments of 5 �m. At each position data were collected for 300 seconds, so that thetotal number of X-ray events detected was about 1000 for oxygen K-� and about 300 forcopper. The total motion of the FAM in both directions was 20-30 �m.In the second session FAM steps were nominally 27 �m, which resulted in a total pathof �440 �m in the horizontal direction and �300 �m in the vertical direction. This modeimproved dramatically the FAM mechanical performance and repeatability of the data.The ACIS-2C front-illuminated chip was exposed to Mg K�(1.25 keV) and Mo L� (2.29keV) X-rays in this session, with 50 sec data collection at each step, so that the totalnumber of detected events at each point was about 200.6.6.1 Linearity between FAM and ACIS positionsWe consider data for a front-illuminated device exposed to 2.29 keV photons as a typicalcase. Correlation between the ACIS measured positions and the FAM Y values for hori-zontal displacement of the FAM is shown at Fig. 6.29. Mean scatter of the experimentalpoints (standard deviation) is 1.79 �m. Here we should take into account that an error inFAM positioning is not less than 1 �m, which results in a formal ACIS error of less than1.5 �m.Results shown in Fig. 6.29 demonstrate that accompanying the FAM movement in thehorizontal direction there is also a change in the vertical positions of ACIS. That meansthat the ACIS-2C camera was installed with a rotation angle of 18 arc min around theFAM X axis.6.6.2 Size of ACIS-2C pixelsIn the preceding subsection we assumed that both the FAM relative spatial motion in Yand Z, and the size of the CCD pixel are exactly as predicted. Using the above subpixeltest data it is possible to cross-check these assumptions. To do this we divided the statedtotal motion of the FAM (440 �m) into dummy pixels of size di�ering from the fabrication
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Figure 6.29: Plot of centroid of ACIS Y,Z positions vs. FAM Y,Zgoal of 24 �m. In the ideal case there should be a linear correlation between the positionof a beam inside an ACIS pixel and that of trial FAM pixels.

Figure 6.30: Plot of correlation coe�cient vs. assumed size of ACIS CCD pixelValues of the linear coe�cient for di�erent sizes of FAM `pixels' are shown in Fig. 6.30.It is clearly seen that only a narrow region of 24.60 +/- .025 �m pixel size exists where thedata converge and give good statistics.



ACIS Calibration Report - January 15, 1999 347The value of 24.6 �m is 2.5% bigger than the nominal value of 24 �m for ACIS pixels,and measured with a high precision - 250 �A - by this method. This deviation is considerablylarger than allowed by the measurements of the total CCD active area for 1024 pixels. Theprobable explanation for this di�erence is that the FAM scale itself is compromised andthe true displacement is really 390 �m when readings show 400 �m.



ACIS Calibration Report - January 15, 1999 3486.7 Pileup for PSF concentrated measurementsWhen more than one X-ray photon interaction with the CCD places charge in the same orneighboring pixels, the ACIS event processing software has di�culties reconstructing theenergy, grade, or even number of photons. The e�ect of these multiple photon charge cloudcombinations is called `pileup'. As discussed in Chapter 4, the case of uniform illuminationpileup removal is reasonably well modelled for moderate incident ux levels.At XRCF, and in ight when point sources are being observed, the HRMA produces ahighly non-uniform illumination of the CCD chips in ACIS. This focussed beam is sharplypeaked in the core of the HRMA PSF, with additional ux in wings of the PSF (especiallyo�-axis), and with corrections resulting from the pixelization e�ects of the CCD and internalcharge cloud spreading.In the standard processing of ACIS data the event lists are generated by summing thecharge found in 3x3 pixel regions of the CCD. This approach assumes that the probabilityof a 3x3 pixel detection cell containing charge from more than one photon is insigni�cant,which is true for most astrophysical sources. When bright (> 100�Crab) sources areobserved, however, photons can pile up on top of each other, i.e. a signi�cant number ofdetection cells can be contaminated by charge from nearby photons. This so-called pile-upe�ect can lead to several types of error(ASC, 1997).� Spectral distortion: A detection cell containing charge from a secondary photonnearby will overestimate the energy of the primary photon.� Grade migration: The spatial distribution of charge among the nine pixels in a detec-tion cell (an event's grade) is an important event property that is used during dataanalysis. When extra charge is added to a detection cell, the grade is often changed.� Raw event rate underestimation: The raw event rate can be underestimated becauseclosely spaced photons are detected as a single event.� Clean event rate corruption: If an event list is �ltered using the corrupted energyor grade properties, then the resulting number of \clean" events will be inaccurate.Some grade �ltering is always applied to reduce the number of events associated withthe particle background.� Point spread function (PSF) distortion: The severity of pile-up depends on the surfacebrightness of the incident photon distribution. Thus the core of the PSF su�ers morepile-up, and loss of events, than the wings do.Data to evaluate these pileup e�ects on ACIS performance were collected at the X-ray Calibration Facility (XRCF) in 1997 February and April during Phases F and H of thecalibration operations. The primary goals were to investigate possible trends of pileup withsource ux and grade selection, and to compare in detail the measured pileup fraction with



ACIS Calibration Report - January 15, 1999 349current theoretical models, in order to assess the general validity of the latter for predictingpileup for in-ight observations.In the following sections we present our e�orts to understand and correct or amelioratepileup e�ects.6.7.1 Flux correction via the ROI methodIn this section we examine the XRCF data to develop empirical measures for correcting theinferred ux for pileup in the case of focussed illumination emerging from the HRMA andstriking ACIS. Data for this situation were collected as part of the Count-Rate Linearitytests (cf. Table 6.5).If the HRMA Point Spread Function (PSF) were in�nitely narrow, then a simpli�edtreatment of pileup would consist of the following simple algorithm. The spectrum of amono-energetic incident ux would appear in the CCD as a series of peaks, each separatedby the energy of the individual photons. The number of events found at the incident energy,EL, would be the number of frames containing a single photon. The number of events seenat the apparent energy of 2�EL would be the number of frames with two piled-up photons.The number of events at 3� EL is the number of frames with three piled-up photons, andso on. Thus to extract the true number of incident photons one could integrate over eachpeak in the observed CCD spectrum and sum them, after weighting by how many photonsoccur in each peak. Expressed as an equation:n = 1Xi=1 i � ci (6.11)where ci = Z i�EL+�Ei�EL��E I(E)dE (6.12)I(E) is the observed CCD spectrum and �E is the energy halfwidth of the line.Unfortunately this simple algorithm is insu�cient for complete correction. Fig. 6.31shows the result of �tting Gaussian pro�les to each peak in the countrate linearity mea-surements at 1.486 keV (Al-K�). The circles are the number of counts per second in thesingle photon peak alone, while the diamonds are the inferred rate based on equation 6.11.Only events falling into the ASCA grades 02346 were included.If the same algorithm is applied, but instead calculating the number of events by inte-grating the total number of counts with a region of interest (ROI) starting at the top of thelower order pileup peak, going up to the top edge of the given pileup peak, then the pileupcorrection for the same data looks like Fig. 6.32. The pileup correction is clearly still notcorrecting for all events (otherwise the diamonds would fall on a straight line, indicatingdirect proportionality between the CCD inferred rate and the BND rate), but using an ROIdetects signi�cantly more events than Gaussian �ts to the peaks. The implication is that
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Figure 6.31: Plot of CCD detected ux vs. BND count rate; circles are CCD ux in singlephoton peak alone - diamonds are CCD ux corrected for higher order pileup peaks.the interaction between multiple charge clouds produce event spatial distributions whichcause a loss of charge (to the event reconstruction algorithm). This is not implausibleif we consider that the HRMA PSF is not perfect, but causes photons to be distributedwith a �0.5 arc second FWHM over the CCD (roughly a pixel). Thus succeeding photonsdo not always strike the same pixel, but frequently strike neighboring pixels. When thisoccurs further charge splitting results in some charge outside the 3x3 event reconstructionneighborhood, and thus causing loss of charge. For the succeeding plots we use the ROImethod when reconstructing events.In the Count-Rate Linearity tests the number of photons per frame was regulated in twoways: the X-ray beam intensity was increased at a single frame time (0.11 second); and theX-ray beam intensity was held constant while the CCD frame times were increased (0.11,0.22, 0.33, 0.66 second). In principle the relevant quantity describing the pileup behaviorshould be the number of photons per frame (which is the product of the frame time timesthe rate of photons per frame). To check this we plot the `Pile Up Fraction' versus countsper frame with constant frame time (�lled circles) and with constant incident X-ray ux(stars; Fig. 6.33).The `Pile Up Fraction' is de�ned as the ratio of the number of events inferred in the
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Figure 6.32: Plot of CCD detected ux vs. BND count rate using ROI; circles are CCDux in single photon peak alone - diamonds are CCD ux corrected for higher order pileuppeaks.n = 2 and higher peaks divided by the total number of events, including the n = 1 peak.The two sets of points are in good agreement, leading us to conclude that the pileup e�ectcan be treated as a function of the total counts per frame (within the PSF), independentof the frametime.If, instead of using the standard grade selection (g02346), we accept all events regardlessof grade, then the pileup correction of equation 6.11 becomes much better. Figure 6.34shows the correlation of the total ACIS rate (all grades) after pileup correction versus theincident beam (as determined by the BND counting rate). Note that the circles form anearly straight line, indicating that the pileup corrected CCD rate is proportional to theBND rate, and hence the incident ux. Even if some X-rays are not being counted, thelinearity and proportionality shows that we will be able to calibrate a conversion factor tocorrect piled-up photons into incident X-ray ux.Unfortunately the total rate expected from background events in orbit will saturate thetelemetry if no grade selection is applied. A signi�cant reduction in charged particle eventscan be achieved by merely excluding the ACIS grade 255 events (i.e. all eight neighborsof the central pixel exceed the split event threshold). The proportionality of the CCD
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Figure 6.33: Plot of Pile Up Fraction vs. number of counts per frame; Circles: CCD frametime is held constant at 0.11 seconds, while beam intensity is varied; Stars: CCD frametime varies, while beam intensity is constant.corrected rate to the BND rate remains, indicating that exclusion of grade 255 still allowsux pile-up correction.The success of the pileup correction in this monochromatic case does not mean that thepileup problem is solved in general. In astrophysical spectra the usual case is a distributionof many photon energies. When multiple photons are combined we lose the ability toindividually recognize them. Moreover as the incident energy changes so to does the eventspreading, which means that the monochromatic case will need to be explored at di�eringenergies.The next section describes analysis of the measurements made at the XRCF which wereintended to test the e�ects of pileup.
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Figure 6.34: Plot of pileup corrected CCD ux with all grades (with and without ACISgrade 255) - Open symbols: all grades, including ACIS 255; Filled symbols: all grades,excluding ACIS 255.6.7.2 XRCF experiments on pileup e�ects6.7.2.1 Phase H dataWe �rst analyzed data collected during Phase H (i.e., ACIS + the High Resolution MirrorAssembly). We considered only data with high signal-to-noise ratio beam normalizationspectra, and analyzed only the ACIS telemetry mode observations; the High Speed Tapdata lead to similar results (e.g., Kastner, Allen, & Glotfelty 1998).Table 6.21 lists the Phase H data used in this study, in order of increasing source ux.Data from both chip I3 of ACIS-I, corresponding to a Front-Illuminated (FI) CCD, andfrom chip S3 of ACIS-S (Back-Illuminated, BI, CCD), were considered. Data from FI andBI chips are listed in Table 6.21a and 6.21b, respectively. The TRW IDs of the tests arelisted in column 1, while columns 2 and 3 list the energy of the source (Al-K�, 1.486 keV;O-K�, 0.525 keV) and the exposures. The latter correspond to the net integration timesafter screening of the data, and after removing intervals of data dropouts. All the data inTable 6.21 were accumulated in staggered mode with only 38 rows centered on the aimpoint



ACIS Calibration Report - January 15, 1999 354being read out. All data were taken with a well collimated, in focus beam.Predicted ACIS counts/frame aTest Name Energy Exposure BND Flux All{255 G02346 G023 G0(keV) (s) (counts s�1 cm�2)a) Front-illuminated CCDH-IAI-CR-1.001 1.486 7555 0.0045 0.321 0.319 0.283 0.231H-IAI-CR-1.003 1.486 2624 0.0166 1.194 1.187 1.150 0.859H-IAI-CR-1.005 1.486 818 0.0530 3.807 3.784 3.363 2.739H-IAI-CR-1.007 1.486 595 0.1017 7.435 7.370 6.566 5.348H-IAI-CR-1.009 0.525 7145 0.0342 0.489 0.489 0.452 0.369H-IAI-CR-1.011 0.525 2248 0.0987 1.417 1.415 1.306 1.152b) Back-illuminated CCDH-IAS-CR-1.002 1.486 7459 0.0037 0.323 0.312 0.202 0.115H-IAS-CR-1.004 1.486 2419 0.0129 1.129 1.089 0.702 0.402H-IAS-CR-1.006 1.486 932 0.0432 3.834 3.700 2.236 1.366H-IAS-CR-1.008 1.486 533 0.0838 7.344 7.084 4.570 2.616H-IAS-CR-1.010 0.525 2910 � � � b � � � � � � � � � � � �H-IAS-CR-1.012 0.525 7215 0.0065 0.344 0.335 0.239 0.124Table 6.21: XRCF Phase H Pileup Dataa=Predicted unpiled ACIS count rate per frame as a function of grade (see text);b=Poor quality data.We de�ne the frametime tf as the time during which the CCD is integrating data duringone frame: tf = Tf � t� n (6.13)where T is the net exposure (in seconds), f is the number of frames during the exposure, t isthe frame transfer time (41 ms), and n is the fraction of rows that are read out (n = 0:0371in 38 row staggered mode). For the data in Table 6.21, we �nd tf = 0:1153 s for all casesexcept test I-HAS-CR-1.006, where tf = 0:1167 s.Columns 4 of Table 6.21 reports the source ux at the HRMA entrance, determinedfrom the beam normalization detectors (BND). Columns 5{8 list the predicted incident(unpiled) ACIS counts/frame for di�erent grade selections: unbinned ACIS grades ex-cluding grade 255 whose events are most likely due to cosmic rays, and the ASCA-likegrades G02346, G0234, and G0. The counts/frame were derived by multiplying the BNDuxes for the timeframe tf and a factor including the e�ective area of the mirror, thedetector quantum e�ciency, and the �lter transmission. The detector quantum e�ciencyis grade-dependent (Chartas et al. 1998), so we list the counts/frame corresponding toeach grade selection; for reference, for G02346 and at Al-K� the HRMA/ACIS e�ective



ACIS Calibration Report - January 15, 1999 355area is 619.45 cm2 for FI chips and 733.18 cm2 for BI chips, and at O-K� it is 124.3cm2 for FI and 446.8 cm2 for BI. The e�ective areas were obtained from the TelescopeScientist Team web page: http://hea-www.harvard.edu/MST/mirror/www/home.html(Note that the e�ective areas provided at this site are the result of scaling the XRCFcalibration data to the raytrace e�ective area curve. Calibration data di�er from ray-trace as much as 15%.) The ACIS I3 and S3 CCD quantum e�ciencies were derived fromthe MIT Web pages: http://acis.mit.edu/cal/w215c2r e� 897.qdp for the FI chip, andhttp://acis.mit.edu/cal/w134c4r e� pre 997.qdp for the BI chip. The transmission datafor the ACIS OBF's are taken from the PSU anonymous FTP site ftp.astro.psu.edu in/pub/gc/�lters/acis i.data for the Imager, and in /pub/gc/�lters/acis s.data for the Spec-trometer. The quantum e�ciencies for the BND detectors were taken from the SAO Webpage http://hea-www.harvard.edu/MST/simul/xrcf/HXDS/index.html. Relatively largesystematic errors of up to 10% remain between the model �ts and the measured BNDquantum e�ciencies. The newly released BND quantum e�ciencies di�er considerablyfrom the values used in earlier papers (e.g., Kastner et al. 1997).Tests H-IAI-CR-1.001, 1.003, and 1.005 were previously analyzed by Kastner et al.(1998). Among the tests done with ACIS-S in Table 1b, test H-IAS-CR-1.010 provided aspectrum of poor quality, and will not be considered any further.6.7.2.2 Methodology and pileup de�nitionAnalysis of the spectra was done using the TARA package developed at Penn State (v.3.1). We accumulated events within a circle centered on the source and of radius 10.5pixels for the brighter sources and 6.9 pixels for the fainter ones, excluding photons thatwere contained in the Charge Transfer Trail. We estimate that the latter are at most afew percent (2{3%) of the total ux. We inspected the light curves for ux variability,and found that, in general, the ux remained constant during the observations. In twocases (tests H-IAI-CR-1.003 and 1.009), during the exposure the source was moved to becentered in the middle of the spatial window; since apparent variability is produced in thelight curve, we �ltered the light curves for the longest stable exposure.It is well known that, in the case of a monochromatic source, the primary spectral e�ectof pileup is producing secondary peaks at integer multiples of the primary peak energy, andwith decreasing amplitude (e.g., Kastner et al. 1998).We have previously given an empirical de�nition of pileup fraction. However, in order toallow a proper comparison between the data and the theoretical models, in the remainderof this section we will adopt a di�erent pileup de�nition. We will de�ne the pileup fractionas the the fraction of one or more events detected in the secondary peaks; in symbols,N1 +N2 + ::: +NpN0 +N1 +N2 + :::+Np (6.14)where Ni is the number of events in each detected peak, with i = 0 being the primary



ACIS Calibration Report - January 15, 1999 356peak. Note that the de�nition in eq. 6.14 di�ers from the de�nition given elsewhere in theCalibration Report in the sense that the correction factors for the multiple-event peaks areneglected here. (This de�nition follows that used by Brian McNamara's work at the ASCdescribed in Section 6.7.2.4.1.)As pileup is dependent upon the grade �ltering of the data (Kastner et al. 1998), ouranalysis will need to be performed for di�erent grade selections to compare calibrationdata to ight data, or even between di�erent sets of ight data if the grade selections arechanged. At this time (pre-launch) we expect to use as a standard grade selection one tothe two following selections: a) all events, excluding grade 255, and b) all events fallinginto ASCA-type grades: G0, G023, or G02346, for both FI and BI detectors.The number of counts in each spectral peak was evaluated simply by counting the eventsfalling in a given \Region of Interest" across the peak energy. This region may contain partof the adjacent continuum, which is formed by piled events: in fact, a portion of the chargeproduced from multiple events may not be recorded in the 3x3 event island resulting intails below the pile-up lines. (See Section 6.7.1.)For tests H-IAI-CR-1.001, 1.003, and 1.005, our analysis thus yields a higher numberof events in each peak than in the work by Kastner et al. 1998) who used much narrowerspectral regions around the peaks, excluding the nearby continuum.6.7.2.3 Pileup trends with source ux and grade selectionTable 6.22 lists the results of our pileup analysis of Phase H data. Column 2 reports thefraction of total events detected for grade selection All{255, de�ned as the ratio of the totalcounts detected in the observed spectrum to the expected incident counts from Table 6.21.The following three columns list the counts detected in the primary peak (col. 3), the sumof all the counts detected in the piled peaks (col. 4), and the pileup fraction (col. 5),according to eq. 6.14. In the following, we will refer to the pileup fraction estimated fromthe XRCF data as the \measured" pileup fraction. The same information is contained inthe following columns of Table 6.22 for grade selections G02346, G023, and G0.From Table 6.22 a number of features are apparent. For increasing source ux, thepileup fraction increases, although in a non-linear fashion, as expected due to the Poissonnature of the pileup phenomenon. This is illustrated in Figures 6.35 and 6.36, where thepileup is plotted versus the incident counts/frame as a function of grade selections for FIand BI chips, respectively.For a �xed source ux, the pileup fraction decreases when the higher grades are dis-carded, as illustrated in Figures 6.35 and 6.36. The decrease in pileup is more dramaticfor BI chips than for FI at comparable source uxes, as expected because of the way theBI chips work. Note also in Figure 6.36 the \cuto�" of the pileup at higher uxes for theBI chip, which is particularly evident for grades G023 and G0. This is possibly related tograde migration at higher uxes.The decrease in pileup is accompanied by a loss of total detected events, i.e., going from



ACIS Calibration Report - January 15, 1999 357Detected Events for All - 255 Detected Events for G02346 Detected Events for G023 Detected Events for G0Test Name Frac. of Peak1 Piled Pileup Frac. of Peak1 Piled Pileup Frac. of Peak1 Piled Pileup Frac. of Peak1 Piled PileupEvents Peaks Frac. Events Peaks Frac. Events Peaks Frac. Events Peaks Frac.a) Front-illuminated CCDH-IAI-CR-1.001 0.93 18446 1054 0.054 0.90 18004 774 0.041 0.95 17581 575 0.033 0.95 14242 140 0.010H-IAI-CR-1.003 0.77 17160 3639 0.175 0.68 15826 2500 0.136 0.64 14932 1809 0.108 0.66 12499 434 0.034H-IAI-CR-1.005 0.51 8218 5563 0.403 0.37 6958 2972 0.300 0.35 6514 1763 0.213 0.30 5404 336 0.059H-IAI-CR-1.007 0.35 6459 6844 0.514 0.21 5328 2546 0.32 0.18 5021 1235 0.197 0.16 4183 168 0.038H-IAI-CR-1.009 0.77 21792 1520 0.065 0.74 21061 1321 0.059 0.78 20860 1079 0.052 0.87 19630 295 0.015H-IAI-CR-1.011 0.66 15191 3079 0.169 0.59 13842 2438 0.150 0.61 13707 1841 0.118 0.60 12835 531 0.041b) Back-illuminated CCDH-IAS-CR-1.002 0.89 17461 1161 0.062 0.86 16911 530 0.030 0.85 10936 158 0.014 0.61 4508 11 0.002H-IAS-CR-1.004 0.76 14355 3553 0.198 0.65 13226 1573 0.106 0.62 8651 473 0.05 0.41 3446 42 0.012H-IAS-CR-1.006 0.47 7924 6554 0.453 0.28 6554 1935 0.228 0.24 4007 414 0.094 0.14 1484 29 0.020H-IAS-CR-1.008 0.32 4779 6048 0.559 0.15 3755 1009 0.212 0.11 2201 135 0.058 0.06 776 9 0.012H-IAS-CR-1.012 0.77 15573 920 0.056 0.75 15147 512 0.033 0.85 12397 264 0.021 0.85 6552 31 0.005Table 6.22: Pileup Analysis for Phase H DataG02346 to G0 more and more photons are thrown away. For example, at the Al-K� energyand for a source incident ux of � 0.05 counts s�1 cm�2 (test H-IAI-CR-1.005), from Tables6.21 and 6.22a we can see that for the FI chip the pileup is reduced from � 40% to 6% goingfrom no grade selection to G0, with a loss of 58% of detected photons. At a slightly lowersource ux for the BI chip of � 0.04 counts s�1 cm�2 (test H-IAS-CR-1.006), the pileup isreduced from � 45% to 2%, losing a larger fraction of events, 89%. We thus conclude that,at least for the FI chip, grade selection can be used for bright sources to reduce e�cientlythe pileup and still retain enough photons to do some simple spectral analysis.6.7.2.4 Observed versus predicted pileup6.7.2.4.1 Analytical model by B. McNamara An analytical treatment of pileuphas been performed by McNamara (1997). He de�nes the pileup fraction as the ratio ofnumber of frames with two or more events to the number of frames with one or more events,consistent with our de�nition above in eq. 6.14. The model does not include any gradeselection e�ects, and we will thus compare its prediction with the measured pileup for All-255 grades in Table 6.22. In addition, the model predictions hold for the Al-K� energyonly.Figure 6.37 shows the plot of the di�erence between the predicted pileup fraction fromMcNamara's model and the observed pileup as a function of the source counts per frame,at the Al-K� energy and for All-255 grade selection. The predicted pileup fraction wasextrapolated from the plot in Figure 2 of McNamara (1997). assuming an encircled energyfraction of 0.7, as appropriate for the XRCF data. Figure 6.37 shows that the analyticalmodel always overstimates the measured pileup. The maximum discrepancy (30%) is ob-tained for the FI chip at large source uxes. For our �ducial ux of 1 count/frame, thepileup is overestimated by 24% for the FI chip and 10% for the BI chip.
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Figure 6.35: Plot of the measured pileup fraction from Phase H data for chip I3 of ACIS-I,versus source ux incident on the HRMA entrance (Table 6.20a). Di�erent grade selectionsare shown. The dotted curves simply connect the datapoints and are plotted to guide theeye. For increasing source ux the pileup fraction increases, with a non-linear trend. Fora �xed source ux, the pileup decreases when events related to the higher grades arediscarded. This also corresponds to throwing away an increasingly larger fraction of totaldetected events (Table 6.20a).We conclude that the analytical model provided by McNamara (1997) can be usedto obtain a conservative upper limit for the pileup for both FI and BI detectors, for amonoenergetic sources and no grade selection.6.7.2.4.2 MARX simulations The Model of AXAF Response to X-rays MARX (Wiseet al. 1997) is widely used to simulate AXAF data in detail. The MARX associated toolpileup allows simulations of the pileup e�ects (for a description of the pileup tool, see theMARX manual). We used MARX v.2.0 to simulate the pileup fraction for Phase H data takenwith ACIS-I (Table 6.22a), since the code presently supports only FI chips. MARX provides amore exible tool to predict pileup than the analytical model of McNamara (1997), since itincorporates a more realistic physical description of the CCDs, allowing for grade selection.
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Figure 6.36: Plot of the measured pileup fraction from Phase H data for chip S3 of ACIS-S,versus source ux incident on the HRMA entrance (Table 6.20b), as a function of gradeselection. The dotted curves simply connect the datapoints and are plotted to guide theeye. As for FI chip (see Figure 6.23), there is a non-linear trend of increasing pileup forincreasing source ux. Discarding the events corresponding to the higher grades lead to asigni�cant reduction of the pileup at the expense of a drastic loss of total events (cfr. Table6.20b).Note that the currently available MARX version has incorrect values of the encircled energyat energies > 4 keV, whose e�ect is to broaden the PSF and thus a�ect the pileup analysisat those energies. We thus restrict ourselves here to using MARX at the lower energies.We �rst simulated the source spectrum assuming a monochromatic emission line at1.486 keV for the Al-K� tests and at 0.525 keV for the O-K� tests, normalized to thesource ux as derived from the analysis of the BND data and integrated over the same netexposures (Table 6.21). The parameter \DetIdeal" in the marx.par parameter �le was setequal to yes, as recommended. The staggered mode of Phase H data was simulated byactivating only 38 rows centered on the nominal I3 aimpoint in the acis.par parameter�le, and adjusting the frametime to the observed value (see above). The split and eventthresholds were �xed at 13 and 38 adu, respectively, as appropriate for an FI detector. The
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Figure 6.37: Plot of the percent di�erence between the pileup predicted by the analyticalmodel of McNamara (1997) and the pileup measured for Phase H data (Table 2), versusincident source ux. Only data for grade selection All{255 and for the Al-K� energy(where the model is de�ned) are used. It is apparent that the model overestimates thepileup fraction, especially at high source uxes.\MeanNoise" and \SigmaNoise" parameters were �xed at their default values (2.0 and 1.0,respectively).Table 6.23 reports the results of the MARX pileup simulations. Column 2 lists the totalnumber of photons detected by the pileup tool, while column 3 gives the fraction of totalcounts that were collected. The following columns give the number of events detected in theprimary and piled peaks, and the corresponding pileup fraction (according to the de�nitionin eq. 6.14). The latter was derived in the same regions of interest as for the XRCF data.Note: No grade selection is considered here, since the order of the pixels in the 3x3 islandin the FITS �les produced by MARX is di�erent than in the XRCF data.The results are shown in Figure 6.38, where the percent di�erence of the MARX pre-dicted pileup and the fraction measured for the Phase H data is plotted versus incidentcount/frame. Only data taken at the Al-K� energy are plotted. The Figure shows that forevery event detection rate the predicted pileup by MARX is lower than the measured pileup.
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Figure 6.38: Comparison between the pileup fraction predicted with MARX and measuredfor Phase H data for All-255 (see text). MARX underestimates the measured pileup at allobserved event detection rates. # Events for All - 255Test Name Detected Frac. of Peak1 Piled PileupEvents Events Peaks Frac.H-IAI-CR-1.001 13528 0.99 13089 419 0.031H-IAI-CR-1.003 19052 0.99 16439 2572 0.135H-IAI-CR-1.005 14601 0.99 10077 4491 0.308H-IAI-CR-1.007 15721 0.99 9807 5852 0.374H-IAI-CR-1.009 13199 1.00 12434 765 0.058H-IAI-CR-1.011 9643 1.00 8291 1352 0.140Table 6.23: MARX Pileup Simulations for Phase H Data6.7.2.5 Reducing pileup with subframing modeAs discussed above, pileup depends (non-linearly) on the source ux (Table 6.22): for agiven exposure and frametime, decreasing the source ux leads to a smaller pileup fraction,essentially because the number of events per frame is lower. In a realistic astrophysicalsituation, the observer does not have the option to vary the source ux; however, if a



ACIS Calibration Report - January 15, 1999 362Pileup FractionTest Name Frametime # of Rows All{255 G02346F-I2C-CR-2.001a 0.113 18 0.260 0.105F-I2C-CR-2.002 0.227 38 0.410 0.172F-I2C-CR-2.003 0.318 54 0.487 0.180F-I2C-CR-2.004 0.660 114 0.580 0.186Table 6.24: XRCF Phase F Pileup Datamethod can be found to reduce the number of detected events per frame, the observedpileup will be lower. This method is called \subframing" and consists of reading out only afraction of the CCD rows centered on the aimpoint. Since the CCD is sitting on the sourcefor less time, the number of photons detected during each frame will be lower.A few tests during the Phase F of the XRCF calibration operation were indeed per-formed in subframe mode, giving us a chance to test this method to control pileup. Table6.24 reports the Phase F tests that were used here. They corresponds to data acquiredwith the BI chip (w97c1) for a �xed source ux of 0.0133 c/s/cm2 and exposure 2183.41 sat the Al-K� energy. (Similar tests with the FI chip could not be used because the energyswitched to another value after the �rst two tests.) The number of rows, and correspondingframetimes, were varied as reported in Table 6.24.We accumulated spectra and analyzed them in the way described above. Table 6.24 liststhe measured pileup fraction for two reference grade selections, G02346 (the most commonlyused for the in-ight data) and the unbinned ACIS grades All{255, for comparison. Thepileup fraction de�ned in eq. 6.14 was used. It is apparent that subframing mode can beused to control pileup. For the tests in Table 6.24, the pileup is reduced by 55% in the caseof no grade selection, and by 44% for G02346.We conclude that subframe mode can be used to e�ectively control pileup in mostastrophysical situations when a bright point-like source of a given ux is observed. Ofcourse the penalty paid for sub-framing is a reduced �eld of view because only a portionof the CCD is being processed for X-ray events. Thus there will be a smaller sky coveragewhen subframe mode is used.6.7.2.6 Reducing pileup with Continuous Clocking modeACIS is primarily designed to study faint X-ray sources (F�� 10�13 ergs-cm2-sec). Fromthe initial selection of targets through the �rst GTO and GO proposal rounds, it is clearthat many of the favorite AXAF targets were discovered by previous X-ray missions, andare much brighter than the AXAF limiting source sensitivity.In order to study these very bright sources we must accomodate the e�ects of pile-up,as described in the preceeding sections. If the objective is to obtain a spectrum of such abright target, by using one of the transmission gratings, then pileup is not a problem, as



ACIS Calibration Report - January 15, 1999 363pile-up e�ects will be greatest on the highest counting rate in the image (which is typicallythe zeroth order image). The critical quantity to be determined for the analysis of thedispersed spectrum is the centroid of this zeroth order image. Pileup e�ects will not a�ectthe centroid determination of the zero order position of the spectrum. The grating has theproperty of dispersing the X-rays over a large portion of the ACIS-S array, so the projectedux in the dispersed spectrum is much lower than the zeroth order (as only a small portionof the spectrum falls on a single pixel).If instead the intent is to obtain a spectrum of a very bright target, either integratedover time, or for time variable targets, to carry out phase dependent or time dependentspectroscopy, then by using the continuous clocking mode it is possible to reduce the pile-up substantially, since the e�ective exposure time is only 3.2 msec. (Note that the sourcemust be bright, because the lack of timed exposures makes the incident photon's positionambiguous in one dimension. If we assume all photons detected originate from the target,then this loss of information about position doesn't matter.)
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Figure 6.39: Al K� spectrum taken in Continous Clocking mode using 3x1 event processing(incident ux produced a rate of 96.3 events/sec).In the future, should high time resolution become important for certain classes of obser-vations, it is possible to reduce the exposure time to about 0.1 msec. The spectral �tting



ACIS Calibration Report - January 15, 1999 364of data obtained from continuous clocking may not be as reliable as in normal faint modeoperation, since the on-board event reconstruction currently does not use all eight adjacentpixels to the event pixel. Instead only a 3x1 region is examined for split threshold cross-ings. Because some split events result in charge in vertically adjacent pixels, split eventsare confused with single events in 3x1 event recognition. A spectrum collected using 3x1event data exhibits low energy tails as compared to data processed by 3x3 event recog-nition. Figure 6.39 shows the observed spectrum of an Al K� line spectrum collected incontinuous clocking mode at XRCF.Another e�ect of using 3x1 event recognition is multiple events produced by a singlephoton. In the data shown in Figure 6.39, for example, adding up only the peaks andmultiplying by the number of piled-up events in each peak results in 26,562 events. The totalnumber of events inferred from the ux measured by the Beam Normalization Detectors(BND) times the area times the time gives 27,742 events. On the other hand, the result of�tting the peaks and the continuum and multiplying by the number of piled-up events isto infer 36,368 events. The reason that total event rate exceeds the correct rate is that oneevent can be counted as many as three times, as it can split along both directions of thereadout path.Future software patches to the ight software will include the 3x3 event processing ofeach isolated event in contiuous clocking mode, so that the normal response matrices forspectral analysis should work and the inferred incident rate should accurately reect theincident photon rate.6.7.2.7 Reducing pileup with O�-axis Pointing

Figure 6.40: Flux limit for 1% pile-up as a function of o�-axis angle.



ACIS Calibration Report - January 15, 1999 365In planning observations it is possible to reduce pile-up e�ects by pointing the axis ofthe telescope away from the target of interest by a small amount. As the PSF gets largerwith increasing o�-axis angle the detected ux from a point source will be spread overmany more pixels, hence decreasing the probability of photon pileup within a single CCDframetime. Naturally the telescope used o�-axis has degraded spatial resolution, so thistechnique is best used for relatively isolated point sources. Note also that the e�ective areaof the HRMA decreases with o�-axis angle, but in these cases the desire is to limit the rateof photons detected, so the area decline is not usually a problem. The user should also takecare that the o�set pointing does not place the target within the `gaps' between CCDs, oro� the active chip array.Figure 6.40 shows the o�-axis angle required to lower the pile-up fraction to 1% versusincident ux. By using this �gure, an observer can request an o�-axis angle which reducesthe source ux at which pile-up occurs by two orders of magnitude.6.7.2.8 Conclusions from XRCF pileup analysisThe primary results from the pileup analysis for a subset of Phase F and H data taken atthe Al-K� and O-K� energies with ACIS-I and ACIS-S in focus, and comparison to modelpredictions, are as follows:� The measured pileup fraction increases with the source intrinsic ux, as expected,with a non-linear trend.� The pileup is a function of grade selection, decreasing signi�cantly when only gradeG0 is considered (Figures 6.35 and 6.36). For bright sources and for the FI chip,grade �ltering could provide an e�ective method to control pileup without losing thecapability of doing some (modest) spectral analysis.� The analytical model proposed by McNamara (1997) overestimates the true pileup.This model should thus be used to derive a conservative upper limit for the pileup.� The MARX tool pileup underestimates the true pileup by as much as 50% at lowersource uxes and for no grade selection (see above).� Subframing (i.e., reading out a reduced number of CCD rows centered on the aim-point) can be used to control pileup. Available calibration observations show thatpileup can be reduced by 44% for grades G02346 by going from 114 to 18 rows.� For extremely bright sources either the gratings should be used, or Continuous Clock-ing mode used (or both).� In cases where spatial resolution is not critical, it is possible to avoid pileup problemsby intentionally positioning the source o�-axis.



ACIS Calibration Report - January 15, 1999 3666.7.3 Pile-up MitigationAlthough there are a number of observing strategies that will raise the threshold ux levelat which pile-up becomes a signi�cant problem (ASC, 1997), some piled-up ACIS observa-tions will nevertheless be performed. We hope that an algorithm for correcting a piled-upspectrum will eventually be developed. In the meantime, however, we are investigatingsimple analysis strategies that will separate reliable events from corrupted events, allowingthe observer to discard the corrupted ones.
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Figure 6.41: Mask applied to aspect-corrected events.

Here we describe an obvious techniquesuitable for isolated point sources: Sincepile-up is related to the surface bright-ness of the incident photon distribu-tion, an event's position in the sourcePSF is related to the probability thatthe event is corrupted. So, one canreduce pile-up e�ects to any desiredlevel by discarding a su�cient numberof events from the PSF core.We choose to discard events by apply-ing a circular mask centered on the PSF,as depicted in Figure 6.41. Our investiga-tion explores the relationships between thephoton ux level, the size of the mask, andthe magnitude of the spectral distortion re-maining in the unmasked events. Since boththe CCD behavior and the AXAF PSF areenergy dependent, we simulated on-axis (aimpoint of the I-array) monochromatic pointsources at three di�erent energies { Oxygen (525 eV), Aluminum (1.49 keV), and Copper(8.03 keV).6.7.3.1 Simulation ResultsPhotons were generated using the MARX (Wise et al., 1997) package and Monte-Carlosimulations of the CCD physics were performed by software developed at Penn State. Inorder to meet the schedule for this report, these simulations had to be performed usingMARX version 2.04, which uses PSF models which are known to di�er signi�cantly fromthe measured AXAF PSF.Thus, this work should be considered as a demonstrationof an idea rather than as a calibrated recipe for pileup mitigation in ACIS. TheACIS team will repeat this analysis using a proper HRMA simulation when the correctedMARX version becomes available.The relative motion that will occur between ACIS and the sky (\dither" (ASC, 1997))



ACIS Calibration Report - January 15, 1999 367and the expected error in measuring that motion (aspect error2) are simulated. Events withgrade 255 are discarded3. Each simulated event list contained � 50; 000 detected events.For each of the three energies, the following eight simulations were performed:� A Reference Simulation put exactly one photon on the CCD per frame, representingthe behavior of the system with no pile-up (very low ux).� A base ux level, FB, which produced � 0:067 detected events per frame was deter-mined empirically.� With photons allowed to arrive randomly, seven simulations were run at the followingux levels: FB; 2FB; 4FB; 8FB; 16FB; 32FB; & 64FB.The width of the spectral line was measured in each reference event list: � � 20eV (O-K�), 30eV (Al-K�), 70eV (Cu-K�). The event lists were �ltered to extract those eventswhich fell within 5� of the line peak and which had grades normally considered acceptable(ASCA grades 02346), producing eight in-band event lists. Each of these was then spatially�ltered using various circular masks centered on the source, producing a large set of in-band event lists which explore the (ux, exclusion radius) parameter space. The fractionof photons detected in-band was calculated for each event list and those data are shownin Figure 6.42. The curves plainly demonstrate that many in-band events are lost at highuxes when no masking is done (exclusion radius = 0) but that, for a given ux level, if youincrease the exclusion radius you can approach the results of the reference simulation, i.e.reduce pile-up. The overall di�erences in the range of the Y axes and shape of the curvesbetween the three energies reects the energy dependence of the ACIS quantum e�ciencyand AXAF PSF size.To quantify the reduction in pile-up e�ects that can be achieved by discarding events,a measure of pile-up e�ects is needed. Here, we concentrate on quantifying the spectraldistortion e�ect remaining after an event list has been spatially masked by de�ning a\quality" metric in an obvious way: The \quality", Q, of an event list that hasbeen �ltered (e.g. by grade, spatial mask, etc.) is de�ned to be the number ofevents remaining divided by the number of events that would remain if the samephotons had arrived at a very low rate (no pile-up) and the resulting eventshad been �ltered in the same way. In our context, Q is the number of in-band eventsdivided by the number of in-band events produced by a reference simulation (one photonper frame) that used the same number of incident photons. In Figure 6.42 dividing each ofthe seven curves by the reference curve (solid line) produces a plot of Q versus exclusionradius. For this study, we arbitrarily adopt a quality goal of 0.90 and plot the exclusionradius required to achieve this goal versus the relative ux level in Figure 6.43-left.2The predicted AXAF aspect errors are gaussian, � � 0:1700 (ASC, 1997).3In normal operation ACIS discards events with the grade 255 morphology since their origin is likely tobe cosmic rays rather than X-ray photons.
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Al (1.486 keV); 0.17" aspect errors; g02346
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Cu (8.029 keV); 0.17" aspect errors; g02346
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Figure 6.42: In-band events with PSF core excluded for eight ux conditions. The BaseFlux level produced � 0:067 detected events per frame.If the exclusion radii shown in Figure 6.43-left are applied, then the quantum e�ciencyof ACIS will, of course, be reduced. The relative e�ciency of the masked ACIS comparedto a hypothetical ACIS that su�ered no pile-up e�ects is shown in Figure 6.43-right. Thesevalues were determined empirically by computing the fraction of events from the ReferenceSimulation that survived the appropriate mask. An equivalent way to compute the relativee�ciency would be to blur the AXAF mirror point spread function to account for aspecterrors, then integrate the resulting PSF outside the exclusion radius. Figure 6.44 showsthe results of applying the masking technique to the three most piled-up simulations (�64ux level).
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Figure 6.43: Core masking (left) and e�ciency reduction (right) required to achieve qualitymetric, # in�band events# reference in�band events , of 0.90.6.7.3.2 A Recipe for Pile-up Mitigation?These simulation results, while illustrative of the concept of masking to improve piled-upspectra, do not provide a recipe for pile-up mitigation that can be blindly followed. Pile-upe�ects clearly depend on the incident spectrum, and no astrophysical spectrum looks likethe lines we've simulated. Furthermore, the quality metric we've used is not de�ned for apolychromatic spectrum.Nevertheless, an observer could use these results either to estimate the masking a pro-posed observation will require or to roughly clean up an actual observation. Assuming apoint source on axis, the steps would be:� From the observed event list, measure either the raw event rate, the g02346 event rate,or the raw event rate outside of a 100 circle centered on the source. These quantitiesall serve as proxies for the incident photon ux, which is unknown.� Using curves similar to those in Figure 6.45 �nd the O, Al, & Cu simulations thatproduced the same ux proxy value.� For O, Al, & Cu, look up the exclusion radius that achieves the desired quality level.� Use the largest of those radii to �lter the events (i.e. assume all photons from thesource are at the \worst" of the three energies).� Adjust the AXAF e�ective area curve by the relative e�ciency shown in Figure 6.43-right. Obviously one would want to compute the relative e�ciency more accuratelyand at more energies than was done here.
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Figure 6.44: Grade-�ltered piled-up spectra (�64 ux level) shown both with no masking,and with masking that achieves a quality level of 0.90.6.7.3.3 Comments on the Use of MaskingAll observers must choose a spatial region over which the light from a source will beintegrated. Traditionally this region has been shaped like a circle and the radius is acompromise between wanting to include as much signal as possible and wanting to includeas little background as possible. The technique discussed here is simply an extension ofthis idea to an annular shaped region. The choice of the inner radius is again a compromisebetween desirable signal (the unpiled events) and undesirable background (the piled-upevents).
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Figure 6.45: Flux proxies for seven simulations6.8 Radiation Damage from HRMA Focussed X-raysThe ACIS CCDs are sensitive to exposure to X-rays as well as to protons and particleswith greater charges. Radiation tests with tungsten X-rays show that 200 krads is su�cientto change the operating point of a CCD by 2 Volts, which renders the CCD inoperative.In the case of AXAF with a focused beam of X-rays, a small voltage shift can create apocket that can change the charge transfer e�ciency in a given column of a CCD. Thephysical mechanism that creates this condition is the ionization of silicon dioxide atomsand silicon nitride atoms in the layer separating the gate structure from the buried channelin the CCD (see cross section below). This charge is trapped in the dielectric and can notbe discharged, hence the buildup is cumulative. If su�cient charge accumulates over time,the charge transfer e�ciency of the CCD is a�ected. For this reason, some precautionsmust be used in the exposure of ACIS to bright X-ray sources on orbit. The charging ofthe dielectric layer is a function of x-ray energy, being strongest at low energy in the frontilluminated (FI) CCDs. The back illuminated (BI) CCDs are less sensitive to chargingbecause the layer of silicon that is about 40 microns thick, overlays the insulation layerand provides shielding for this layer. A gate thickness of only about 0.6 �m shields the FICCDs from the charging e�ect.To compute the radiation damage from cosmic sources it is necessary to assume aspectrum for the source - or use a measured spectrum. To de�ne the problem take thephoton number spectrum to be given by N(E)dE, the absorption coe�cient for siliconas �Si(E), the absorption coe�cient for SiO2 as �SiO2(E), and the absorption coe�cientfor Si3N4 as �Si3N4(E), the densities of three components as �x, and the pixel area to beApixel. The cross section of the CCD containing two pixels is shown in Figure 6.46. X-raysfrom the focusing optics, which are located at the top of the page, can be imagined asdirecting a stream of X-rays down onto the pixel from above. The gate structure absorbs a



ACIS Calibration Report - January 15, 1999 372fraction of the X-rays depending upon the energy, and the rest pass through with a smallfraction absorbed in the Si3N4 layer and another fraction absorbed in the SiO2. For aback illuminated CCD the X-rays are owing upward on the page into the pixel where asigni�cant fraction is absorbed in the Depleted Silicon region before it reaches the oxidelayer separating the gates from the depleted silicon.
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Figure 6.46: Cross section of two CCD pixels showing the di�erent layers of absorbingmaterial. The overlapping portion of the gate structure is exaggerated.In order to compute the amount of ionizing radiation deposited in the insulating layerbetween the depleted silicon and the gate structure, it is necessary to integrate over theincoming spectrum. The following integral serves to illustrate the dose of ionizing radiationreceived by the SiO2. D = Abs=Area (6.15)where Abs = Z 10 A(E) � f(E) �N(E) exp(��Al(E)�AlxAl � �poly�polyxpoly)� exp(�SiO2(E)�SiO2xSiO2) exp(�gates(E)�gatesxgates)� exp(��Si3N4(E)�Si3N4xSi3N4) � (1� exp(��SiO2xSiO2))EdE (6.16)Area = Apixel�SiO2100 Z 10 N(E)dE (6.17)The �rst term in 6.16 is the area of the telescope, the second term the fraction of the uxinto a single pixel for the on-axis position (Fig. 6.47), the third term is the input photonnumber ux after the absorption by the interstellar medium has been included, the fourthterm is the absorption in the aluminum/polyimide optical blocking �lter, the �fth termthe absorption in the SiO2 overcoating, the sixth term the silicon in the gate structure, theseventh term the silicon nitride insulation layer and �nally, the absorption in the silicondioxide insulation layer. The actual gate structure is used in the calculation, but the fourthterm with a gates subscript is a placeholder to represent this term. The divisor converts



ACIS Calibration Report - January 15, 1999 373the absorbed energy into the absorbed energy in units of 100 ergs per gram of material inthe pixel which is the dose in rads, D.

Figure 6.47: Fraction of incident X-ray ux falling within central pixel (averaged over allsub-pixel positions).The following �gures (6.48-6.51) present the results of computations for a range of inputspectral parameters. The input spectrum has been normalized to one photon cm�2-s�1, asseen at the top of the Earth's atmosphere.
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Figure 6.48: Expected radiation damage from a 1 photon/cm2-s blackbody source incidentat the HRMA aperture. Top: FI chip; Bottom: BI chip.
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Figure 6.49: Expected radiation damage from a 1 photon/cm2-s power law source incidentat the HRMA aperture. Top: FI chip; Bottom: BI chip.
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Figure 6.50: Expected radiation damage from a 1 photon/cm2-s thermal plasma sourceincident at the HRMA aperture. Top: FI chip; Bottom: BI chip.
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Figure 6.51: Expected radiation damage from a 1 photon/cm2-s thermal bremsstrahlungsource incident at the HRMA aperture. Top: FI chip; Bottom: BI chip.



ACIS Calibration Report - January 15, 1999 3786.9 On-orbit Performance PredictionThe data collected at the XRCF cannot be directly applied to prediction of in-orbit perfor-mance because several signi�cant e�ects inuence the ground data which will be di�erent inorbit. The source at XRCF is not located at an in�nite distance from the ACIS, the XRCFsource has a �nite size which is resolved by the HRMA in measurements near the opticalaxis, the gravitational e�ects of loading on the HRMA structure cannot be perfectly re-moved by the HRMA mounting �xture, and the ACIS operating temperature di�ers slightlyfrom the expected in-orbit values. Thus we must use the data collected at XRCF and thesub-assembly results to re�ne and validate a model of the HRMA/ACIS response.The preceeding sections describe the status of the testing and validation of the model.Then, given raytrace models of the HRMA which are appropriate to zero-gravity andin�nite source distance, we apply our ACIS models to obtain predictions of the in-orbitperformance.For this report (January, 1999) we have not received the exact ray-trace results for theXRCF tests. Approximate SAOSAC ray �les exist, which incorporate �nite-distance XRCFe�ects and on-orbits predictions, but we still lack ray �les with the e�ect of �nite-source-size. We will in future reports obtain the ray-traces and produce user-friendly summariesof the expected HRMA/ACIS performance.



Chapter 7Calibration ProductsThe ACIS team produced various highly useful items which may be of interest to peoplewanting to extend or apply the calibration results listed in this document. As many of theseitems are dynamic, in the sense that continuing work is leading to improvements, expansionsand corrections, what we present here are descriptions of these products. We anticipatethat the ACIS team will maintain these in Internet accessible forms for the duration ofthe ACIS team support. We hope that the ASC will also support the accessibility of thesematerials.7.1 ACIS SIM: Simulations of CCD Response to X-raysDue to the di�culties and expense associated with collecting X-ray CCD data, astronomershave relied on simulations of such devices almost as long as they have used the devices them-selves. Every X-ray CCD group has its own simulation code; that code is usually subject torapid and radical change as the physics of these devices becomes better understood and thedevices themselves evolve. Under this paradigm, the ACIS partnership between PSU andMIT has seen the development of two virtually independent ACIS simulators. Each onehas strengths and weaknesses; each invokes di�erent aspects of the physics to explain thedata. Both are under active development. The following descriptions and results pertainonly to the PSU version. (See Chapter 4 for a discussion of results based on the MIT CCDsimulator.)7.1.1 The Generic CCD SimulatorA Monte Carlo algorithm has been implemented in order to model and predict the responseof X-ray CCDs to photons and minimally-ionizing particles. This algorithm draws on379



ACIS Calibration Report - January 15, 1999 380empirical results and predicts the response of three basic types of CCD devices: back-illuminated, epitaxial front-illuminated, and bulk front-illuminated. Each type of deviceis assumed to consist of a stack of slabs, each slab having di�erent properties. The threetypes of CCDs are modeled by arranging these slabs in the appropriate order. The userspeci�es the device to be modeled by supplying the thickness of each layer. Both ACIS BIand FI (bulk type) chips can be modeled using this technique.In a back-illuminated device, the top layer is a damage or surface layer, in which lib-erated charge is not e�ciently propagated and is largely lost to recombination. Photonswhich interact in this layer may only have a fraction of their charge propagated to the de-pletion layer. Below this damaged or \modi�ed substrate" layer is a �eld-free layer, whichacts as a reecting layer and prevents charge from the depletion region from leaking outinto the modi�ed substrate and generating dark current. The surface and �eld-free layerssit on top of the depletion layer, which ends in the buried channel and gate structure atthe bottom of the device.An epitaxial front-illuminated device is similar to an inverted back-illuminated device.The top layer is the gate structure, modeled simply as a uniform slab of absorbing material(a \dead" layer). Beneath this is the depletion (�eld) region, followed by a �eld-free region,then a bulk silicon substrate. A bulk front-illuminated device (such as the ACIS FI chips)has the same dead layer on top of a depletion layer, but this is simply followed by a bulksubstrate.In order to simulate X-ray photon detection by these devices, a random interaction depthis generated for each simulated photon, based on the absorption coe�cient appropriate tothat photon's energy. The photon is allowed to interact with the device and produce acloud of charge. This charge spreads through the layers of the device, with the spreadingrate and the charge reection and absorption dependent on the properties of each layer.Once the charge reaches the buried channel, it is \detected" by recording an appropriatenumber of electrons in each pixel over which the charge spread. The degree to which a givenphoton's charge cloud is split across pixels depends on the photon's energy, its interactiondepth, and the proximity of the interaction to pixel boundaries (channel stops).The simulation accounts for the possibility of secondary uorescent photon generation(both K� and K�) from the silicon, if the initial photon energy is above 1839 eV. Fluorescentphotons from other elements in the device (such as oxygen) may occur, but with a lowerprobability, so they have not been included in the simulation at this time. As the chargecloud propagates through the �eld-free regions of the device, some of the charge mayrecombine and be lost. Charge spreading and recombination has been modeled by solvingthe di�usion equation for each slab of the device.The output of the simulation is a rectangular CCD frame, with the size determined bythe user. It is in units of electrons and contains photon events, readout and other noise, andminimally-ionizing particle events. These particle events were modeled similarly to photonevents; the track of a particle through the detector is randomly generated, then simulatedby allowing the detector to absorb energy from the particle every time it traverses one



ACIS Calibration Report - January 15, 1999 381micron in depth through the device. The charge cloud generated at each interaction pointis propagated just as photon charge clouds are propagated.Figure 7.1 shows the output for a back-illuminated device with 1000 1keV photon eventsand 10 particle events, assuming the uniform illumination one would expect in subassemblycalibrations. Note that most of the photon events are spread among several pixels at thisenergy. For comparison, consider Figure 7.2, which also contains 1000 1keV photon eventand 10 particle events, but detected by a front-illuminated device. Most of the photonevents are contained in a single pixel. Note how much more the particle events havebloomed { this is a result of the thick substrate assumed for this device.

Figure 7.1: Example of a simulated back-illuminated CCD frame, containing 1000 1keVphoton events and 10 particle eventsRadiation damage can also be included in the model, at the user's option. The e�ect ofthis damage is manifested by increased charge transfer ine�ciency. This e�ect is assumed
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Figure 7.2: Example of a simulated front-illuminated CCD frame, containing 1000 1keVphoton events and 10 particle eventsto have a power-law dependence with energy. The code allows the user to supply thispower-law index and the CTI.7.1.2 Speci�cs of the ACIS CCD SimulatorA User's Guide to the Penn State CCD Simulator can be found in Appendix B. All param-eters, including device geometry and tuning parameters, necessary to run the simulator areencapsulated in an input parameter �le. There is a di�erent parameter �le for each ACISCCD.All absorption coe�cients are from Henke data (no EXAFS included anywhere). Weare currently working on improved modelling which incorporates the e�ect of variation ininteraction depth, based on detailed absorption cross-sections which include EXAFS. These



ACIS Calibration Report - January 15, 1999 383EXAFS improved models are not yet ready for this report. For now we will presume thateither the main part of the CCD's silicon is too nonuniform to produce EXAFS or that theEXAFS measured in the gate structure samples by Prigozhin et al. are not applicable to thisthick crystal. The consequence of this assumption is that the only applicable absorptioncoe�cients available to us, for photon interactions below the gate structure (i.e. in themain part of the device), are the Henke data. We currently do not simulate the complexgeometry of the gate structure (unlike the MIT model { see Chapter 4).Our model is tuned to match XRCF Phase H and I data from the I3 and S3 chipsonly, at 21 energies unevenly sampling the range 277{9000 eV. The XRCF dataset is muchsmaller than the MIT lab dataset; the PSU model is tuned to fewer test events than theMIT model in all cases, sometimes to very few (< 10000) events.The XRCF data were �ltered to contain only ASCA \g02346" events prior to tuning thesimulator to match them. This helped to remove contamination in the data from pileup,cosmic rays, and some of the source continuum spectrum. It is likely that some sourcecontinuum is still present in these �ltered data, especially at energies below that of the mainpeak. We cannot guarantee that our tuning is not somewhat corrupted by the presence ofthis extraneous source spectrum masquerading as the CCD energy redistribution function.A thin SiO2 layer under the gates is invoked to explain the small feature at the lowestenergies (usually � 150eV ) in the XRCF FI data and to explain the background counts,based on ideas from the MIT ACIS team (Prigozhin et al. (1998b)). We do not see theenergy-dependent low-energy peak described in this MIT document in the XRCF data. So,although the mechanism for including this feature is in place in the simulator, this featureis not modeled.A model for the channel stops is used to account for the soft shoulder of the main peakin the FI data. We currently assume that photons interacting in the SiO2 layer of thechannel stop are completely lost. Those that interact in the p+ silicon su�er splitting oftheir charge clouds; we assume that the charge is quickly swept to the right or left sideof the channel stop, and that the fraction swept to each side depends on the interactiondistance from each side. Each separated charge cloud is assumed to propagate from a new xposition (at the edge of the channel stop) through the depletion region as a normal photonwould, using an initial charge cloud radius calculated from the original photon's energy.This model is motivated by the overabundance of right- and left-hand split events (ASCA-like grades 3 and 4) present in the soft shoulders of the XRCF data. We include a speciallocation-dependent loss mechanism and an extra noise term for this process, necessary toreproduce the o�set in the mean of the soft shoulder from the main peak mean and toreproduce the width of the soft shoulder.As noted above, the PSU simulator allows for Si K� as well as Si K� uorescence andescape peaks. This is a very small e�ect and contributes insigni�cantly, given the lowprobabilities involved. For that reason, uorescence of other elements present in the device(oxygen, for example) remains unmodeled.We include explicit temperature-dependence for the parameters where laboratory exper-



ACIS Calibration Report - January 15, 1999 384iments have provided an analytical form for such dependence. This constrains us to modelonly those devices with acceptor concentrations less than � 1014 cm�3. Conveniently, theACIS devices satify this criterion.The PSU model is NOT to be used to infer CCD quantum e�ciency, due to the way itis coded in these simulations and the fact that its QE predictions have not been comparedto calibration data.Work continues on attempting to include more e�ects in the simulation. Of signi�canceis the e�ect of CTI on especially the BI chip performance. We will make available ourresults when we feel we can understand the phenomena reliably.7.1.3 Tuning ParametersThere are seven energy-dependent tuning parameters used in the simulator to get its outputto match XRCF data. They are necessary because the simulator does not incorporate allthe device physics required to predict the data exactly; in e�ect, the existence of a tuningparameter represents an inadequacy in the model. We continue to improve the physics inthe model. As we do so, these tuning parameters will change or, in some cases, disappearaltogether.For now, the tuning parameters can be grouped into those that a�ect the main peak,those that a�ect the size of the charge clouds, those that pertain to the SiO2 layer betweenthe gates and the depletion region, and those that pertain to the channel stops. They aredescribed in detail below.� Main Peak Parametersgain fudge adjusts the mean of the main peak to match the data at a given energy{ represents non-linearities in the gainlinewidth fudge increases the width of the main peak to match the data� Charge Cloud Radius Parametersrdsat fudge increases the size of the charge cloud in the depletion region to achievethe observed grade distribution (branching ratios); note that this parameter istuned only so the simulation reproduces the observed percentage of g0 events(i.e. no conscious e�ort is made to get the percentages to come out right in theother grades)� SiO2 Insulating Layer Parametersrioxide fudge adjusts the size of the charge cloud in the SiO2 insulating layer underthe gates; this a�ects the background level and the sharpness of the low-energyfeature



ACIS Calibration Report - January 15, 1999 385q0 oxide de�nes the charge contained in events that contribute to the low-energyfeature { this sets the energy of that feature to match what is seen in XRCFdata { it does not model the feature seen by MIT in the lab data and describedby Jones et al. since this feature was not apparent in XRCF data� Channel Stop Parameterscslinewidth fudge increases the width of the soft shoulder of the main peakcsloss fudge adjusts the mean energy of the soft shoulder of the main peakFigure 7.3 shows the values of all the tuning parameters for CCD I3, as a function ofenergy. For simulating photons with energies not measured at XRCF, the code performs alinear interpolation between the two closest measured values. When forced to extrapolate(for simulated energies beyond the range measured at XRCF), the code uses the tuningparameter values appropriate for the closest measured energy.7.1.4 Future PlansWe need to instantiate the gate structure, incorporating the correct geometry and calculat-ing the absorption coe�cients appropriate for the gate structure materials using the dataof Prigozhin et al. (1998d). This will make our code more applicable to quantum e�ciencytuning and simulation.E�ects of CTI are seen in the calibration data, especially for the BI chips. We will makeavailable our results when we feel we can understand the phenomena reliably.In spite of its limitations, the current incarnation of the frame simulator is useful foraddressing timely issues in CCD characterization. The code has been used to develop analgorithm to determine sub-pixel positions of photons and to assess the problems associatedwith photon pile-up from bright uniform beams and bright point sources. It has been usedin conjunction with SAOSAC and MARX to model the XRCF PSF (see Chapter 6). Eventlists generated by this simulator are being used by the ASC to generate ACIS responsematrices.
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Figure 7.3: Plots of the seven tuning parameters, using the values for the I3 chip. The squaresare the data points; the dashed lines show the interpolated values for other (unmeasured) energies.



ACIS Calibration Report - January 15, 1999 3877.1.5 Comparing Simulated Output to XRCF Data7.1.5.1 Spectral SimulationTo illustrate the �delity of the model, below is an typical example of simulated outputcompared to XRCF FI data. The model was tuned according to the prescriptions givenabove to match the data as closely as possible. Figure 7.4 gives a spectrum from the I3 chipof 4.5 keV photons produced by a Double Crystal Monochromator at the XRCF. Figure 7.5is the corresponding simulation. The peak at about 1.2 keV in the data is not reproducedby the simulator { it is likely due to a complex of Ge L lines intrinsic to the spectrumproduced by the DCM source and not due to redistribution in the CCD. Table 7.1.5.1compares the branching ratios of the data to the simulated event list. Again, the tuningmetric used was the number of g0 events only.ASCA-like grade Data (%) Simulation (%)0 63.1 62.32 16.5 15.53 6.2 7.94 6.0 8.06 8.2 6.3Table 7.1: A comparison of real and simulated grade distributions (branching ratios) forthe I3 chip at 4.5 keV.
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Figure 7.4: Spectrum of XRCF Phase I data.
4.5 keV, I3 Chip, Simulation
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Figure 7.5: Spectrum of simulated data, tuned to match the above test.



ACIS Calibration Report - January 15, 1999 3897.1.5.2 Gain Determination & UncertaintyThe value of the simulator can be demonstrated by the following example. Allyn Tennantof the MSFC Project Science team analyzed XRCF data from ACIS which was taken witha continuum source dispersed across the ACIS-S array. These data provided an excellentcheck of the ACIS intrinsic energy resolution, because by separating the image into separatespectra, one can get e�ectively an incident monochromatic beam, with the incident energyslowly increasing with position.The surprise that appeared was that the `gain', as measured by �tting a Gaussian peakto the ACIS spectra at each point, showed a jump at the Silicon K edge energy. (SeeFigure 7.6.) This is surprising because the CCD should have no intrinsic gain within thedetector, and the analog and digital electronics should have no special sensitivity to the SiK edge (as the electronics are only seeing a charge packet).

Figure 7.6: Peak of a Gaussian �t to CCD spectra extracted from a grating dispersed incidentspectrum. The abscissa gives the energy of the incident photons inferred from the grating dis-persion equation. Note the apparent `break' in slope near 1.84 keV. [Data & analysis by MSFCProject Science].)While the CCD should have no signi�cant gain change at the Si K edge, the energyresolution function shows an abrupt change across the edge. First, in FI devices, photonsabove the K edge can create uorescent Si K� photons at 1.74 keV due to absorptionsin the gates, which cause reabsorbed photon detections of Si K� in the depletion region.Second, photons just above the K edge have very shallow penetration depths into the CCD,so, proportionally, a much high proportion of these photons interact in the channel stopsthan photons with energy just below the K edge. (In this case the lower energies penetratemore, and so many can pass right through the stop and interact normally in the depletionlevel below.)



ACIS Calibration Report - January 15, 1999 390The combined e�ect of Si K uorescent photons and more channel stop photons is tobuild up an apparent low energy wing onto the energy response function. We have run ourCCD simulation program and �nd about a factor of ten higher soft shoulder for photonsabove the K edge, than for photons below it.To see how much this shoulder a�ects �ts, we created simulated datasets at 1830 eV (justbelow the K edge) and 1860 eV (just above the edge). (See Fig. 7.7.) Then, simple Gaussianmodels were �t to the data. In the �rst case only a single Gaussian was used (which iswhat we believe was done by MSFC Project Science). Next, two or three Gaussians wereused (one for the main peak, one broad and lower energy for the channel stop events, andone [for the 1860 eV case] for the uorescent peak at 1740 eV). The results were:Ratio of �tted energy in main peak to true energyEnergy 1 Gaussian 2 Gaussians 3 Gaussians1830 eV 0.9956 0.9967 -1860 eV 1.003 0.9989 0.9989Table 7.2: Comparison of apparent peak shifts when �tting one, two or three Gaussians toACIS spectra.Note that for the single Gaussian �t the mean of the primary peak `jumps' upwardby 1.003-0.9956 = 0.74%. This is very similar to the jump that MSFC Project Sciencefound of 2.5/415 channels = 0.6%. We believe that the discontinuity in `gain' results froma discontinuity in the instrument energy response pro�le at the Si K edge, and not ineither a gain jump in the Si of the CCD or the CCD camera electronics and processing.Approximating the CCD response by a single Gaussian is inexact and the e�ect of thisinaccuracy is to induce this non-linearity at the edge when the energy response changesrapidly.It is interesting to observe how adding a low energy shoulder onto a Gaussian peak canraise the mean of the peak. What seems to happen is that the �t results in a larger sigmato accomodate the soft shoulder, which results in a higher mean because the high energytail of the Gaussian model simply ignores the data. (There are more channels better �tby the single Gaussian model on the soft side of the peak, so the model chooses that over�tting the hard side and ignoring the soft.)Note that using 2 or 3 Gaussians to approximate the response is better (the jump de-creases from 0.74% to 0.21%), but it is not perfect. To reach accuracies signi�cantly betterthan 1% will require treating the energy response by using the full simulation distributionor an accurate high order empirical approximation. Alternatively we can make approxima-tions using simpler functions (single or multiple Gaussians) but then we need to calibratethem using the full simulator (i.e. �t the simulation results to the simple functions, anddetermine a calibration relation between the simple functions and the true values).
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Figure 7.7: ACIS simulations of 1830 eV (left) and 1860 eV (right) incident photons. Solid linesare model �ts of 1, 2, or 3 Gaussian components. Note that the scale is logarithmic, and the softshoulder is ten times higher in 1860 eV simulation than 1830 eV.



ACIS Calibration Report - January 15, 1999 392Currently, the determination of X-ray energies from ACIS data is based on laboratorycalibration measurements done at MIT, as described in Chap. 4. These calibrations applymulti-Gaussian �ts to the lab data, and so are presumably no more accurate than theresults shown in Table 7.2. Thus we suggest that the knowledge of the ACIS energy isaccurate to a level better than 1%, but that these systematic e�ects must be limiting theaccuracy to no better than 0.2%.7.2 Tools for ACIS Real-time Analysis (TARA)At Penn State inspection of the XRCF data and some analyses were performed using theIDL program Event Browser1. This program o�ers a graphical user interface for performingstandard visualization and analysis tasks on FITS event lists. The set of events thatis of interest may be constrained spatially, spectrally, morphologically (by grade), andtemporally. Standard visualizations, such as spectra (in DN or eV), light curves and images,are provided. Basic analysis capabilities, such as �tting a spectral peak to a gaussian model,are provided.Figure 7.8 shows a light curve plot in Event Browser. The user has control over thehistogram binning, error bar display, axis styles (linear or log), axis ranges, titles, symbol& line styles, and color.Figure 7.9 shows a spectrum plot. The vertical lines depict a region-of-interest (ROI)de�ned by the user and a gaussian model of the data in the ROI has been overplotted.Figure 7.10 shows a grey-scale image that depicts the spatial distribution of an event listfrom a defocussed e�ective area test. The user may plot cuts through the image, computethe centroid, and plot radial pro�les about the centroid.Figure 7.11 shows the same dataset with an annular spatial �lter applied to select eventsfrom one of the four mirror shells.Figure 7.12 shows a region-of-iterest (ROI) de�ned on a plot of event energy versesexposure number for a DCM scanning test. The user may con�gure the ROI so that it actsas a �lter that selects only events from one DCM energy dwell.Other �ltering tools allow grade selection, selection by CCD ampli�er, etc. One of thestrengths of Event Browser is that rede�nitions of the �lters, changes to the input datasetitself, or changes to various parameters of the reduction (such as the split threshold) produceautomatic updates to all the displays (such as spectrum plots). For example it is easy toplot a spectrum with one set of grades, then change the grade �lter and overplot the newspectrum for comparison.Filtered event lists may be saved as FITS event lists or as XSPEC spectral �les.Since the user has direct control over plot scaling, titles, colors, and styles, productionof presentation-quality plots is straight-forward.1See http://www.astro.psu.edu/xray/docs/
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Figure 7.8: Event Browser Light Curve

Figure 7.9: Event Browser Spectrum
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Figure 7.10: Event Browser Image

Figure 7.11: Event Browser Spatial Filter
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Figure 7.12: Event Browser Property/Property Filter
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Appendix AACIS GradesACIS candidate X-ray events are assigned to grades based on the number and orientationof the pixels neighboring the central candidate pixel which exceed the split event threshold.This grade is helpful in distinguishing between X-ray events and non-X-ray events.
0 10
0 0
0 10

1 001 00 0 0

Grade Code = 0x084

Figure A.1: 3x3 Event Grading IllustrationThe grade is computed by the BEP (Back-End Processor) by comparing the correctedpulse heights of the eight outer edge pixels of the event to the \Split Threshold" speci�edin the Timed Exposure Parameter Block. Each pixel corresponds to a \bit" in the gradecode. If a pixel's pulse height is greater than or equal to the threshold, the correspondingbit is marked as a \1". If a pixel's pulse height is less than the threshold, the bit is markedas a \0". Since there are eight pixels on the edge of a 3x3 event, this leads to an 8-bit gradecode. There are 256 possible \grades" for a 3x3 event. Figure A.1 illustrates an example3x3 event, with pixel pulse heights drawn as vertical bars and the split threshold drawnas a grid. The pixels whose pulse height is above the threshold are shown to the right aslightly shaded areas. Since the center pixel has been selected on the basis of being a localmaximum, it will always be the pixel with the highest signal. (It is shown using a darkershade in the diagram.)A complete list of the ACIS grades with a diagram illustrating the split event thresholdcrossings is given in Table A.1. Please note that ACIS grades and ASCA grades do not use398



ACIS Calibration Report - January 15, 1999 399the same numbering convention. ACIS grades run from 0 to 255, while ASCA grades runfrom 0 to 7. ACIS grade 0 is identical to ASCA grade 0 (a single, isolated event without anyneighboring split threshold crossings), but all other ASCA grades are sums of many ACISgrades. Also note that when ACIS operates in \Graded Mode" only the total reconstructedenergy of the X-ray event is telemetered to the ground. The total energy is computed bysumming all pixels which exceed the split event threshold. On ASCA the correspondingmode (`Bright Mode') sums pixels regardless of whether the split threshold is crossed. Theresult is that some ASCA grade 5 and 7 event total energy values cannot be calculatedfrom ACIS grade and energy information alone.The commonly used ASCA grades are g0 (which are single events and the same asACIS Grade 0), g0234 (which are the singles plus vertical and horizontal split events, andcorrespond to the combination of ACIS Grades 0, 2, 8, 16, 64, and twelve other rare ACISgrades), and g02346 (which corresponds to the preceeding plus ASCA grade 6). ASCAgrade 6 has the n=3 and n=4 events which are compact (i.e. form small `L'-shaped or 2x2square-shaped regions).
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Table A.1: ACIS Grade Description



Appendix BCCDSIM User Guide
B.1 IntroductionThe Penn State ACIS simulator is analogous to the pileup tool in the MARX system { aphysical simulation of ACIS CCD's is performed using a MARX simulation as the source ofphotons. The output of the simulator is a FITS event list compatible with Event Browser.B.2 Running the MARX SimulationYou can have MARX use an SAOSAC ray �le instead of its internal HRMA model, howeverthe timestamps assigned to SAOSAC photons are spaced by exactly one second, which isrelevant for simulations where pileup is present.We use MARX as a source of photons because it provides the user with convenient con-trol over the spatial, spectral, and timing characteristics of the photons. Re-implementingall the cool current features of MARX, and the future ones too, sounded like no fun at all!Detailed information on MARX parameters is, of course, in the MARX User's Guide.As described in Section 6.3 of the MARX User's Guide, you should set theMARX parameter DetIdeal to \yes" when the MARX output will be used by aCCD simulator. Also, do not forget that MARX has the unfortunate habit of modifyingits parameter �le marx.par based on the command-line options you specify.Note that uxes in MARX are speci�ed by the parameter SourceFlux in photons/sec/cm2at the entrance to the HRMA. Choosing a ux appropriate to your investigationcan make your brain hurt due to several complications. (Yes, maximizing \complicatingdetails" was one of our design goals!)� The easiest case would seem to be where your actual goal is to simulate a speci�castrophysical source ux. You should be able to simply convert your source ux tophotons/sec/cm2 units and use that for the MARX SourceFlux parameter. Unfortu-nately, the transmission of the optical blocking �lter (OBF) in ACIS is not currently401



ACIS Calibration Report - January 15, 1999 402simulated by the Penn State ACIS simulator and MARX will not simulate the OBFwhen DetIdeal is \yes". Thus, you must deal with the OBF transmission yourself.Note also that the PSU CCD simulator does not attempt to simulate the precise valuesof gates transmissions, including the e�ects of EXAFS. Thus, again, this simulatorshould not be applied where precision quantum e�ciency estimates are required. Usethe MIT supplied values incorporated into the ASC response matrices in these cases.� If you are trying to achieve a speci�c photon rate incident on the CCDs, then you'regoing to have to perform a short test run of MARX, see what you get, then scalethe MARX SourceFlux parameter accordingly. Determine the MARX output rate bycounting the photons MARX producedmarx --dump dir/time.dat | wcand �guring out how many seconds the MARX simulation coveredmarx --dump dir/time.dat | tailYou can also determine the MARX output rate by looking at the keyword FLUX(photons per frame) in the event list �le produced by the Penn State ACIS simulator.Note that the MARX output omits photons that survive the HRMA and OBF, butthen miss the CCD's that MARX is simulating.� If you are trying to achieve a speci�c event rate out of ACIS, then you'll have to countthe events that come out of the simulator and determine the length of the simulation.The tricky part here is making sure you have a clear idea of what \event rate" means.You could just count the raw events that come out of the simulatorfverify dir.evtbut grade 255 events may contaminate the count { ACIS will normally throw awaygrade 255 events. A better method would be to �lter the event list (using EventBrowser) to match whatever grades are implied by the de�nition of your target eventrate. The moral is that \event rate" is a vague term.To determine the length of the simulation executefverify dir.evtand read o� the range of the TIME column. There are 3.34 seconds per exposure.Note that you will often choose to simulate a small region of an ACIS CCD to speedthings along, so you'll see an event rate slightly lower than the larger physical CCD



ACIS Calibration Report - January 15, 1999 403would produce because photons way out in the PSF wings miss the virtual CCD youare simulating. Of course, the real ACIS also produces a small number of un-rejectedbackground events. The CCD simulator can simulate a particle background, but youprobably don't want to get into that.MARX can use SAOSAC rays, rather than its own HRMA model, in a simulation.The Penn State ACIS simulator will accept such an SAOSAC-derived MARX simulation,however the ux level in the CCD simulation will not be what you speci�ed in theMARX run. The problem is that MARX 2.04 does not assign appropriate timestampsto SAOSAC photons. In the future, either MARX will be �xed or the Penn State ACISsimulator will be hacked to work around this problem.You may �nd it convenient to run MARX from some type of script (csh, perl, etc.).If you decide to use IDL as your scripting language, you'll �nd the following IDL codeinteresting. (Change the reference to /bulk/pkg/asc/marx 2.04-dist to the appropriateMARX directory on your machine.)spawn, '/bin/cp /bulk/pkg/asc/marx_2.04-dist/marx.par .'spawn, 'echo "MARX LOG" > marxlog.txt'num_events = 1000flux = ...dir = "my_sim"energy = 1.486f='("marx ExposureTime=0 NumRays=",I0," SourceFlux=",F0," OutputDir=",A,' +$'" MinEnergy=",F0," MaxEnergy=",F0," DetIdeal=yes >> marxlog.txt")'cmd = string(num_events, flux, dir, energy, energy, F=f)print, cmdspawn, 'echo "' + cmd + '" >> marxlog.txt 'spawn, cmdB.3 Running the Penn State ACIS SimulatorThe top-level simulator program is called rain on acis and is in the default IDL path (try�ndpro, 'rain on acis' at the IDL prompt). The rain on acis program has two requiredparameters.� A list of CCD parameter �les for the CCD's you wish to simulate.� The name of a MARX simulation directory.



ACIS Calibration Report - January 15, 1999 404The ten ACIS CCD's are described by FITS parameter �les ccd0.par ... ccd9.par areavailable with the simulator distribution. You should copy the parameter �les you needto your local directory. The FITS keywords found in the parameter �le are shown inFigure B.1.COMMENT CCD device parameters for use in Penn State simulation system.CCD_ID = 3 / CCD position in ACIS instrument, [0..9]ILLUM = 'bulk ' / CCD style: "back", "bulk", or "epi"NUMCOLS = 1024 / width of sub-frame simulatedNUMROWS = 1024 / height of sub-frame simulatedFIRSTCOL= 1 / first col of sub-frame in 1-based CHIPX systemFIRSTROW= 1 / first row of sub-frame in 1-based CHIPY systemXPIXSIZE= 24 / X-size of pixel (microns)YPIXSIZE= 24 / Y-size of pixel (microns)SPLASH = 7 / max footprint of a photon; MUST BE ODD NUMBER!DEAD = 1 / dead layer thickness (microns)EPIFF = 0 / epitaxial field-free layer thickness (microns)DEPLN = 65 / depletion layer thickness (microns)SUBSTFF = 460 / bulk field-free layer thickness (microns)NA = 1.0e13 / dopant concentration (# per cc)TEMP = 163 / operating temperature of CCD (Kelvins)S_NOISE = 2 / "system noise" (electrons)DARK = 0 / dark signal (electrons)NUMPART = 0 / average number of particles per frameCTI = 1.0e-6 / charge transfer inefficiencyRADPOWER= 0 / power term for power law radiation damage modelCOMMENT ev-to-DN linear model quoted by MITCOMMENT Pulse Height(ADU) = Slope x Energy(eV) + IntcptSLOPE_A = 0.2582SLOPE_B = 0.2588SLOPE_C = 0.2542SLOPE_D = 0.2592INTCPT_A= 1.19INTCPT_B= 1.25INTCPT_C= 1.25INTCPT_D= 1.09THRESHLD= 38 / event thresholdFigure B.1: FITS keywords in Penn State ACIS simulator parameter �leThe parameter �les in the archive setup a simulation of an entire CCD, which is generallyNOT what you want because it's VERY slow. Normally, you would �gure out where all



ACIS Calibration Report - January 15, 1999 405the action is on the CCD,marx --dump dir/xpixel.dat dir/ypixel.datthen edit the CCD parameter �le to simulate a rectangular region around most of the pho-tons. The relevant keywords in the parameter �le are NUMCOLS, NUMROWS, FIRST-COL, & FIRSTROW; (FIRSTCOL,FIRSTROW) is the lower-left corner of the active re-gion, in 1-based CHIP coordinates. Use the FTOOL fv to edit these keywords.Normally, the CCD frames are simulated until all the MARX photons are used up.However, the rain on acis keyword NUM PHOTONS can be used to shorten the simulation.If the keyword DITHER is set, then rain on acis will, for each CCD frame, randomlyo�set the photons from their MARX positions (simulating spacecraft dither), let the pho-tons interact with the CCD, detect events, then adjust the event positions by the o�setapplied to the photons (simulating perfect aspect correction). A gaussian aspect error maybe simulated by passing the standard deviation of the gaussian in units of ACIS pixels,not arcseconds, in the keyword ASPECT ERROR. MARX suggests 0.17 arcseconds =0.35 pixels as a plausible aspect error model.If the keyword ONE PHOTON PER FRAME is set then photon timestamps are ig-nored and exactly one photon lands on each CCD frame.A typical call to the CCD simulator would berain_on_acis, 'ccd3.par', 'my_marx', /DITHER, ASPECT_ERROR=0.35assuming you have the parameter �le ccd3.par and a MARX simulation my marx in yourcurrent directory.You may �nd it convenient to put the IDL statements necessary to run MARX and theCCD simulator in an IDL batch �le or program, then run IDL in the background overnight.For example, if you have a batch �le named runsims containing IDL statements then youcould issue the unix commandnohup nice idl < runsims >& log &log out, and go home to more interesting pursuits. What would normally be printed to thescreen will be in the �le log. If you want to watch the output for a while, executetail -f logIf you have written an IDL procedure, runsims.pro, which spawns MARX jobs and drivesthe simulator for you, then issue the unix commandnohup echo runsims | nice idl >& log &and go home.Once you have the simulator running, if the UNIX utility top shows that the IDL processis receiving less than 90 percent of the CPU (45 percent on a two-processor machine), thenyou may be page faulting due to a shortage of memory. Either �nd a better computer orsimulate a smaller region of the CCD.



ACIS Calibration Report - January 15, 1999 406B.4 FITS Output of the SimulatorThe simulator produces a FITS event list named acis.evt in the MARX directory and copiesthe CCD parameter �les to the MARX directory. You can supply an alternate name forthe event �le with the rain on acis keyword EVENT FILE. Some of the interesting FITSkeywords found in the binary table header are:� PARFILE?: the name of a CCD parameter �le used by the simulator.� PHOTONS: the number of photons simulated.� FLUX: the number of photons simulated divided by the number of exposures simu-lated.The FITS binary table used to store the event list always includes the following columns.� TIME: The MARX timestamp in seconds corresponding to the midpoint of the CCDframe.� EXPOSURE: The CCD exposure number, starting at zero.� CCD ID: The CCD that detected the event, obtained from the CCD ID keyword inthe parameter �le.� AMP ID: The ampli�er, numbered 0..3, associated with the central pixel of the event.� QUALCODE: An 8-bit quality code computed for each event. Bit 2 is set (value =4) if the central pixel exceeds 4095 DN.� CHIPX/CHIPY: The 1-based integer position of the event.� TDETX/TDETY: The position of the event in the \tiled coordinate system AXAF-ACIS-2.2" de�ned by Jonathan McDowell at the ASC.� PHAS: A 9 element vector containing the event island pixel values corrected for bias.The relationship between this 9-vector and the 3x3 event island is shown in Figure B.2.If the rain on acis keyword DITHER is set, then the TDETX & TDETY columns arecorrected for the dither, i.e. an aspect correction with optional aspect error is applied.The CHIPX & CHIPY columns however are NOT aspect-corrected { they contain theinteger positions of the dithered events. You should examine dithered events in theTDETX/TDETY coordinate system, not the CHIPX/CHIPY system. WhenDITHER is set, the FITS columns DITHER X and DITHER Y are added, specifying therandom o�sets that were added to the MARX photon positions.If the rain on acis keyword ONE PHOTON PER FRAME is set, then FITS columnsRAY X and RAY Y are included, specifying the real-valued position (in CHIP coordinates)of the photon which lead to the corresponding event.
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Figure B.2: Ordering of PHAS vector



Appendix COptical Light Contamination fromHRMA Focussed StarsThe HRMA focusses optical light in a very similar manner as X-ray light (with the di�erencethat the longer wavelength of optical light makes di�raction e�ects much more important).The Optical Blocking Filters (OBF) are designed to reject the optical and UV light, butallow a maximum of X-ray ux to pass through and be detected by the CCDs. The designof the OBFs reected a tradeo� between thinner �lters which maximized the soft X-raye�ciency, and thicker �lters which rejected more unwanted optical light.The largest problem of optical light contamination occurs for point sources which emitlarge amounts of optical light, but relatively few X-rays { namely stars. As discussed inSection 5.3 we provide estimates of the optical magnitudes of stars (as a function of stellartemperature) at which the optical contributions begin to become of concern. The detailsof the calculations are presented here.C.1 Calculation without GratingsThe AXAF telescope mirrors consist of four shells of zerodur coated with 350 /AA ofiridium that reect electromagnetic radiation at grazing incidence angles of about 0.44�to 0.84�. The mirrors are constructed in such a way as to present concentric annuli toincoming radiation. The dimensions of the four annuli are given in the following table (vanSpeybroeck, private communication).In order to compute the intensity of optical light for an on-axis source, the Airy functionfor each mirror was computed at two wavelengths: 450 nm and 850 nm, corresponding tothe peak transmission wavelengths of the optical blocking �lters. The reectivity in theoptical band at these grazing angles of incidence is very high, �99%, based on the opticalconstants found by Weaver (1977). The contributions to the Airy function from eachmirror annulus were added incoherently, as no e�ort was made during fabrication to align408



ACIS Calibration Report - January 15, 1999 409Mirror Number Front Radius (mm) Back Radius (mm)1 612.69 600.343 493.41 483.474 435.63 426.856 323.82 317.29Table C.1: AXAF Mirror Parametersthe mirrors to the accuracy necessary to maintain coherence. An example of the results ofthe calculation for the two wavelengths is shown in Figures C.1, C.2, and C.3. The fractionof the encircled energy for the pixel at the on-axis point was taken to be 0.03 and 0.06at 850 nm and 450 nm respectively. In the integration over the bandpass carried out tocompute the optical fraction transmitted, OF (see Equation 5.18), the encircled energy wascomputed at a number of wavelengths and interpolated linearly with wavelength.The encircled energy is included in the term Atel(�).Figure C.1 shows the point spread function of the telescope computed at 450 nm. Thesmall `dips' are interference e�ects. This curve was multiplied by 2��d�, where � is theo�-axis angle variable of integration and integrated to a speci�c o�-axis angle to producethe results shown in Figure C.2. The same procedure was used to produce the results at850 nm, shown in Figure C.3.

Figure C.1: The point spread function of the AXAF mirrors at 450 nm as a function ofo�-axis angle in arc seconds.
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Figure C.2: The encircled energy as a function of o�-axis angle for the AXAF mirrors at450 nm.

Figure C.3: The encircled energy as a function of o�-axis angle for the AXAF mirrors at850 nm.C.2 Calculation with GratingsThe ACIS instrument can be complemented by the introduction of transmission gratingsinto the light path emerging from the aft end of the HRMA. These gratings disperse theoptical light as well as the X-ray photons (and to much larger dispersion angles becausethe optical wavelengths are so much longer than the X-ray ones). Thus when the gratingsare in place the only concern is for optical light leakage which is collected in the zeroth



ACIS Calibration Report - January 15, 1999 411order (or undi�racted) image.A facet of each of the MEG and HEG gratings was provided by Dr. Dan Dewey of theGrating team for measurement of the optical transmission of the grating as a function ofwavelength. The grating facet was placed in an f8 convergent beam of light to approximatethe AXAF mirror con�guration. The light source was a standard 10 watt tungsten lampmanufactured by the Oriel Corp. which was focused by an f8 lens through the grating andonto the slit of an Oriel Corp. 1/8 m monochromator. The monochromator output wasthen focused onto a photodiode and readout with a Keithley digital ammeter. The resultsof these measurements are shown in Figures C.4 and C.5.

Figure C.4: Transmission of an MEG facet focused with an f8 beam of light onto amonochromator slit as a function of wavelength



ACIS Calibration Report - January 15, 1999 412

Figure C.5: Transmission of an HEG facet focused with an f8 beam of light onto amonochromator slit as a function of wavelength



Appendix DGlossary of AcronymsACIS AXAF CCD Imaging Spectrometer, one of two focal plane instruments aboardAXAF, consisting of two arrays of CCD chips supporting imaging and transmissionspectroscopy. It provides simultaneous imaging and non-dispersive moderate resolu-tion spectroscopy.ACIS-I Term referring to Imaging CCD array.ACIS-S Term referring to Spectroscopic CCD array, which supports the use of the AXAFtransmission gratings.ADC Analog-to-Digital Converter, provides digital equivalent to analog signals.ADU Analog-to-Digital Unit, unit de�ning integer values resulting from an analog todigital conversion.AQLC ACIS Quick Look Computer, one of two computers used at the X-ray CalibrationFacility to assess ACIS data. The AQLC reduces and displays data in near real timeto evaluate the scienti�c validity of the data.ASC AXAF Science Center, center for the analysis of AXAF data and general scienti�csupport and analysis in the post-launch AXAF phase.ADS Two meanings based on context:1. Aspect Determination System, AXAF system determining the satellite pointingand orientation,2. Astrophysics Data System, NASA Astrophysics Division supported system forthe access, dissemination and utilization of archival astrophysical data.AXAF Advanced X-ray Astrophysical Facility, the spacecraft carrying the ACIS experi-ment and the high resolution X-ray telescopes.413



ACIS Calibration Report - January 15, 1999 414BESSY The Berlin synchrotron light source used to establish the reference calibrationof CCDs used during the MIT pre-assembly calibration measurements to achieve anabsolute quantum e�ciency calibration.BEP Backend Processor, digital signal processor and control processor which packetizesdata for downlink and controls the CCDs.BI Backside Illuminated, term applied to a type of CCD chip, in which the normal thicksilicon substrate is removed and X-rays illuminate the back of the device. BI chipshave good low energy quantum e�ciency.BND Beam Normalization Detector, an X-ray counter used at the XRCF to measure theintensity of the incident X-ray beam, and hence allow normalization of any measure-ments made at the XRCF.BNL Brookhaven National Laboratory, site of a synchrotron used as an X-ray sourceduring ACIS �lter calibration.CCD Charged Coupled Device, the active detector elements in ACIS.CDR Critical Design Review, formal meeting certifying the start of full production of theoverall hardware and software design.CEI Contract End Item, item speci�ed in the NASA contract which must be delivered bythe ACIS team.CIT Calibration Implementation Team, a group combining the CTT, MSFC Project andsupport sta�, and TRW, which will implement the XRCF calibration of AXAF.CMDB Calibration Measurement DataBase, a database containing all parameters neededto describe the measurements conducted at the XRCF.CTE Charge Transfer E�ciency, ratio of charge remaining after one pixel clocking to thecharge before clocking.CTI Charge Transfer Ine�ciency, deviation of CTE from unity. Convenient because CTEis often very close to one.CTT Calibration Task Team, a scienti�cally oriented group drawn from the Project andScience Instrument teams, charged with the responsibility for planning AXAF cali-bration.CTUE Command Telemetry Unit Emulator, a piece of ground support equipment whichemulates the spacecraft command and telemetry unit. This unit transmits commandsfrom the spacecraft to the instruments and packages instrument data into the teleme-try major frames.



ACIS Calibration Report - January 15, 1999 415DA Detector Assembly, houses CCD arrays, �ducial lights and an X-ray calibration source.Functionally equivalent to term `CCD Camera'.DEA Digital Electronics Assembly, ACIS digital signal processing section.DPA Digital Processing Assembly, ACIS analog signal processing section.DPS Detector & Processor Subsystem, subsystem dedicated to the detection and process-ing of X-rays, consisting of the DA, DEA and DPA.DR Data Requirement, a formal NASA speci�cation for required documentation format,content and delivery dates.EGSE Electronic Ground Support Equipment, one of two computers used at the X-rayCalibration Facility to assess ACIS data. The EGSE generates commands and mon-itors housekeeping data to assure the health and safety of the instrument.EMI Electro-Magnetic Interference, electro-magnetically induced noise appearing on elec-trical signal wires. Usually referred to in the context of eliminating or shielding toprevent EMI.FAM Five-Axis Mount, mounting stage for the AXAF instruments at XRCF which con-trolled the x, y, z, pitch and yaw orientations of the instruments with respect to thefacility coordinate system.FEP Frontend Processor, digital signal processor, part of the DPA which does initialprocessing on raw CCD pixel data.FI Frontside Illuminated, a traditional CCD chip design where the chip is illuminated fromthe front layer, which requires the X-rays to traverse the electronic gate structures.The low energy quantum e�ciency of FI chips is low, but the energy resolution issuperior to BI chips.FP Focal Plane, the sub-assembly portion of the ACIS experiment which holds the CCDchips.FWHM Full Width at Half Maximum, a measure of the width of a distribution, frequentlyused to describe the resolving power of the CCD for spectral emission lines.GSE Ground Support Equipment, auxiliary equipment needed to operate the ACIS ex-periment during assembly and ground testing.HETG High Energy Transmission Gratings, used to provide dispersed X-ray spectra ap-propriate to the higher energy X-rays collected by the HRMA. The HETG uses theACIS as its prime detector system.



ACIS Calibration Report - January 15, 1999 416HRC High Resolution Camera, the other focal plane instrument on AXAF, based on amicro-channel plate X-ray detector.HRMA High Resolution Mirror Assembly, the AXAF X-ray telescope mirror assembly,consisting of four nested confocal Wolter I optical systems.HST High Speed Tap, a high speed data path providing raw CCD pixel data into theACIS EGSE computers. These data are similar to the sub-assembly calibration data,and form a direct check on the ight telemetry format data. The HST also o�ers amuch higher bandwidth data path valuable during ground calibration. The HST willnot be available during ight.ICD Interface Control Document, documents de�ning the observatory interfaces.IPI Instrument Principal Investigator, scientist in charge of the development of the instru-ment and leader of the team submitting the proposal and executing the task. ForACIS the IPI is Prof. Gordon Garmire.kbs kilobit per second, a data transfer rate measured in thousands of bits per second.LMA Lockheed Martin Astronautics, sub-contractor providing some of the fabrication ofthe ACIS instrument, formerly named MMAG.LETG Low Energy Transmission Gratings, disperse X-ray spectra appropriate to the lowerenergy X-rays collected by the HRMA. The LETG uses the HRC as its prime detectorsystem.MCC Master Control Computer, central coordinating computer at the XRCF facilty dur-ing AXAF calibration.MMAG Martin Marietta Aerospace Group, sub-contractor providing the fabrication ofthe ACIS instrument, name now changed to LMA.MIT Massachusetts Institute of Technology, home institution of ACIS CCD developmentwork and camera design.MSFC Marshall Space Flight Center, the home institution for the AXAF Project.NaN Not a Number, a computing expression for bit strings in numeric �elds which do notinterpret as numbers. It can be encountered by invalid calculations or used as a agto prevent use of invalid values where no proper value exists.NSLS National Synchrotron Light Source, a synchrotron used as a light source in mea-suring the X-ray transmission of the ACIS �lters.



ACIS Calibration Report - January 15, 1999 417OBC On-Board Computer, the AXAF spacecraft computer which transmits commandsto ACIS and which receives telemetry data for transmission to the ground.OBDS On-Board Data System, the computing system for ACIS on-board the satellite.OV Orbital Veri�cation, the �rst period of orbital operations, in which the instrumentsand spacecraft are turned on and proper operations are veri�ed.PDR Preliminary Design Review, formal meeting reviewing the overall hardware andsoftware design.PRAM Program Random-Access Memory, radiation resistant on-board non-volatile mem-ory which is used to store instructions for CCD readout.PSMC Power Supply and Mechanism Controller, supplies power and mechanism controlto ACIS.PSU Penn State University, home institution for the ACIS Principal Investigator andground software development.PTS Power & Thermal control Subsystem, ACIS subsystem which delivers power andmaintains thermal control of the experiment.RCTU Remote Command and Telemetry Unit, TRW supplied interface box supplyingconnection to spacecraft data and power busses.SDS Software Design Speci�cation, document specifying the software design for each buildof the ground software.SEU Single Event Upset, single bit errors introduced into memory or processors, resistanceto which reects more robust processor performance in a space environment.SIM Science Interface Module, a translational mechanical structure which moves to allowinsertion of either the HRC and ACIS into the telescope focal plane, and to shiftbetween the ACIS-I and S arrays.SIN Science Instrument Notebook, ASC reference document on all AXAF Science Instru-ments.SOP01 Science Instrument Operations Manual, http://www.astro.psu.edu/xray/docs/sop/,required deliverable for the ACIS team, presenting the information needed to properlyoperate the ACIS experiment.SRAM Sequencer Random-Access Memory, highly radiation resistant memory used tostore instructions for the ACIS CCD readout.



ACIS Calibration Report - January 15, 1999 418SRR Software Requirements Review, formal meeting reviewing the adequacy and accuracyof the Software Requirements.SRS Software Requirements Speci�cation, document specifying the ACIS software require-ments.SRC Synchrotron Radiation Center, a synchrotron facility run by the University of Wis-consin, Madison, used for ACIS ight �lter calibration.ST STatus information, information ancillary to the scienti�c data which is appended tothe science analysis data.SWG Science Working Group, the team of scientists, consisting of the Instrument PIs,the Telescope Scientist, the Interdisciplinary Scientists and the Project Scientist,who work as a top-level advisory team to assure the AXAF Project remains faithfulto the scienti�c goals of the program.TBS, TBR, TBD To Be Supplied, Revised, Determined, terms holding space for speci�cnumbers or text which are to be supplied, revised or determined at a later time.VVA Vent Valve Assembly, provides a commandable opening and closing path to vent theinside of ACIS.WBS Work Breakdown Structure, management document and numbering scheme for for-malizing and categorizing the various tasks associated with this project into a tieredhierarchy with associated dependencies to enable the e�cient identi�cation and track-ing of progress on the assigned goals.XRCF X-ray Calibration Facility, the X-ray facility built at Marshall Space Flight Centerto support AXAF calibration of the joint HRMA-Science Instrument system.


