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Abstract  This paper introduces an end-to-end robust approach for scalable video over 
the Internet. The traditional method only considers congestion control, error control and is 
unable to achieve end-to-end high-quality video transmission in the error-prone 
environment like the Internet since it does not consider the packetization behavior, 
network conditions and the media characteristics simultaneously. This paper presents an 
end-to-end approach for scalable video over the Internet, combining network adaptive 
congestion control and unequal error control. Considering requirements of multimedia 
transmission, this paper introduces multimedia congestion control to estimate available 
bandwidth and smooth the media sending rate. Specially in the transport layer we 
propose unequal interleaving packetization method and unequal error protection scheme, 
which can alleviate the effect of the packet loss well. Further we develop the 
rate-distortion theory for the scalable video over the Internet. Thereafter the optimal bit 
allocation is presented to determine the bits budgets for the source part and error control 
part. Simulation shows our scheme can achieve good performance for scalable video 
over the Internet.  
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With the growth of the Internet and abundant network resources, video streaming is 
becoming one of the increasingly important Internet applications. However, the current 
IP-based network provides only a single class best effort service. Video packet can be 
regarded as a packet loss by the video decoder either due to network congestion or due 
to exceeding the maximum delay threshold. It remains an open challenging task as to 
how to cope with the packet loss in the video streaming over the Internet and achieve 
high reconstructed-video quality. 

Scalable video coding is of great interest recently because it is capable of coping 
with variability of bandwidth gracefully[1, 2]. Scalable source coder encodes input video 
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into multiple layers. Base layer (BL), the most important layer that has to be success-
fully transmitted and highly protected, carries the basic information. Other layers are 
called enhancement layers (ELs) that can be dropped or transmitted based on the avail-
able network bandwidth.  

So far two types of techniques have been proposed to address the issue of video 
over network in the literature: congestion control and error control. The basic idea of 
congestion control for video streaming case is to attempt to minimize the amount of 
packet loss by adjusting the delivery rate according to the network congestion status 
meanwhile maintaining the sending rate smoothly as much as possible[3—5]. However, 
they only considered the congestion control techniques for video streaming and did not 
discuss how to control the quality of video transmission when packet loss occurs. Be-
sides, note that this technique does not guarantee there is no packet-loss in the streaming 
process. Joint work on congestion control and error control was discussed in ref. [6]. 
However, in this work we propose unequal interleaving packetization to enhance the 
usage efficiency of the network bandwidth. Joint work on layered scalable coding with 
Unequal Loss Protection (ULP) for robust Internet transmission has also been studied in 
refs. [7— 9]. However, besides the interleaving packetization, we develop the 
rate-distortion theory for the scalable video over the Internet and give the global bit al-
location to distribute the bit budgets between the source and channel so as to achieve 
good end-to-end system performance. 

In this paper we propose an end-to-end robust approach for scalable video over the 
Internet, considering congestion, error control, data packetization simultaneously. In the 
transport layer, we present MSTFP (Multimedia Streaming Tcp-Friendly Protocol) to 
estimate the available bandwidth dynamically and smooth the video sending rate. In the 
application layer we present unequal error protection to alleviate the effect of the packet 
loss. Further unequal interleaving packetization scheme is introduced to enhance system 
robust performance. Particularly we analyze the rate-distortion relationship of the scal-
able video over the Internet and determine the protection degree of each video layer so 
as to achieve the minimal end-to-end distortion. 

1  End-to-end approach for scalable video over the Internet 

1.1  Problem formulation 

Fig. 1 depicts the architecture for video streaming across the Internet. In this 
framework, RTP[10] above UDP is served as the transport protocol for the network mul-
timedia application while RTCP is accompanied to convey the feedback information for 
Network Estimation module to track the network status. Also TCP-friendly Congestion 
Control module is with the transport layer to smooth the rate of the video data. In the 
application layer, unequal error control strategy is considered to utilize the unequal phi-
losophy in the scalable bit-stream. The procedure of the video over the Internet can be 
described as follows. On the sender side, raw video has been compressed offline. Taking 
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the unequal importance characteristics among the layers into account, these layers are 
protected with different protection degrees against packet losses according to network 
conditions. After this stage, the video data is pacetized and then passed transport layer 
before entering the network. These packets may be dropped by the router due to the 
network congestion or by the receiver due to excess delay. On the receiver side, after the 
inverse process of channel decoding, the reconstructed packets are directed to the source 
decoder. In the mean time, the receiver registered some statistical information, such as 
packet loss ratio and the transmission delay, by the Network Monitor module. The esti-
mated available network bandwidth is dynamically updated using feedback information 
in the Network Estimation module. With the observed network conditions, the Target Bit 
Allocation module allocates resource between source and channel aiming to achieve 
high video transmission quality. 

 
Fig. 1.  End-to-end framework for scalable video over the Internet. 

The key modules in the end-to-end video delivery system include Unequal Channel 
Coding, Target Bit Allocation, Packetize, Congestion Control, and Network Estimation, 
etc. In the following sections, we will introduce our algorithms of each key module in 
the proposed end-to-end framework: section 2 describes our TCP-friendly congestion 
control strategy; section 3 presents the proposed unequal data packetization, unequal 
error protection, and target bit allocation respectively. 

1.2  Related background knowledge 

1.2.1  Scalable video coder 

PFGS (Progressive Fine Granular Scalable)[1] video is adopted as an example of 
scalable video in our work. PFGS video codec is designed based on MPEG-4 FGS[2] 
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with a higher coding efficiency. PFGS generates bit rates anywhere from tens of kilobits 
to a few mega bits per second with arbitrarily fine granularity. BL (Base Layer) carries 
the most important information, such as motion vector information and etc. All the en-
hancement layers are coded mainly based on the base layer in the same frame and the 
reference frames. Thus, errors in the enhancement layers do not cause any drifting prob-
lem in the corresponding prediction layers. Note that layers of the same frame are corre-
lated. Specifically, the higher layer information relies on the corresponding one in the 
lower layers. In the receiver, if any residual error occurs in the lower layers, the corre-
sponding information in the higher layers will be discarded whether they are correct or 
not. 

PFGS provides some tools to enhance the error resilience performance of the 
bit-stream. The tools adopted in the BL are Resynchronization Marker (RM), HEC, 
RVLC and Data Partition so that acceptable reconstructed video can be obtained under 
the error rate 10−5. RM and HEC are added to the PFGS enhancement-layer bit-stream to 
improve its robustness and efficiency. With the resynchronization markers in the en-
hancement-layer bitstream, the decoder could just discard the part of the bitstream be-
tween two resynchronization markers and continue decoding the rest of the bitstream to 
minimize the error effects.  

1.2.2  Path characteristics 

Measures of packet loss in the Internet have shown that the behavior of the packet 
loss can be modeled well with 2-state Markov process (see fig. 2)[12]. The Markov chain 
is in state R if a packet is received in time and in state L if it is lost (see fig. 2), whose 
transition matrix is given by  

1
.

1
p p

A
q q
−⎡ ⎤

= ⎢ ⎥−⎣ ⎦

 
Fig. 2.  Two-state Markov model of packet loss. 

          (1) 

The parameters p and q are the transition 
probabilities between states L and R, which 
can be got by maximum likelihood (ML) 
estimators 
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  and  ,
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N N N N
= =

+ +
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where N1(N2) is the number of successfully received (lost) packets when the previous 
packet is lost; N3(N4) is the number of lost (successfully received) packets when the pre-
vious packet is successfully received. These parameters can be measured in the Network 
Monitor module (see fig. 1).  

2  Network-adaptive congestion control  

When the congestion occurs, all the network applications should adjust their send-
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ing rate to relieve the network burden so as to keep the network robustness and fairness, 
as known TCP offers most of the traffic in the current network[13]. To cope with packet 
dropping and bandwidth fluctuation in TCP we propose the multimedia streaming 
TCP-friendly protocol MSTFP to estimate available bandwidth, which can also share the 
bandwidth with the TCP fairly. 

On the sender side, the RTT (Round Trip Time) can be estimated as 

 (1 ) ( 1 ),RTT RTT now ST RTα α= × + − × − − ∆  (3) 

where RTT  is the current round trip time, RTT is the estimated round trip time, now is 
the timestamp of the arriving packet at the sender, ST1 indicates the last sending time-
stamp at the sender, ∆RT is the time spending in the receiver, and α is a weight parame-
ter (here it is set to 0.75). Thus the available network bandwidth can be estimated as fol-
lows: 

 
2

,
2 / 3 3 3 /8 1 32L L L

PacketSizeAvailBW
RTT P TO P P P

=
× + × × × × + L

 (4) 

where PacketSize is the length of the sending packet, PL is the packet loss ratio, and 
time-out (TO) using the TCP model developed in ref. [14].  

After estimating the available network bandwidth, the sender can dynamically ad-
just its rate as follows:  

if (AvailBW> currate ) 
   multi=(now-lastchange)/RTT 
   constraint multi from 1 to 2 

   currate= currate +(PacketSize/RTT)×multi 
  else 

   currate=β×AvailBW+(1−β)× currate , 

where currate  is the present sending rate, currate is the updated sending rate, last-
change is the timestamp of previous adjustment, β  is the weight parameter which is set 
at 0.75 here. There are two advantages of our congestion control: 1) it can smooth the 
sending rate as much as possible, which is favorable for video transmission; 2) it is not 
sensitive to the packet loss.  

3  Network-adaptive unequal error control 

Although with our MSTFP congestion control, video data can still experience 
packet-loss in the network. This section presents unequal error control to alleviate the 
effect of the packet loss, including unequal interleaving packetization, unequal error 
protection and bit allocation. 
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3.1  Unequal interleaving packetization and error protection  

To combat packet loss in the network, parities should be accompanied by the video 
data. In our work, FEC is adopted as the means of the error control. The idea of FEC 
across the packets is to transmit the redundant packets to help the receiver to recover lost 
packets. Reed-Solomon (RS) code is selected in our scheme, which is perfectly suited 
for error correction of the erasure errors like packet loss because they are the separable 
BCH codes with maximum distance[15]. With the known error position, RS (n, k) can 
recover even up to t=n−k symbol errors.  Across the packets, RS(n, k) encodes k infor-
mation symbols (each symbol per packet) into n symbols so as to construct the n-k parity 
packets (see fig. 3). Our symbols are bytes of 8 bits to favor the access the video data.  

 
Fig. 3.  Two types of packetization. (a) Traditional packetization; (b) unequal interleaving packetization. 

For the scalable bit-stream, it is known that the first layer is more important than 
the second, which is more important than the next layer, etc. This unequal priority nature 
calls for ULP among different layers. Fig. 3 gives two packetization schemes. In fig. 3(a), 
after the n0 packets of the first layer, the n1 packets are delivered to the network. As 
known, the packet-loss in the network presents burst behavior. In the fig. 3(a) scheme, 
the case can occur that the higher layers can be reconstructed while the lower layers 
cannot, for example there are n0−k0+1 lost packets in the first layer. Considering the 
burst packet-loss behavior, we propose interleaving packetization scheme (see in fig. 
3(b)). The basic idea is to interleave the information data among the layers and random-
ize the error so as to recover the loss information effectively. We multiplex all the layers 
in a group of frames, say 20 frames, into one new transmitting unit, block of packets 
(BOP), one for each layer, as shown in fig. 3(b). Meanwhile unequal loss protection is 
achieved by the varying k. For a given bit rate R (in bits), the number of packets n in one 
BOP equals R/PL, where PL is the packet size. Information bits in the l-th (1≤l≤L) 
layer are distributed into kl rows, each being  bytes long. Then the remaining n-kl 
blocks in layer l are filled with parity bits generated by channel coding. 

lk ′

In the next section, we will discuss how to decide the protection degree of each 
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video layer, RS(n, k).  

3.2  Bit allocation between the source and the channel  

In the end-to-end video delivery scenario, we consider the global distortion, Dr, 
which is quite different from the notion, the quantization distortion, in the traditional 
compression domain. Under lossy environment like the Internet, the distortion Dr is a 
random variable, consisting of the source distortion Ds (due to the quantization noise) 
and the channel distortion Dc (due to the packet loss). Assuming that Ds and Dc are un-
correlated[16], the end-to-end distortion can be represented as Dr = Ds + Dc. Define the 
global distortion as the expectation of the random variable Dr. That is 

 { } ( ),r s rD E D E D D= = +  (5) 

where Dr takes the value of Ds or Dc with certain probability, which is decided by the 
network conditions. It is known that under a given network condition, additional FEC 
increases video robustness; however, this reduces the available rate for source coding. 
Thus there is a tradeoff between source coding and FEC. Based on the current network 
conditions, the key issue is how to distribute the resource between the source and the 
channel coding so as to alleviate the effect of the packet loss and achieve little global 
distortion.  

For a given target rate R, we pick a fixed packet length PL, then the number of 

packets n = R/PL can be determined. Define bar 1[ ,  ,  ];Lk k k= L  1[ ,  ,  ],Lk k k′ ′′ = L  

where ki is the number of the information blocks in layer i while  is the length of this 
block by the unit byte. Therefore bit allocation problem can be formulated to find the 
optimal sets of 

ik ′

k and k ′ aiming to minimize the end-to-end distortion: 

( , )
( , ) arg min( ( ) ( ))s s c c

k k
K K D R D R

′
′ = +  

 s.t. 
1 1

,  1 ,  ,
L L

s c c i s
i li

nR R R R R R R
k= =

⎛ ⎞
+ = − =⎜ ⎟

⎝ ⎠
l∑ ∑≤  (6) 

where Rl is the number of bits of layer l. In expression (6), the number of the layers L 
and the rate for the highest layer RL depend on the source rate Rs. 

The source distortion can be roughly calculated by Ds(Rs)= 22 sRA − with A being a 
constant. For the calculation of the channel distortion, it is a very difficult task to deter-
mine the accurate dependency among the layers. To simplify the distortion analysis and 
catch the nature characteristics in the scalable bit-stream, we have two assumptions: 

● Each block of the same layer is equally important. 

● Each block in the same layer has the same behavior of error propagation. 
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Besides, the channel coding across the packets can be regarded as an extension of 
source coding. Thus we do not differentiate original video block and parity block in the 
following formulations. Simulations show that this simplification is very effective and 
reasonable, which can give people the insight of the distortion-rate of the scalable video 
over the Internet. 

With the number of lost packets, we first check if the first layer could be recovered, 
then see if the second layer could be recovered, etc. Let the RS codes for all the L layers 
be parameterized by (n, k1), (n, k2), ⋯, (n, kL) with k1≤k2≤⋯≤kL. Depending on the 
number of lost packets r (0≤r≤n), define 

  (7) 
0, ,

( ) arg  max {( ) )}.jj L
c r n k r

=
= −

L
>

That is, given the number of lost packets r, the first c(r) layers can be correctly decod-
able and result in none channel distortion while other layers contribute r lost blocks to 
the channel distortion. Then the channel distortion can be calculated as 

 
0 ( ) 1

( ) ( , ) ( ) ,
n L

c c
r i c r

D R P r n r D i
= = +

⎧ ⎫⎪= × ×⎨
⎪ ⎪⎩ ⎭

∑ ∑ n⎪
⎬  (8) 

where L is the number of layers to be transmitted, D(i) represents the distortion resulting 
from a lost block in layer i in the BOP, and P(r, n) is the probability of r lost packets out 
of n packets. Therefore the global rate-distortion relationship can be expressed as 

 2

0 ( ) 1
( ) 2 ( , ) ( ) .s

n L
R

r i c r
D R A P r n r D i n−

= = +

⎧ ⎫⎪= + × ×⎨
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∑ ∑ ⎪
⎬  (9) 

Replacing (9) by (6), the bit allocation can be formulated as the optimal problem to 
minimize the global distortion, , under the available 
bandwidth constraints. That is:  

{ ( )} { ( ) ( )}s s c cE D R E D R D R= +

2
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( , ) arg min 2 ( , ) ( )s

n L
R
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∑ ∑  

 s.t. 
1 1

,  1 ,  ,  .
L L

1

L

s c c i s l L
i li

nR R R R R R R P n
k= =

⎛ ⎞ ′+ = − = =⎜ ⎟
⎝ ⎠

∑ ∑≤ i
i=
∑  (10) 

Although some simplification is made, it remains difficult to obtain the optimal sets 
of the rate. With many experiments, we have found that the end-to-end distortion sur-
faces are not convex with respect to the channel rate. Therefore iterated search algorithm 
should be adopted to solve this problem[16, 17], whose complexity remains O(nL) time. In 
the following, we give a sub-optimal bit allocation method to quickly decide the channel 
rate of each layer. 
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Exchanging the position of index r and l, the channel distortion can be equivalent to 

0 ( ) 1 1 1

1

( ) ( , ) ( ) ( , ) ( ) /
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i

n L L n
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r i c r i r n k
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∑ ∑ ∑ ∑
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where ( )channelD i  is the part of channel distortion related to layer i. In this formul
channel distortion is decomposed into several independent parts on the condition th
the constraints in (10) hold true. Accordingly the operational distortion-rate is eq

1
( ) ( ) ( )

L

s s channel
i

D R D R D i
=

= +∑ . 

For the optimal sets of the channel rates, the necessary condition is 

 
1
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,

L
channel s s
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D i D R
R R=

∆ ∆
∆ ∆∑ ≤  

which reflects the case that the parities are enough to protect the video data. To fav
robustness of the video streaming, we strengthen the requirements of the left part 
pression (12) 
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is a constant. Since ( )channelD i is only affected by RS(n, k

can reduce and simplify (10) to several small optimal problems: 
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i

nR R
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−

The parameter L in (14) can be roughly determined when the source rate equals the
bit rate R. Therefore optimal protection level for each layer can be got as simp
searching all the possible values. The total complexity is reduced only O(L×n)
which is much lower than that of formulation (10).  
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4  Simulation results 

This simulation is to demonstrate effectiveness of our proposed end-to-end network 
adaptive video transmission scheme. In this simulation four schemes are tested: (1) 
Fixed ULP without interleaving which is denoted as FULP/I (40% protection for BL, 
17% protection for EL); (2) Fixed ULP with interleaving which is represented as FULPI 
(36% protection for BL, 17% protection for EL); (3) Our Network-adaptive ULP with 
optimal bit allocation represented as OULP, including unequal error protection, unequal 
interleaving and optimal bit allocation, where iterative algorithm is used to search the 
optimal sets of the channel rate; (4) Our network-adaptive sub-optimal scheme SOULP, 
including unequal error protection, unequal interleaving and optimal bit allocation, 
where sub-optimal algorithm is adopted. Note that in all the schemes, congestion control 
is used to enhance the bandwidth efficiency.  

In all the tested cases, the first frame was intra-coded and the remaining frames 
were inter-coded. The testing CIF video sequence is Coastguard at a temporal resolution 
of 10 fps. Simulations have been conducted under varying simulated network environ-
ment with bandwidth from 320 kbps to 1 Mbps and the corresponding packet loss ratio 
varying from 0.5% to 25%. To build a big performance picture of each scheme, we clas-
sify the range of packet loss ratio into three types: (a) high packet loss ratio ranging from 
15% to 25%; (b) medium packet loss ratio ranging from 5% to 10%; (c) low packet loss 
ratio from 0.5% to 1%. The following results are all obtained by averaging over 30 
Monte Carlo simulations. 

Figs. 4 and 5 show the average PSNR with different available bandwidth under 
high packet loss ratio, medium packet loss ratio and low packet loss ratio network, re-
spectively. On one hand, we can observe that compared with OULP with complexity 
O(nL) time, SOULP scheme achieves rather high quality video transmission with much 
less complexity O(L×n) time, only no more than 0.2 dB under different network condi-
tions (different bandwidth and different packet loss case). On the other hand, compared 
with FULP, FULP/I, OULPI and SOULP can achieve much better performance under 
different channel conditions. Furthermore, the higher the channel rate, the larger gain is 
achieved between SOULP and the FULPI scheme. The explanation is that SOULP/ 
OULP scheme adjusts the protection degree of each layer based on the observed network 
conditions and its impact on the overall quality. For the scalable bit-stream, if error oc-
curs in the lower layers, the corresponding bits in the higher layers can be regarded use-
less. In this sense, the invalid probability becomes larger for the information bits in the 
higher layers. In SOULP/OULP scheme, when the available bandwidth increases, the 
protection in the lower layers can be strengthened. Thus the valid probability of the 
higher layers increases accordingly. Therefore the performance of our scheme turns bet-
ter in a rate-distortion manner. For the fixed scheme, the invalid probability of the bits is 
fixed no matter how the bit budgets are. As a result, their performance becomes steady 
after a small bit budget bounds. Under (a) type channel, SOULP achieves much gain 
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over FULP with even more than 5.5 dB and 2.7 dB gain for Foreman and Coastguard 
respectively (at 960 kpbs bandwidth). Under type (b) channel, all the schemes can 
achieve rather good performance. Specially OULPI, SOULPI and FULPI obtain almost 
the same performance, which indicates this FULPI is fit for this network condition. 
When the network conditions turn better (see fig. 4(c) and fig. 5(c)), SOULP allocates 
more bits to the source rate so that the high quality initial video is obtained on the sender 
side, resulting in up to 2.0 dB and 0.9 dB gain over FULPI for Foreman and Coastguard 
sequence respectively. 

 

 
Fig. 4.  Average PSNR for Foreman using different protection schemes under different bit rates. (a) High packet 
loss ratio; (b) medium packet loss ratio; (c) low packet loss ratio. ⋯△⋯, FULP/I; —＊—, FULPI; —◇—, 
OULPI; ——, SOULPI. 

 

Fig. 5.  Average PSNR for Coastguard using different protection schemes under different bit rates. (a) High packet 
loss ratio; (b) medium packet loss ratio; (c) low packet loss ratio. ⋯△⋯, FULP/I; —＊—, FULPI; —◇—, 
OULPI; ——, SOULPI. 

In the following we analyze the performance of our interleaving packetization 
scheme. On one hand, by the interleaving packetization technique, the network noise can 
be randomized so that the receiver can recover the lost packets with FEC parities. On the 
other hand, each layer can get larger RS code than that in non-interleaving scheme so as 
to improve the efficiency of channel coding and system performance. To make it clear, 
let us study the two fixed protection schemes, FULPI and FULP/I. Compared with 
FULPI, the gain that FULPI achieved consists of two parts: source gain and channel gain. 
For the base layer bit-stream, with interleaving packetization technology FULPI can use 
36% overhead in base layer bit-stream to guarantee nearly error-free transmission com-
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pared with that in FULP/I scheme, 40%. For the enhancement layers, the same protec-
tion overhead, 17%, is used in the two schemes. Thus the source gain is obtained from 
the 4% bit budgets of the base layer and the channel gain results from the interleaving 
packetization scheme. For example, in fig. 4(b), FULPI achieves 3.6 dB gain at 960 kbps 
bandwidth over FULP/I. Since the two schemes can combat the packet loss well under 
type (c) channel, we can refer the 1dB gain that FULPI achieved at any bandwidth to the 
source gain. Thus at this point (at 960 kbps bandwidth under type (b) channel), the gain 
resulting from the interleaving packetization is around 2.5 dB.  

Several conclusions can be drawn observing the simulation results. First, the higher 
the network bandwidth, the more efficient our scheme compared with the other two 
fixed ULP schemes. The reason is that in our scheme we treat each layer with different 
priority/importance; meanwhile the varying channel condition is considered while the 
fixed ULP schemes cannot change with the channel conditions. Secondly, interleaving 
packetization introduces the benefits to the overall system. The gain resulting from this 
technology can be even up to 3 dB based on the network conditions. Thirdly, even in the 
good channel conditions, our scheme still can obtain much gain over the fixed scheme. 
The explanation is that SOULP can allocate more bits to the source rate so that the high 
quality initial video is obtained on the sender side.  

Fig. 6 shows the comparison results of PSNR for the test sequence Foreman 
real-time streaming at 480 kbps channel rate using different error protection schemes. 
The horizontal axis is the frame number of the reconstructed video, which only lags the  

 
Fig. 6.  The PSNR comparison results for Foreman real-time streaming using different protection schemes at 480 
kbps. (a) High packet loss ratio; (b) medium packet loss ratio; (c) low packet loss ratio. —△—, FULP/I; —＊—, 
FULPI; ——, SOULPI. 
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sender by an application initial delay. In our scheme the initial delay is only one BOP 
packetization process, 2 seconds (20 frames in one BOP). It can be seen that our scheme 
outperforms the other three schemes. It also can be seen that the video quality achieved 
by our approach changes more smoothly, thereby being more comfortable for subjective 
feelings. In contrast, for the other fixed ULP schemes, the quality of the sequences is 
more fluctuant. Note that in our scheme we protect the BL strongly so that the video can 
be properly reconstructed. While for the fixed ULP schemes, the BL may be corrupted 
and cannot be concealed by the post processing. It may result in very poor quality and 
even lead to decoder crashing. 

From figs. 4 to 6, it can be seen that our proposed end-to-end network-adaptive ap-
proach achieves rather good overall performance under different network conditions 
(different network bandwidth and different packet loss ratio) both subjectively and ob-
jectively.  

5  Conclusions 

It is becoming an important application for video streaming over the Internet, e.g. 
Video of Demand. The challenge in this application is how to cope with the network 
bandwidth fluctuation and packet loss so as to obtain the high-quality reconstructed 
video in the receiver. In this paper, we presented a new end-to-end network-adaptive 
robust approach for scalable video streaming over the Internet. The contributions of our 
work are: 

● Consider all the key modules in the system simultaneously, including net-
work-adaptive congestion control, unequal interleaving packetization, unequal error 
protection, and bit allocation. 

● At the packet level, we present the unequal error protection with unequal inter-
leaving packetization to alleviate the effect of the packet loss.  

● Develop the rate-distortion theory for scalable video over the Internet, and give 
the optimal bit allocation scheme to decide the bit budgets between the source and 
channel so as to obtain high-quality reconstructed video. 

Simulations show that our scheme can obtain global optimal and high-quality re-
constructed video.  
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