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Abstract 
 

Tritopic radical-containing ligand bridges are important components for the design of molecular and 

solid-state magnetic material, as they mediate strong spin exchange coupling between paramagnetic metals, 

and have potential for maintaining coherence at room temperature. In this thesis, the author explores ligand-

mediated spin coupling and quantum properties of the tritopic radical bridge HXTP (HXTP = 2,3,6,7,10,11-

hexa-substituted triphenylene). In the first part, a series of trimetallic complexes containing HXTP radical 

bridges are studied. Radical-mediated spin exchange between the metal centers, as well as the electronic 

delocalization across the HXTP ligands are investigated with combined crystallographic, spectroscopic, 

magnetic, and electrochemical techniques. Structurally resembling the building blocks of HXTP-based two-

dimensional metal-organic frameworks (2D MOFs), these trimetallic complexes are further discussed as 

molecular models for the MOFs in the context of dimensional reduction. Moreover, the HXTP-centered 

radical with oxygen bridgehead atoms possesses long spin relaxation times at room temperature when 

integrated into a MOF matrix. The second part of the thesis explores such radicals as electronic spin qubits 

and their application as qubit sensors for chemical analytes. Chapter 1 provides an overview of the current 

research on HXTP-bridged trimetallic complexes and the dimensional reduction approach in the context of 

HXTP-based 2D MOFs. An overview of qubit-embedded MOF in the sensing of chemical analytes is also 

provided. Then, the author’s works are discussed in a broader context while providing possible future 

directions. Chapter 2 discusses synthesis and characterization of two tricopper HXTP complexes, where 

the HXTP-mediated spin coupling between paramagnetic metal centers was first quantified. Chapter 3 

investigates the redox tuning of spin coupling in three trinickel complexes bridged by closed-shell, 

monoradical, and diradical HXTP ligands. Chapter 4 presents extremely strong magnetic coupling 

persistent at room temperature achieved in a trinickel HXTP complex with nitrogen bridgehead atoms. 

Finally, chapter 5 describes room-temperature quantitative detection of alkali metal ions using radical spin 

qubits in an HXTP MOF. Broader implications to the chemistry and quantum-related frontiers are also 

discussed. 
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Chapter 1. Triphenylene-Based Radical-Containing Ligand Bridges 

1.1 Abstract 

As a class of radical-containing tritopic ligand bridge, 2,3,6,7,10,11-hexa-substituted triphenylene 

(HXTP) is an emerging component for the design of molecular-based magnetic material with strong spin 

coupling, as well as potential candidate for room-temperature electronic spin qubits. The first part of this 

chapter reviews studies on ligand-mediated spin coupling in HXTP-bridged trimetallic complexes. Then, 

these complexes are discussed as molecular models for HXTP-based two-dimensional (2D) conductive 

metal organic frameworks (MOFs). The second part of this chapter discusses the role of HXTP radical in 

the emerging research of qubit-embedded MOFs related to quantum sensing.  

 

Figure 1.1. Summary of the two research directions presented in this thesis. 

1.2 Triphenylene-Based Radical Bridges in Mediating Electron Spin Interaction 

1.2.1 Multitopic Radical Bridges 

Multitopic radical-containing ligand bridges are important components for the development of 

multifunctional high-temperature metal-organic magnetic materials with slow magnetic relaxation and 

external response on both single-molecule scale and of extended solid.1–10,11 Whereas radical bridges induce 

strong magnetic coupling through direct spin density overlap, multitopicity enables simultaneous coupling 

of multiple magnetic centers.6,11 Therefore, radical bridges are essential building blocks for molecular 

complexes with high spin ground states, room-temperature solid-state magnets with large saturation 

magnetization, as well as multifunctional magnetic material responsive to external stimuli. Beside 

fundamental interests in understanding spin coupling mechanisms, paramagnetic molecular complexes with 

high spin ground state often possess large spin anisotropy, which enables magnetic information storage on 

single-molecule scale.7,8,10 For extended solids, properties such as electrical conductivity could be 

incorporated with magnetic ordering if the ligand bridges have good orbital overlap with the metal 

secondary building units, which form dispersive electronic bands potentially tunable by irradiation, pressure, 

and chemical exposure, etc.3,5,12,13  
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Scheme 1.1. Examples of 𝜎-type multitopic radical bridges. 1 and 2 represent ligand bridges containing trityl-type 

radical. 3-6 represent ligand bridges containing nitronyl nitroxide radicals. Atoms capable of forming coordination 

interaction with metal ions are colored in red. Atoms containing localized radicals are colored in blue. Atoms with 

both above two roles are colored in purple. 

Many studies have focused on ditopic radical bridges as well as molecular and solid-state magnetic 

materials constructed from them. Some well-known examples include radicals based on carbene, 

semiquinone, nitronyl nitroxide, nitrogen-containing heterocycle, and dinitrogen radicals.7,11 Most 

commonly possessing linear metal-ligand-metal geometries, the paramagnetic metal ions are usually 

coupled by antiferromagnetic interaction mediated by the radical bridge. In some cases, ditopic radical 

bridge allow very strong metal-ligand exchange coupling persistent at room temperature.14 These ditopic 

radical bridges have also produced many porous and dense solid-state magnets.11 In particular, compounds 

with semiquinonate- and pyrazine-derived radical bridges have given rise to conductive magnets with both 

high critical-temperature (Tc) and high electrical conductivity, thus proposed as electronic and spintronic 

materials.3,15,16 Several porous magnets with oxolene (2,5-dihydroxy-1,4-benzoquinone) and azophenine 

(azophenine = 2,5,-diamino-1,4-diiminobenzoquinone) radical bridges have also demonstrated switching 

of Tc upon exposure to guest molecules.17,18 However, despite the rich examples of magnetic materials based 

on ditopic radical bridge, radical bridge with more than two connectivity, i.e. multitopic radical bridges, 

have been less common.6,7,11  
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Multitopic radical bridges can be roughly divided into two categories: ones with 𝜎-linkages and ones 

with 𝜋-linkages. In the first case, coordination sites are connected to the radical through 𝜎-bonds. Most 

multitopic radical bridges fall into this class, including multitopic monoradicals, such as triphenylmethyl-

type radicals, and multitopic multiradicals, such as tri(nitronyl nitroxide), pyridyl nitronyl nitroxides, as 

well as other examples constructed from 𝜎-bonding several of the above radicals (Scheme 1.1). Trimetallic 

complexes or ones with higher nuclearity with various connectivities can be quickly constructed through 

this approach.19–27 However, the interaction of the metal-radical magnetic orbitals is very often affected by 

the ligand rotation due to the 𝜎-type linkage symmetry, limiting the strength of metal-radical and radical-

radical couplings.28 This hampers the application of radical bridges with 𝜎-linkage in high-temperature 

magnetic materials. On the other hand, radical bridges with 𝜋-linkages are constructed by anchoring 

multiple metal binding sites onto the same aromatic fragment. Here, the radical electron density is 

delocalized across several coordination sites, with good overlap between the magnetic orbitals of individual 

spin centers. By doing so, stronger exchange coupling can often be achieved without the limitations 

imposed by the non-conjugating 𝜎-linkages.28 However, this class of radical bridge is still scarce due to the 

synthetic challenges related to functionalization of large aromatic systems. To date, many ligands have been 

proposed as potential 𝜋-radical bridges, including ligands derived from benzene,29–32 triphenylene,29,33–40 

hexaazatriphenylene (HAT),41–44 tetraazanaphthotetraphene,45 triptycene,46 and phthalocyanine (Pc)47–49 

(Scheme 1.2). Although the presence of radical has been demonstrated in solid-state materials based on 

some of these 𝜋-radical bridges, a clear understanding of the nature and strength of the radical-metal spin 

coupling is often complicated by the presence of multiple coupling pathways and obscurity in the radical 

spin states. HAT and the related hexaazatrinaphthylene,41,42 as well as 2,3,6,7,10,11-hexa-substituted 

triphenylene (HXTP)50,51 are some of the rare examples of isolable multinuclear complexes containing 𝜋-

radical bridges and paramagnetic metal centers, with unequivocal assignments of the exchange coupling 

constants 𝐽 . Despite limited examples, multitopic radical bridges already demonstrated potential for 

stronger spin-spin coupling. Coordinated to three divalent cobalt with S = 3/2 spins through 4,4’-bipyridyl-

type coordination, the HAT-based S = 1/2 monoradical produces metal-radical spin coupling with |𝐽| = 290 

cm−1, which is among the strongest coupling achieved in multitopic radical bridges to date (Scheme 1.2, 

#3).41 However, the application of HAT radical is limited by the air sensitivity. Generated using very strong 

reductants, the radical and the resulting complexes are only stable under inert atmosphere, which precludes 

their potential application in electronic, spintronic, and multiresponsive materials under ambient-

conditions.52–54  
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Scheme 1.2. Examples of 𝜋-type multitopic radical bridge. 1, 2, 3, 4, 5, 6 represent ligand bridges based on benzene, 

triphenylene, HAT, tetraazanaphthotetraphene, triptycene, and Pc, respectively. Metal and ligand atoms involved in 

coordination interactions are colored in red and blue, respectively. Examples of R functionalization can be found in 

section 1.2.5 of this thesis. 

One promising candidate for tritopic radical bridge that is stable under ambient conditions is the HXTP 

derivatives, including 2,3,6,7,10,11-hexahydroxytriphenylene (HHTP), 2,3,6,7,10,11-

hexaaminotriphenylene (HATP), and triphenylene-2,3,6,7,10,11-hexathiol (HTTP) (Scheme 1.2, #2). 

Structurally resembling the fusion of three o-catechol, o-phenylenediamine, and o-dithiolbenzene moieties, 

the hexa-substituted triphenylene (HXTP, X = H, A, T) are in principle capable of undergoing six oxidation 

steps after full deprotonation. Referred to as 2,3,6,7,10,11-hexaoxytriphenylene (HOTP), 2,3,6,7,10,11-

hexaiminotriphenylene (HITP), and 2,3,6,7,10,11-hexathioltriphenylene (HTTP) after deprotonation, each 

of the three arms of HXTP (X = O, I, T) experiences a catecholate-semiquinonate-quinonate (cat-sq-q) 

redox sequence (Scheme 1.3a), resulting in seven possible formal oxidation states for the ligand, ranging 

from the fully reduced HXTP6− hexanion to the fully oxidized neutral HXTP0 (X = O, I, T) (Scheme 1.3b).55–

57 Analogous to the generation and annihilation of the semiquinonate radicals in the cat-sq-q sequence, 

changes in the spin state is expected to accompany the change of oxidation state of HXTP(6−n)− (n = 0-6) . 

Based on Lewis structure analysis, HXTP(6−n)− (n = 0-6) is expected to have closed-shell configurations 

when n is even, and S = 1/2 monoradicals when n is odd, due to electron delocalization and consequent spin 

pairing across the three arms (Scheme 1.3b). One exception was observed for a double oxidized HHTP 

derivative, 2,3,6,7,10,11-hexamethoxytriphenylene, which actually possesses triplet diradical ground state 

at 77 K based on EPR measurement.55 Due to the rich redox properties and the correlation between the spin 
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and charge states, HXTP has been investigated as building blocks for molecular complexes and solid-state 

materials with attractive magnetic and electronic properties.13,58 Whereas several trinuclear HXTP-derived 

(M3HXTP) complexes have been reported for potential applications as electrochromic and spintronic 

materials,33–35,59 no example containing both HXTP- and metal-centered spins has been isolated in pure 

form prior to our work. Following the first report on a tricopper complex bridged by HOTP radical,60 we 

further studied HXTP radical-bridged complexes with combinations of Ni-HOTP61 and Ni-HITP62, where 

the effect of the HXTP oxidation state and bridgehead atom on the spin coupling and electronic 

delocalization in M3HXTP complexes are investigated. More details will be discussed in Chapters 2-4.   

 

Scheme 1.3. Redox sequences of (a) catecholate (cat)-semiquinonate (sq)-quinonate (q) and (b) HXTP. Only one 

Lewis structure is shown for each charge state of the redox-active ligands. Red dots mark possible radical locations. 

1.2.2 HXTP Radical Bridges in 2D MOFs 

Another motivation for studying M3HXTP complexes comes from the research in solid-state magnetic 

and electronic materials, specifically the triphenylene-based two-dimensional (2D) conductive MOFs. 

Triphenylene-based 2D MOFs are a class of layered materials constructed from metal-HXTP 

coordination.13 Each MOF single layer possesses graphite-like honeycomb lattice with hexagonal porous 

space and diameter on the order of 1 nm. Structurally, triphenylene-based 2D MOFs can be divided into 

two categories: ones purely based on 2D layers with stoichiometry of M3HXTP2, and ones with intercalating 

molecular complexes of M3HXTP and with overall stoichiometry of M9HXTP4 (Figure 1.2). In each layer, 

metal and HXTP centers are bonded through coordination interaction through the ortho-dioxy, diimino, or 
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dithiol sites for X = O, I, T. Across the layers, the 2D MOFs are held together by strong 𝜋-𝜋 stacking 

interactions between neighboring triphenylene units in the c-crystallographic direction, with typical inter-

layer distances of 3.3-3.5 Å.13,58,63 Compositionally, both types are most commonly made of divalent metal 

ions, with the cationic charges fully compensated by the deprotonated HXTP anions. The HXTP anions 

further undergoes oxidation during the MOF synthesis, during which HXTP-centered radicals could be 

generated. Thanks to the dispersive bands originated from the intra-layer and inter-layer overlaps of the 

metal and HXTP orbitals, the 2D MOFs are electrically conductive, with anisotropic electrical conductivity 

ranging from 10−6 S/cm to 150 S/cm based on different M-HXTP combinations and crystal 

morphologies.64,65 Due to the presence of electrical conductivity and paramagnetic spin centers, as well as 

the vast chemical tunability, these 2D MOFs have been proposed as promising candidates for electronic 

and spintronic applications.66–68 Furthermore, the one-dimensional porous channels and the binding sites in 

these 2D MOFs enabled highly-sensitive response to external stimuli, enabling applications such as 

chemiresistive sensors and switchable materials.38,69,70 Additionally, when high-quality crystals can be 

obtained, 2D MOFs have been increasingly explored as platforms for studying fundamental physical 

phenomenon.71,72 The rich properties of the 2D MOFs in part relies on the tunability in their structural and 

physical properties, which in turn squarely relies on choosing the right metal-HXTP combination. 
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Figure 1.2. Structures of triphenylene-based 2D conductive MOFs, with (a) and (b) depicting the layers and complexes, 

respectively. (c, d) Representative crystal structures of M9HXTP4 (c) and M3HXTP2 (d) MOFs along c-direction. (e, 

f) Representative crystal structures of M9HXTP4 (e) and M3HXTP2 (f) MOFs in ab-plane. Specifically, (c, e) are 

obtained from single-crystal structure of Mg9HOTP4.  (d, f) are obtained from calculated structure of Ni3HITP2. 

Structure, property, and applications of HXTP-based 2D MOFs have been discussed in several excellent 

reviews,13,58,68,73,74 so a comprehensive discussion will not be attempted here. Instead, only selected 

properties are discussed in the context of HXTP radical bridge and M3HXTP complexes. First reports of 

this class of 2D MOFs containing transition metals were made by Hmadeh et al. on M9HOTP4 (M = Co2+, 

Ni2+) and Cu3HOTP2 (with Cu2+), with the former containing intercalated molecular complexes and the 

latter having a purely layered structure.36 In M9HOTP4, single-crystal and powder X-ray diffraction analyses 

revealed octahedrally-coordinating metal sites in both the 2D layers and molecular complex, with aqua 



16 

 

ligands filling the empty metal coordination sites. In the original report, the formal charge states of HOTP 

were assigned to be −3 and −6 for the layers and complexes, making both components neutral. However, 

considering that almost identical C-O bond lengths of HOTP are observed in both structural components, 

which reflects similar degree of oxidation of HOTP, an alternative assignment could be conceived with an 

averaged HOTP charge state of −4.5.13 Here, the cationic complexes with formula of 

{[M(H2O)4]3(HOTP4.5−)}1.5+ and anionic sheets with formula of {[M(H2O)2]3(HOTP4.5−)2}3− balance the 

charge for each other. On the other hand, Cu3HOTP2 possesses triply-oxidized HOTP3−, with all Cu2+ in 

square-planar geometry. The copper MOF has highest electrical conductivity among the three, reaching 

values of 0.1 S/cm for pressed pellets of powdered samples. Correlation between the electrical conductivity 

and paramagnetic spins was demonstrated by Song et al. in a later report targeting application as spin valve 

material.66 Furthermore, the S = 1/2 metal spins of Cu3HOTP2 are situated in a Kagome lattice, which was 

explored by Misumi et al. for potential quantum spin liquid phenomenon.72 Additionally, electron transfer 

between Cu and HOTP modulated by external stimuli has also been observed for Cu3HOTP2. For the copper 

MOF, valence tautomerism, i.e. equilibrium between Cu2+(semiquinonate) and Cu+(catecholate), has been 

identified by Stolz et al. based on changes in the spin density when electron donors like ammonia was 

coordinated to the metal sites in Cu3HOTP2.38 Two 2D HOTP MOFs with diamagnetic metal have also 

been synthesized by Misumi et al., Chen et al., and us, namely Zn3HOTP2 and Mg9HOTP4, which possess 

similar structure as the copper and cobalt analogs.63,72,75,76 In Zn3HOTP2, which has the same HOTP charge 

state as the copper analog, the presence of diamagnetic metals allowed clear observation of the HOTP-

centered monoradical.72,75 Different from the cobalt analog, however, the average C-O bond lengths of 

HOTP are different for the layered and complex components in Mg9HOTP4, suggesting different degrees 

of oxidation. Accordingly, the layers and complexes are represented by formulae 

{[Mg(H2O)4]3(HOTP3−)}3+ and {[Mg(H2O)4]3(HOTP6−)2}6−. Observations from M9HOTP4 (M = Co, Ni, 

Mg) seem to suggest Coulombic interaction as the cause for ordered intercalation of the complexes in these 

MOFs.  Interestingly, the organic spins in Mg9HOTP4 MOFs behave as electronic spin qubits even at room 

temperature, allowing coherent control and information storage in the quantum phase. We demonstrated 

room temperature quantitative sensing of guest cations using the HOTP-based spins in Mg9HOTP4 (Chapter 

5).63 Meanwhile, 2D MOFs with the HITP ligand has also undergone wide studies.37,39,64,69,77,78 In contrast 

to the HOTP MOFs, the three HITP MOFs all possess purely layered structure and formula of M3HITP2 

(M =Co2+, Ni2+, Cu2+), with structures only differ in the inter-layer distance and offset.39,78 For all three 

MOFs, HITP takes formal charge state of −3, with ligand-centered radicals confirmed by EPR analyses. 

Notably, Ni3HITP2 has the highest electrical conductivity among all 2D triphenylene-based MOFs reported 

to date, reaching 150 S/cm in the out-of-plane direction based on single-crystal measurements by Day et 

al.64 Furthermore, unlike the molecular analog of nickel bis(o-iminosemiquinonate)2, which contains 
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diamagnetic square-planar Ni2+, the nickel centers in Ni3HITP2 are characterized to have triplet states. 

Strong coupling has been observed between the metal and ligand-centered spins in Ni3HITP2 by Yuan et 

al., who demonstrated room-temperature ferromagnetic behavior of Ni3HITP2 powder and film.12 To date, 

this has been the only example where any form of magnetic ordering is achieved in a triphenylene-based 

2D MOF.  

 

Figure 1.3. (a) In-plane metal-ligand and (b) out-of-plane metal-metal and ligand-ligand interactions in HXTP-based 

2D MOFs. Red and blue orbitals represent metal- and ligand-centered orbitals. Only one set of orbitals is shown for 

each interaction. 

Despite their promising applications, understanding of the spin and electronic interaction in the 2D 

MOFs are still limited. One of the main challenges comes from the complexities in their structure and 

composition. Due to the structural anisotropy, the in-plane and out-of-plane interactions are inequivalent in 

the 2D MOFs (Figure 1.3). Whereas the electronic orbitals are constructed from metal-ligand interaction in 

each plane, the out-of-plane orbitals are governed by the metal-metal and ligand-ligand interactions. This 

makes it challenging to understand the structural-property relationship in these materials, which is the key 

for the optimization and improvement of their physical properties. Specifically, several questions stand out. 

First, it is often challenging to draw direct correlations between the compositional change and the physical 

properties of two different 2D MOFs. While no general procedure allows control of the crystal phase (i.e. 

with or without intercalated molecular complexes), a change in the metal-HXTP composition often leads 

to changes in the inter-layer stacking distance and offset, all critical in determining the strength of inter-

layer interactions. Meanwhile, further complication comes from variations in the sample quality between 

different batches of 2D MOFs, including crystallinity, crystallite and domain size, grain boundary, and 

defect level.45,64,65,79–81 These factors limit the prediction of the intrinsic properties of the 2D MOFs, for 

instance, when changing from one M-HXTP combination to another. Second, the presence of several 

interaction pathways limits quantitative interpretation of the spin and electronic interactions in the 2D 

MOFs.13,82 For example, so far, there has been no theoretical model that allows quantification of both the 

intra-layer metal-ligand spin coupling, as well as the inter-layer coupling within the metal-metal and ligand-

ligand stacks. Third, tuning of the electronic and spin properties of the MOFs through the HXTP charge 

state is largely unexplored. Intricately related to its electron density and spin state, the formal charge state 

of HXTP should provide an extra handle in controlling the physical properties of the 2D MOFs. However, 
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synthetic control of the HXTP charge state has largely been unsuccessful so far, due to the uncontrollable 

aerobic oxidation required during the synthesis. Imposed by the synthesis and the nature of MOF as solid-

state materials, these challenges limit further exploration of the 2D MOFs as potential multifunctional 

electronic materials.  

 

Figure 1.4. Application of dimensional reduction in the study of 2D conductive MOFs. Monomeric building blocks 

of the extended solids are isolated in the form of molecular model complexes. Implications to the physical properties 

of the parent MOFs can be obtained by studying the properties of the model complexes.  

1.2.3 Dimensional Reduction and Its Application to 2D MOFs 

One powerful means to interrogate the properties of solid-state materials is by dimensional reduction, 

where smaller building blocks of a larger system are isolated in form of molecular complexes.83 

Implications to the bulk electronic and magnetic properties of the parent material can be drawn through the 

study of corresponding properties of the molecular complexes. So far, this approach has been applied in 

many systems constructed by covalent and coordination interactions, ranging from large multimetallic 

complexes, to semiconductor nanocrystals, and to solid-state materials.83–91 For example, in the realm of 

molecular magnetic materials, large Prussian-blue-type complexes have been structurally decomposed into 

smaller fragments to identify the source of spin-crossover behavior.90 In reverse, new structures for 

molecular magnetic materials have been proposed by combining building blocks with attractive magnetic 

properties.88 In the field of semiconductor nanoparticles, transition metal chalcogenide clusters containing 

down to eight metal ions have been studies for the understanding of bonding interaction, energy levels, and 

quantum confinement of nanometer-sized quantum dots.84,85 For solid-state materials, synthesis of lower-

dimensional transition metal chalcogenide complexes has been achieved through chemical fragmentation 

(i.e. bond breaking) of three-dimensional parent materials.83 Bulk electronic properties and the evolution 

from discrete energy levels to dispersed bands have been studies for polycyclic aromatic hydrocarbons 

(PAH) and organic semiconductors through tuning the size of the conjugated oligomeric systems.86,87,89 In 

analogy, dimensional reduction should also be a suitable approach for studying HXTP-based 2D MOFs.60 

Structurally as a type of crystalline coordination polymer, the 2D MOFs can be naturally decomposed into 
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intercalated complexes and 2D sheets, the latter of which can be further decomposed into smaller metal-

ligand building blocks (Figure 1.4). Through isolation of inter-layer and intra-layer contributions, a better 

understanding could in principle be drawn for each metal-HXTP interaction pathways. Towards this goal, 

two structural building blocks can be conceived for HXTP-based 2D MOFs: the metal-bridged di-HXTP 

complex of M2HXTP, and the HXTP-bridged trimetallic complex of M3HXTP (Figure 1.5). Modeling the 

metal-mediated coupling between the HXTP radicals, the first type can be represented by metal 

bis(semiquinonate)-type complexes, which have undergone extensive study in the literature.92–97 Strong 

antiferromagnetic coupling has been identified between the metal-ligand and ligand-ligand spins in 

complexes with paramagnetic and diamagnetic metals, in some cases even persistent at room temperature.92  

On the other hand, molecular models for the second type, which studies HXTP-mediated spin coupling of 

the metals, can be represented exactly by the M3HXTP complexes introduced earlier. Unlike the metal 

bis(semiquinonate)-type complexes, literature examples of M3HXTP complexes are scarce. Despite studies 

on M3HXTP complexes containing only paramagnetic metal or ligand, no report had focused on complexes 

with both metal- and ligand-centered spins prior to the author’s work on the copper HOTP complex.  

 

 

Figure 1.5. Molecular complexes that model the ligand-mediated coupling between the metals (green rectangle) and 

the metal-mediated coupling between the ligands (pink rectangle) in single layers of HXTP-based 2D MOFs. X stands 

for oxy, imino, or thiol substitutions on the triphenylene. L stands for multidentate capping ligands discussed in the 

following section of 1.2.4. 

1.2.4 Design of Model Complexes for HXTP-Based 2D MOFs 

Several design principles need to be fulfilled for the molecular complexes to model the spin and 

electronic interactions in triphenylene-based 2D MOFs in a meaningful way. First of all, the model complex 
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should contain stable M3HXTP moiety. Inspired by the vast literature on coordination chemistry, the 

M3HXTP unit can be isolated by capping the open metal coordination sites with multidentate chelating 

groups. These capping groups should be redox inert and electronically localized to prevent interference 

with the study of the properties of the M3HXTP core. Thermodynamic and kinetic inertness are also 

required to balance against the driving force of MOF formation. To date, capping groups that have produced 

stable M3HXTP complexes include 1,4,7-trimethyl-1,4,7-triazacyclononane (Me3tacn),60 tris(2-

pyridylmethyl)amine (TPA),35,61 2,2’-bipyridyl (bipy),33,34 tris(pyrazolyl)borate (Tp),51,62 and 

cyclopentadienyl (Cp)98 derivatives (Scheme 1.4) (see section 1.2.5 for more details). Second, metal and 

ligand centers in the model complexes should bear the same charge and spin states as in the parent 2D 

MOFs. Whereas the charge states can be tuned by controlled oxidation of the complex from fully-reduced 

states of M3(HXTP6−), controlling the spin state requires careful design of the metal coordination sphere 

and strength of the capping group. In many cases, it is challenging to reproduce the exact coordination 

environment of the metal centers in the model complexes due to the absence of solid-state stabilization 

effects. A compromising strategy is to instead reproduce the symmetry of the electronic orbitals of the metal 

and ligand spins.60 Finally, the model complexes should be compatible with common processing and 

analytic techniques for the study of electronic and magnetic properties.  

 

Scheme 1.4. Chemical structures of (a) M3HXTP complex and (b) common capping ligands that produce stable 

M3HXTP complexes. 

1.2.5 Trimetallic HXTP-Bridged Complexes 

Early studies on trimetallic HXTP-bridged complexes were conducted by Barthram et al. on the 

trinuclear ruthenium HOTP complex, {[Ru(bipy)2]3(HOTP3−)}(PF6)3,99 and followed up by Grange et al. 

on the t-butyl-substited derivative, {[Ru(tBu2bipy)2]3(HOTP3−)}(PF6)3 (bipy = 2,2’-bipyridyl; tBu2bipy = 

4,4’-tBu2-bipy)34 (abbreviated as Ru3HOTP and RuBu
3HOTP). Both complexes were studied for their 

intense near-IR (NIR) absorption originated from the Ru-to-HOTP metal-ligand charge transfer, the energy 

of which can be tuned through varying the formal charge state of HOTP. EPR study revealed 
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semiquinonate-type organic monoradical with S = 1/2 and the absence of higher spin states. These studies 

thus serve as the first examples of trimetallic complexes containing HXTP radical bridge. However, the use 

of closed-shell metals precludes investigation of metal-HXTP spin coupling. The osmium analog of 

{[Os(bipy)2]3(HOTP3−)}(PF6)3  (Os3HOTP) was reported in a follow-up study by Barthram et al. for similar 

spectroscopic applications.33  Different from the Ru analog, Os3HOTP possesses Os3+ and the fully-reduced 

HOTP6−. Because Os3+ bears S = 1/2 spin, Os3HOTP should be a good system for studying the metal-metal 

spin coupling mediated by closed-shell 𝜋-ligands. However, fast spin relaxation precludes a meaningful 

EPR analysis.  

Trimetallic complex with HOTP radical bridge and diamagnetic metals was also studied by Suenaga et 

al. In this report, [(TPACo)3(HOTP5−)](BF4)4  (Co3HOTP) was investigated for its electron transfer 

properties potentially sensitive to external stimuli.35 The complex is composed of low-spin closed-shell 

Co3+ and HOTP5−, the latter containing S = 1/2 monoradical based on EPR and magnetometry measurements. 

Metal-ligand orbital mixing can be inferred based on the 𝑔-value of 2.022, which is larger than the free-

electron value of 2.0023. This is similar to the case of Ru3HOTP although the two complexes have different 

HOTP charge states. Furthermore, the absence of hyperfine coupling to cobalt (I = 7/2) suggests extensive 

radical delocalization, which results in small spin density overlap with the cobalt nuclear spins. Additionally, 

it should be noted that cyclic voltammetry (CV) measurements only displayed HOTP-based redox events 

without reduction of Co3+. Such inaccessibility of metal-based redox processes is a common phenomenon 

in many M3HXTP complexes (vide infra).  

Several groups have studied trimetallic complexes with fully-reduced HITP derivatives. Taking 

advantage of the delocalized 𝜋-plane of triphenylene, Chen et al. studied Zn3
SHITP (SHITP = triphenylene-

2,3,6,7,10,11-hexa(salicylideneimine)) and its alkylated derivatives as candidates for solution-processable 

molecular optoelectronic applications.100 Spectroscopic measurements on Zn3
SHITP revealed strong 

absorption in the visible region and redshifted photoluminescence related to 𝜋-conjugation and 𝜋-stacking, 

which lead to photoconductivity with high carrier mobility in the aggregated state.  A later report by Zhong 

et al. adopted DippHITP (DippHITP = 2,3,6,7,10,11-(2,6-diisopropylphenylimino)triphenylene) for the 

construction of tris(N-heterocyclic tetrylene) compounds with Ge, Sn, and Pb.101 However, both SHITP and 

DippHITP complexes contain diamagnetic metals and fully-reduced closed-shell ligands, thus do not 

contribute to the study of metal-ligand spin interaction in trimetallic HXTP complexes.  

The first trimetallic HITP complexes containing paramagnetic metals were reported by Lebkücher et al. 

based on the guanidinine-derivative of HITP.102 In this report, a series of complexes containing M3
GHITP 

core (M = Co, Ni, Cu; GHITP = 2,3,6,7,10,11-hexakis(tetramethylguanidino)triphenylene), namely 

[(Cl2M)3(GHITP6−)] (M = Co, Ni), [(X2Cu)3(GHITP6−)] (X = Cl, Br, I), and [(ClCu)3(GHITP6−)], were 

investigated for their electronic and magnetic properties as new platforms for coordination chemistry and 
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catalysis. Synthesized under inert atmosphere, the complexes contain fully-reduced closed-shell GHITP6−, 

and are prone to oxidative decomposition upon exposure to air. Thorough magnetometry and EPR analyses 

of the complexes revealed weak metal-metal ferromagnetic exchange coupling on the order of J = +0.1 to 

+1 cm−1 between the metal spins across the closed-shell GHITP bridge. For [(X2Cu)3(GHITP6−)] (X = Cl, Br, 

I), stronger Cu-Cu exchange coupling was observed with coordination of heavier halide on Cu2+. Such 

difference was attributed to the changes in the Cu−X bond covalency and Cu coordination geometry, 

illustrating the importance of the electron density polarizability and orbital symmetry in governing the 

degree of ligand-mediated metal-metal coupling.  

Motivated by potential application for molecular spintronic materials, Hoshino et al. studied a series of 

triiron HITP complexes, (PPh4)3[(Fe3
PHITPn−)(CN)6] (n = 6, 5, 4, 3) (Fe3

PHITP) (PHITP = 

N,N’,N’’,N’’’,N’’’’,N’’’’’-(triphenylene-2,3,6,7,10,11-hyxayl)hexapicolinamide) for their magnetic 

coupling.59 The compounds possess low-spin Fe3+ resulted from the strong ligand field. In the report, only 

the compound with fully-reduced PHITP6−, (PPh4)3[(Fe3
PHITP6−)(CN)6], has been isolated in pure form. In 

this compound, the iron-centered spins are only weakly coupled through the closed-shell ligand bridge, 

similar to the case of M3
GHITP. Meanwhile, the three Fe-Fe coupling pathways in the Fe3

PHITP are 

antiferromagnetic and with similar magnitude, satisfying the conditions for classic geometric spin 

frustration. Electrochemically, (PPh4)3[(Fe3
PHITP6−)(CN)6] can also be converted to 

[(Fe3+)3(PHITPn−)(CN)6](n−3)− upon oxidation (n = 5, 4, 3). Although these electrochemically generated 

species were characterized without purification, EPR studies suggested S = 1, 1/2, and 1 ground states for 

[(Fe3+)3(PHITPn−)(CN)6](n−3)− with n = 5, 4, and 3, respectively. Although accurate determination of the spin 

states of PHITPn− and strength of metal-ligand spin coupling were not possible due to insufficient sample 

purity, computational study identified ligand spin states of S = 1/2, 1, and 1/2 for PHITPn− (n = 5, 4, 3, 

respectively) and extremely strong exchange coupling up to |𝐽| = 1125 cm−1 between metal and ligand spins.  

Whereas several HTTP-based extended solids were reported, only one paper demonstrated isolation of 

trimetallic HTTP complex so far. Sakamoto et al. reported [(Cp*M)3(HTTP6−)] (M = Co, Rh, Ir; Cp* = 

pentamethyl-cyclopentadienyl), which contains trivalent metals and fully-reduced closed-shell HTTP6−.98 

Three overlapping metal-based redox events, which are located within potential range of ~0.13 V, were 

observed for each complex upon electrochemical reduction, whereas HTTP-based oxidation was absent up 

to 0.88 V, 1.14 V, and 1.61 V above the metal-based reduction for the cobalt, rhodium, and iridium 

complexes.  

The first isolated M3HXTP containing both metal- and ligand-centered spins was reported by the author 

in the context of model complex for studying the spin interactions in 2D conductive MOFs (Chapter 2). In 

this report, we isolated single-crystals of [(Me3tacnCu)3(HOTP3−)](BF4)3 (Cu3HOTP) with Cu2+ and 

HOTP3− centers, both of which should contain unpaired spins.60 Indeed, magnetic measurements revealed 
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S = 1/2 spins on both Cu2+ and HOTP3−, which were weakly coupled through antiferromagnetic exchange. 

Curiously, the radical-mediated spin coupling in Cu3HOTP is of similar magnitude as in complexes with 

closed-shell radical bridge, much weaker than the predicted radical-metal coupling in Fe3
PHITP.59 

Assuming no overestimation by the calculation, such difference could be related to the insufficient overlap 

of the copper and HOTP magnetic orbitals or contributions from intermolecular interaction. Meanwhile, 

attempt to isolate the HITP analog resulted in [(Me3tacnCu)3(HITP2−)](BF4)4 (Cu3HITP), likely due to 

disproportionation of the Cu3(HITP3−) species. Cu3HITP contains Cu2+ and quadruply-oxidized closed-shell 

HITP2−. The Cu-Cu pairs are weakly antiferromagnetically coupled, with an exchange coupling constant of 

−7.0 cm−1. Here, both the nature and strength of metal-metal spin coupling is similar to that of Fe3(PHITP6−). 

Therefore, Cu3HITP serves as another example of molecular spin triangles satisfying the criteria for 

geometric spin frustration. Additionally, implications to the electronic delocalization and magnetic 

structures of the corresponding 2D MOFs were discussed based on electronic and magnetic properties of 

the model complexes.  

Following this initial report, investigation of ligand-mediated spin coupling was extended to trinickel 

HOTP complexes by the author and others. Targeting understanding the role of ligand charge and spin 

states in determining the ligand-metal spin interactions, we isolated a series of nickel HOTP complexes, 

[(Me3TPANi)3(HOTPn−)](BF4)(6−n) with n = 4, 3, 2 (TPANi3(HOTPn−)) (Chapter 3).61 Although single-crystal 

structure was obtained only for TPANi3(HOTP3−), all complexes were isolated in microcrystalline and pure 

states. Whereas Ni2+ possesses S = 1 spin in all three complexes, HOTPn− were assigned to have singlet 

diradical, monoradical, and closed-shell ground states for n = 4, 3, 2, leading to overall spin states of S = 3, 

3/2, and 1 for the complexes. With closed-shell ligand bridge in TPANi3(HOTP2−), the Ni2+ spins are once 

again coupled by weak antiferromagnetic interaction, similar to that of Fe3
PHITP and Cu3HITP.59,60 The 

strength of spin coupling increases with the electron density and spin state of the HOTP bridge, achieving 

largest J of +22.8 cm−1 in one of the Ni-HOTP pairs in TPANi3(HOTP4−) with singlet-diradical bridge. 

Interestingly, the spin exchange pathways transition from antiferromagnetic to ferromagnetic upon HOTP 

reduction, likely due to changes in the symmetry of HOTP frontier orbitals. Our report demonstrated redox 

tuning of the sign and strength of spin interactions in M3HXTP complexes, bringing forth new candidates 

for constructing multiresponsive magnetic materials. In a similar study, Wang et al. adopted TpPh (TpPh = 

tris(3,5-diphenylpyrazolyl)borate) as the capping group in the stabilization of Ni3HOTP, and isolated 

[(TpPhNi)3(HOTP3−)] in crystalline form (abbreviated as TpNi3HOTP). The complex contains HOTP3− 

monoradical, and simultaneously possesses ferromagnetic and antiferromagnetic Ni-HOTP coupling 

pathways, similar to the case of TPANi3(HOTP3−). Unlike TPANi3(HOTP3−), large deviations in the magnitude 

of spin coupling in the three Ni-HOTP pairs was observed, with |𝐽| ranging from 11 cm−1 to 112 cm−1. 

Whereas in-situ EPR measurement on the electrochemically-generated [(TpPhNi)3(HOTP5−)] suggested 
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HOTP-centered monoradical, [(TpPhNi)3(HOTP4−)] was EPR silent. Detailed study of HOTP spin state and 

the metal-ligand spin coupling for the reduced species were again impossible without isolating the pure 

compounds. Nevertheless, comparison of the TpPh and Me3TPA capped complexes revealed the importance 

of capping group in determining the nature of metal-ligand spin coupling in M3HXTP complexes. This 

observation is potentially transferrable to the parent 2D MOFs if the metal coordination sphere can be 

decorated with axial ligands with different coordination strength.  

Beside altering the formal charge state of HXTP in M3HXTP complexes, the author further proceeded 

in studying the effect of bridgehead atom on HXTP-mediated spin interaction (Chapter 4). Inspired by the 

stronger metal-ligand coupling observed in radical-bridged dinuclear complexes with nitrogen bridgehead 

atom instead of oxygen, we studied the metal-ligand coupling in [(TpPhNi)3(HITP3−)] (Ni3HITP).62 

Intriguingly, the magnetic properties of Ni3HITP can be described by antiferromagnetic coupling between 

a nickel-centered S = 1 and an effective S = 1/2 spin up to room temperature. Here, the effective doublet 

spin was attributed to extremely strong spin coupling between two Ni-HITP pairs. This Ni-HITP coupling 

can be estimated as |𝐽| ≥ 1300 cm−1 by fitting to a model with localized nickel- and HITP-centered spins, 

which is a rare example of strong magnetic coupling in metal complexes containing multitopic radical 

bridge. The source of such strong interaction was explained by extensive electronic delocalization and good 

orbital symmetry match between the Ni2+ and HITP3− magnetic orbitals. Ni3HITP thus serves as an 

inspiration for designing molecular-based magnetic materials with strong magnetic interactions.  

1.2.6 Summary of Trimetallic HXTP-Bridged Complexes 

Summarizing existing literature, several insights can be obtained for the spin coupling mediated by 

HXTP radicals. First, mixing of metal- and HXTP-based magnetic orbitals takes place in M3HXTP 

complexes, as represented by the large radical 𝑔-factor in the case with diamagnetic metals, and moderate 

spin-spin coupling in the case with paramagnetic metals. Second, stronger M-HXTP coupling is achieved 

for HXTP with higher electron density and spin state, which can be explained by better electron 

delocalization between the M-HXTP pairs. Third, much stronger M-HXTP spin coupling can be obtained 

by using bridgehead atoms with more diffused orbitals and better M-HXTP energy match. Fourth, the sign 

of M-HXTP coupling is crucially affected by the nature of capping ligands and substitution on HXTP. 

Capping ligand affects M-HXTP coupling through controlling the metal coordination geometry, which in 

turn affects the symmetry match of the M-HXTP magnetic orbitals and the strength of the coupling, as 

predicted by superexchange theory.103,104 Although no definitive trend can yet be obtained for the decorated 

HXTP, due to limited examples, existing reports tend to suggest favorability of ferromagnetic coupling 

with more electron-rich HXTP. For instance, upon functionalization of the electron-donating guanidino 

groups, the preferred Cu-Cu coupling changed from antiferromagnetic in the case of Cu3HITP to 
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ferromagnetic in the case of Cu3
GHITP. Similar trend is observed when the electron density on HXTP is 

altered by redox reactions. Finally, it should be kept in mind that modulation of the M-HXTP spin coupling 

is likely a synergistic effect of all above factors. Nevertheless, these trends still provide guidelines for the 

design and synthesis of new molecular and solid-state magnetic materials with high nuclearity.  

1.2.7 Implications to HXTP-Based 2D MOFs 

Several implications to the spin and electronic structures of the triphenylene-based 2D MOFs can be 

drawn based on the magnetic, electrochemical, and structural properties of M3HXTP complexes. Insights 

could be drawn for the magnetic properties of 2D MOF monolayers if the spin coupling in the complexes 

are maintained in the extended solids. First, the isolation of M3HXTP complexes with both metal and HXTP 

spins suggests potential coexistence of both spins in the 2D MOFs. Although demonstrated in some 2D 

MOFs, quantification of the metal and radical spin density still requires the synthesis of high-quality 

samples of other 2D MOFs. Second, comparison between HOTP and HITP complexes suggest that HITP 

MOFs would be more probable candidates as magnetic MOFs with room temperature ordering. So far, this 

hypothesis agrees with the experimental observation in the case of Ni3HITP2 and Ni9HOTP4. Third, based 

on observations in the functionalized and reduced M3HXTP complexes, stronger spin coupling could 

potentially be achieved by increasing the HXTP-centered electron density in the 2D MOFs. Furthermore, 

studies on M3HXTP complexes with closed-shell ligand bridge suggest that geometric spin frustration, a 

property often related to superconductivity, could potentially be achieved in MOFs with the same ligand 

charge states. Additionally, the correlation between the spin coupling strength and HXTP charge state hints 

to an additional variable for potential electrical tuning of the magnetic interactions in the 2D MOFs.  

Meanwhile, electrochemical characterizations of the M3HXTP complexes provide insight into the 

degree of electronic delocalization across the M3HXTP moiety and the electronic communication in 

monolayers of 2D MOFs. As discussed in previous sections, M3HXTP complexes are structurally analogous 

to the fusion of three metal-(o-semiquinonate)-type complexes, with each subunit capable of going through 

cat-sq-q and metal-based redox events. Viewed in the frame of classic mixed-valence theory,105,106 six 

HXTP-centered and three metal-centered redox events should be observed if the valence electrons are 

completely delocalized across the entire complex. The electrochemical potential difference observed in 

cyclic voltammetry measurements can be further converted to a thermodynamic equilibrium constant 

known as the comproportionation constant (Kc) using the relationship Δ𝐸 = −
1

2
𝑅𝑇𝑙𝑛(

𝐾𝑐

4
) (Δ𝐸 as potential 

difference, R as ideal gas constant, T as temperature).106 Better delocalization is reflected by larger Δ𝐸 and 

larger Kc between different redox events. For most M3HXTP complexes reported so far, large potential 

difference between HXTP(n−1)−/n− redox events are observed, corresponding to significant delocalization of 

electron density across the HXTP moiety. On the other hand, evidence so far suggest that metal-based redox 



26 

 

event takes place only when the HXTP is in formal charge state of −6. For instance, whereas Cu2+, Ru2+, 

Fe2+, and Co3+ are all commonly regarded as redox-active centers, metal-centered redox event is only 

observed for Fe3
PHITP and Co3HTTP, both having HXTP6−. Moreover, the potential differences between 

metal-centered redox peaks are significantly smaller than those of the ligand-based ones. Whereas the Δ𝐸 

between HXTP6−/5− and HXTP3−/2− can go up to 0.71 V, those for the three metal sites are all smaller than 

0.15 V. In view of mixed-valence theory, these values correspond to comproportionation constants of 1012.0 

and 101.4, with far stronger electronic delocalization within HXTP than that between the metal centers. 

Although no definitive conclusion can be drawn due to the lack of metal-based redox events in complexes 

with oxidized HXTP moieties, existing data suggests that the metal-ligand orbital mixing is the limiting 

factor for the electronic delocalization on the M3HXTP fragment, at least in the case with fully-reduced 

HXTP6−.59,98 This is likely due to spatial and symmetry mismatch of the metal- and ligand-centered valence 

orbitals.  

Finally, interesting insights could be obtained by comparing the structural aspects of the M3HXTP 

complexes and the M3HXTP moieties in the triphenylene-based 2D MOFs. In the 2D MOFs, minimum 

distortion from planarity is experienced by the HXTP units regardless of their charge states in both the 2D 

layers and the intercalated complexes. In contrast, the HXTP fragments in the M3HXTP complexes undergo 

significant bending upon oxidation. Although less pronounced, out-of-plane rotation of the triphenylene 

arms is also observed for complexes with fully reduced HXTP6−.100–102 Such spontaneous symmetry 

reduction in the molecular complexes is likely related to Jahn-Teller distortion, which is commonly 

observed in large aromatic systems.107,108 In the solid-state, this distortion is likely quenched by the 𝜋-𝜋 

stacking interaction, as well as the transition from discrete molecular orbital levels to band-like 

characters.36,37,39,63,64,69,75 Regardless of the origin, the aplanarity of HXTP is certainly related to the 

magnetic and electronic properties observed in the M3HXTP complexes.109 For instance, the aplanarity and 

consequent distortion at the metal centers likely play a significant role in the presence of HOTP-based 

diradical character in TPANi3(HOTP4−), as well as the extremely strong spin coupling in Ni3HITP. 

Apparently, these structural differences have to be kept in mind when drawing correlations between the 

properties of the MOFs and their model complexes. Meanwhile, the above results also revealed HXTP 

planarity as an additional handle for tuning the spin coupling and electronic delocalization of the 2D MOFs. 

Indeed, recent computational study by Zhang et al. have demonstrated band structure modulation of the 

out-of-plane distortions of HITP in Ni3HITP2, which contributes to inducing a metal-to-semiconductor 

transition.81  
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Scheme 1.5. Proposed model complexes containing larger fragments of the triphenylene-based 2D MOFs. 1 and 2 

model in-plane interaction whereas 3 models out-of-plane interaction. L represents multidentate capping ligands. Only 

one Lewis structure is shown for each model complex. Red dots mark potential radical locations. 

1.2.8 Ongoing Directions 

Recent studies have broadened the scope of triphenylene-based tritopic radical bridges in both the design 

of new molecular-based magnetic materials and in understanding the physical properties of triphenylene-

based 2D conductive MOFs. However, several appealing directions are still yet to be explored. One 

direction naturally goes to the synthesis of M3HXTP complexes with new M-HXTP combinations. Cr3+, 

Mn2+, Fe2+/3+, and Co2+ are all promising candidates for achieving strong magnetic coupling in M3HXTP, 

inspired by their homodinuclear complexes in oxolene- and azophenine-bridged complexes.110,111 

Furthermore, vanadium and lanthanide complexes with HXTP could be interesting targets for achieving 

high-temperature spin coherence.8,112,113 Molecules with such properties can be potentially applied in 

quantum information storage and quantum sensing (see section 1.3). The new complexes would also serve 

as molecular models for corresponding HXTP-based 2D MOFs. Finally, different metal and ligand charge 

states should also be investigated for the exploration of new molecular and solid-state magnetic materials. 

Another direction worth pursuing is rational control of the planarity of the HXTP fragment in M3HXTP 

complexes. Planarity of 𝜋-aromatic systems has significant influence on the spin ground state of the radical, 

as well as the spin coupling and electronic delocalization across the moiety.81 However, no synthetic control 

in M3HXTP complexes has been achieved so far, limiting deeper understandings into the electronic and 

spin interactions in these fragments. Functionalization of HXTP and imposing steric hindrance could be 

potential strategies for achieving this goal. One more direction that could bring insight into the physical 
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properties of the 2D MOFs is through modeling of larger fragments of 2D MOFs. Model complexes 

containing more repeating units, for instance, M5HXTP2 and M12HXTP6 allow incorporation of both metal-

mediated and ligand-mediated interactions in the same model system (Scheme 1.5). These complexes 

should in principle shed light on the reconciliation of two potentially conflicting spin coupling mechanisms 

in the MHXTP2 and M3HXTP moieties. Additionally, gradual enlargement of the model system could lead 

to better understanding of the nature and origin of the electronic bands, in analogy to the investigation of 

PAH model compounds of different sizes towards graphene. Furthermore, isolation of stacked M3HXTP 

dimers could be a valid approach for modeling the 𝜋-𝜋 stacking interactions in 2D MOF multilayers. Here, 

challenges arise from the atomic-level control of the 𝜋-𝜋 stacking orientation and distance.  

1.3 Triphenylene-Based Radical Bridge for Application as Qubit Sensors 

Aside from contributing to magnetic ordering and electrical conduction, electronic spins are also known 

for their quantum coherence. As a quantum object, electronic spin is characterized by its phase, where 

information about its surroundings can be stored. The phase information can be further manipulated and 

processed by microwave excitations. Quantum information science (QIS), where quantum properties of 

objects such as electronic spins, are harnessed and manipulated through electromagnetic excitations, is an 

emerging field that brings revolutionary change to science and engineering in terms of communication, 

sensing, and information processing.114–119 Performance of a quantum system can be evaluated by the spin-

lattice relaxation time (T1) and spin decoherence time (T2), both reflecting the stability of a quantum system 

against environmental noises. For electronic spins, efficient sensing, manipulation, storage, and correlation 

of the spin degree of freedom could only be carried out for electron spin qubits, i.e., spins with long T1 and 

T2 times. Although known for the long T1 and T2 times at room temperature, organic radicals have 

experienced very limited attention as potential candidates for electron spin qubits compared with solid-state 

spin centers and paramagnetic metal ions.8,112,113 Inspired by the similarity between HXTP-centered radicals 

and the semiquinonate radicals, which are known for maintaining room-temperature coherence, we 

explored quantum sensing of guest ions using HOTP spins anchored in the newly-synthesized porous 2D 

MOF Mg9HOTP4 (Chapter 5).63 Room-temperature in-situ measurements on solutions of lithium and 

sodium ions demonstrated quantitative detection of the metal ions using hyperfine spectroscopy. 

1.3.1 Motivation for MOF-Based Quantum Sensors 

Quantum sensing refers to the type of sensing that utilizes a quantum object and senses external 

perturbation through quantum coherence or quantum entanglement.119 Quantum sensors have become a 

popular research topic in recent years due to the promises they hold in achieving high sensitivity, spatial 

resolution, as well as potential integration with electronic devices. To date, many qubits have been studied 

for quantum sensing applications, including superconducting qubits, trapped ions, semiconductor quantum 
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dots, Rydberg atoms, as well as solid-state defects and dopants.120–125 However, most of the aforementioned 

qubits require cryogenic temperature and strictly controlled environment to operate, thus limiting their 

applications in sensing in complex environments, such as a mixture of chemical analytes, under ambient 

conditions.120–123,126,127 So far, the most promising candidates for such application are the qubits based on 

solid-state defect and dopants, the most well-known of which being the nitrogen vacancy (NV) center in 

diamond.125,128–130 Capable of maintaining room-temperature coherence, diamond NV centers have been 

applied in the sensing of magnetic fields, electric current, temperature, as well as chemical reactions through 

phase accumulation or T1 relaxometry.131–134 Moreover, nuclear magnetic resonance, a fingerprint molecular 

detection technique, has recently been demonstrated with NV centers at nanoscale.135,136 However, to 

maintain stable quantum behavior, solid-state qubits are usually buried inside the solid, therefore preventing 

close contact and strong interaction with the external analytes.113,123 Introduction of nanoscale porosity has 

been proposed in the literature as a means to further improve the performance of solid-state quantum sensors. 

Higher contact area and stronger interaction between the sensor and analytes are conceived as means to 

improve sensitivity. Meanwhile, chemical decoration of the pore surface could also allow selective 

sensing.137 Despite the promises, it’s not a trivial task to generate nanoscale porosity on solid-state quantum 

sensors with common lithographical techniques.138,139 On the other hand, MOF is a class of material with 

nanoscale pores. In principle, porous quantum sensor could be constructed from MOFs if electron spin 

qubits could be incorporated into these porous materials.113,140 Additionally, compared with potential 

quantum sensing schemes based on soluble molecular qubits, MOF impregnation of the qubits produces 

recoverable and heterogeneous sensors with minimal leaching, thus an approach more suited for practical 

application.  

1.3.2 Design of MOF Qubits 

MOFs are molecular solids composed of inorganic and organic molecular building blocks.141 One 

strategy for constructing MOF qubits is by replacing either the inorganic or the organic component with 

molecular spin qubits, i.e. molecular fragments with qubit-like behavior.113,140 Possessing long-lived 

paramagnetic spin centers, molecular spin qubits have attracted increasing attention due to vast structural 

tunability through chemical design, stability for coherent control, and compatibility with molecular 

processing techniques.8,112,113 Most molecular qubits investigated to date are of inorganic in nature, with 

metal-centered spins having qubit-like behavior. Because molecular qubits are often studied as ensemble 

instead of on the single-molecule scale, the phase memory time Tm is used instead of T2 to characterize the 

spin coherence, which further includes contribution from sample inhomogeneity. Although capable of 

achieving millisecond-scale Tm at low temperature, most inorganic molecular qubits fail to maintain 

coherence (Tm << 0.1 μs) at room temperature.8,112 On the other hand, organic radicals, with paramagnetic 
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spins centered on carbon, oxygen, or nitrogen atoms, often have Tm of 0.1-1μs at room temperature, due to 

the absence of strong relaxation related to metal-based spin-orbit coupling.142–145 Well-known for the 

decade-long application as spin labels and polarizing agents for biological systems and dynamic nuclear 

polarization, organic radicals are capable of storing and evolving phase information by applying appropriate 

microwave pulses.145–147 Although largely unexplored as qubits or towards QIS applications, few examples 

already demonstrated qubit-like behavior in coherent spin manipulation and quantum teleportation.148,149  

 

Scheme 1.6. (1-3) MOF linkers containing paramagnetic metal ions with qubit-like behavior. (4-6) Candidates for 

MOF qubit linkers based on organic radicals. 1 and 2 correspond to metalloporphyrin qubit nodes. 3 corresponds to 

single-metal qubit node with Gd3+. 4 and 5 are based on trityl-type radicals. 6 is based on nitroxide radical. Atoms 

involved in the metal-ligand coordination are colored in red. Atoms containing localized radicals are colored in blue. 

So far, study of MOF qubits has almost entirely based on paramagnetic metal centers. Through 

decoration of molecular qubits with MOF-forming functional groups, such as carboxylate and pyridyl 

groups, MOF qubits with microsecond-scale Tm can be achieved upon dilution of the qubit centers in 

matrices of diamagnetic metals. Early work on metal-based MOF qubit was demonstrated by Zadrozny et 

al., where the tetratopic cobalt porphyrin complexes were functionalized with carboxylate groups 

(5,10,15,20-tetrakis(4-carboxyphenyl)porphine, TCPP) and converted into a solid-state framework with a 

diamagnetic matrix of zinc and zirconium ions (linker 1 in Scheme 1.6, with M = Co).150 Tm on the order of 

2 μs was achieved at 15 K by using the clock transitions, i.e. the avoided crossing points on the potential 
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energy surfaces of electron-cobalt hyperfine interaction. Following works adopted similar approach of 

carboxylate functionalization for the incorporation of copper and vanadyl porphyrin molecular qubits into 

MOFs. Yu et al. reported the first example of potential MOF qubit that requires no spin dilution in 

diamagnetic matrix in the three-dimensional (3D) CuTCPP MOFs (Scheme 1.6, linker 1 with M = Cu; also 

with linker 2).151 Although the relaxation times are short for applications in QIS (Tm ~ 25 us at 80 K), later 

studies by the same authors on these spin concentrated frameworks revealed ligand vibration as the major 

contributor to the spin-lattice relaxation. Yamabayashi and Urtizberea et al. separately demonstrated qubit-

embedded MOFs with room-temperature spin coherence (Tm ~ 0.1 μs at 298 K) using vanadyl TCPP 

(VOTCPP, linker 1 in Scheme 1.6, with M = VO) as the active spin centers upon diamagnetic dilution.152–

154 Urtizberea et al. further demonstrated exfoliation of a 2D VOTCPP framework down to multilayers and 

subsequent integration with superconducting resonator.154 Most recently, MOF with nitrogen linkages 

stabilized by polyoxometalates has been adopted for hosting Gd3+ qubit centers (linker 3 in Scheme 1.6), 

which possesses spin coherence only at cryogenic temperatures.155 Meanwhile, other candidates potentially 

incorporable to MOFs, including Cr7Ni rings, Fe4 complexes, holmium-doped polyoxometalates, as well as 

copper and vanadium dithiolene complexes, all requires liquid nitrogen or helium temperature to 

operate.8,112 Similar to the study of molecular qubit, the inorganic MOF qubits are again most often not 

suited for room-temperature applications.150,151,153,155 On the other hand, several porous MOFs have been 

synthesized containing organic radicals, including triphenylmethyl (linkers 4, 5 in Scheme 1.6) and 

nitroxide radicals (linker 6 in Scheme 1.6), all of which are known for maintaining room-temperature 

coherence in solution state with suitable dilution.19–21,156,157  In fact, these organic radicals are well-known 

in the EPR and biological community as spin labels for studying their surrounding chemical 

environments.147 However, despite recent proposals, no experiment has actually demonstrated qubit-like 

behavior in these MOFs. Three general strategies have been proposed for introducing radicals into MOFs: 

structural integration, radical appendment, and incorporation as guest molecules in the pores.147 Among 

these, the first strategy is favored for the construction of organic MOF qubits, as it simultaneously preserves 

the nanoscale porosity in the materials. Possessing nanoscale cylindrical one-dimensional pores, 

triphenylene-based 2D MOFs have already been investigated as chemiresistive sensors of solution-state 

and gaseous species. This property, combined with the presence of HXTP-centered organic radicals, 

naturally makes HXTP-based MOFs promising candidates for achieving room-temperature sensing of guest 

analytes using electronic spin qubits. 

1.3.3 Quantitative Detection of Chemical Analytes Based on Quantum Sensors 

To date, most studies on quantum sensors involving the detection of chemical analytes have been based 

on the NV centers in diamond, due to their tolerance to complex chemical environments and the capability 
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of maintaining coherent spin operation at room temperature.119 Among these, several reports have 

demonstrated quantitative detection of chemical analytes using diamond or nanodiamond motivated by the 

understanding of biological and physiological processes through the quantification of species related to cell 

metabolism, signal transfer, and immune response.137 Typical sensing protocol used in these studies is based 

on T1 relaxometry, where the T1 of the electronic spins of the diamond NV centers is altered upon changing 

the concentration of ions and molecules in the vicinity of the NV centers. To achieve maximum modulation 

of T1, paramagnetic species, such as Gd3+ or nitroxide radicals, are typically monitored, the concentration 

of which could be further controlled by other chemical species and processes. Early works in this direction 

was demonstrated by Rendler et al., where nanodiamond ensemble functionalized with acyl or thiol surface 

groups were mixed with a solution of Gd3+ complexes containing hydrazide or thiol groups.158 Here, the 

concentration of H+ (i.e. pH of the mixture) or redox reagents is reflected through their influence on the 

equilibrium constants of the formation of imino (between acyl and hydrazide) or disulfide (between two 

thiols) bonds, which further changes the concentration of Gd3+ anchored on the nanodiamonds and affects 

the T1 of the NV centers. Based on the same principle, later works have extended this protocol to other 

surface functionalization and paramagnetic species.134,137,159 Although the effective concentration range in 

the initial studies was limited to millimolar to molar, in recent studies, Miller et al. have extended the 

theoretical detection limit to 10−19 molar by improving the detector sensitivity upon filtering out the 

background autofluorescence.160 However, quantitative detection based on T1 relaxometry developed so far 

suffers from one drawback, that is the lack of selectivity. Contribution from the chemical analyte of interest 

often suffers from interference from other sources that contributes to changes in T1 of the quantum sensors. 

One potential solution to this problem is to decorate diamond surface with functional groups capable of 

selective host-guest binding.159 Although not demonstrated yet, this method may suffer from the low surface 

coverage of available functionalizable sites on diamond, as well as the difficulty in functionalizing with 

multiple surface binding groups. The limitation in T1 relaxometry brings about the development of an 

alternative approach for the quantitative detection of chemical analytes using quantum sensors. 

1.3.4 Sensing Protocol Based on Hyperfine Spectroscopy 

One powerful approach for the sensing of the environment based on electron spin qubit is through the 

detection of the nuclear hyperfine field.158–162 The technique of hyperfine spectroscopy has been studied in-

depth in the context of structural analysis of small molecules and complex biological components.158–160 

Despite relatively long spin relaxation times, organic radicals are sensitive to the hyperfine fields generated 

by nearby nuclei through Fermi contact and dipolar interaction.163 However, hyperfine fields decay fast 

with increasing distance. Therefore, close contact (< 1 nm) between the spin qubit sensor and the target 

nuclei becomes a key requirement for implementing such sensing scheme. Notably, the nanoscale and sub-
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nanoscale pores of MOFs are ideal platforms for achieving sensor-target close contact, through 

physisorption of the target particles.164–166 Therefore, nanoporous MOFs containing organic radicals 

become perfect candidates for exploring room temperature quantum sensing of chemical analytes.   

 

Figure 1.6. Pulse sequences for (a) 2-pulse ESEEM, (b) 3-pulse ESEEM, (c) 4-pulse ESEEM and HYSCORE, (d) 

Davies ENDOR, (e) Mims ENDOR. Red and blue blocks correspond to microwave and radiofrequency pulses.  

One common way of measuring the hyperfine fields around an electron spin is through Electron Spin 

Echo Envelope Modulation (ESEEM) spectroscopy, where the electron spin echo decay is modulated by 

nuclear precession during evolution time.160,167 In ESEEM, the electron-nucleus hyperfine interaction is 

probed through exciting the forbidden EPR transitions. The most basic form of ESEEM is the 2-pulse 

sequence that utilizes Hahn-echo (π/2 ‒ τ ‒ π ‒ τ ‒ echo) (Figure 1.6a). Information about the surrounding 

nuclear spins is accumulated into the electronic phase during the evolution of electron coherence. Fourier 

transform of the phase modulation produces peaks in the frequency domain. In a simplified picture of an S 

= 1/2, I = 1/2 system, the identity of interacting nuclei is revealed by the peak positions, which is determined 

by the two basic frequencies 𝜔𝛼 and 𝜔𝛽 of the nuclear hyperfine coupling. In the case of weak hyperfine 

coupling, the two peaks are situated on either side of the nuclear Larmor frequency (𝜔𝐼), with the peak-to-

peak separation reflecting the hyperfine interaction strength. However, several drawbacks are present for 

2-pulse ESEEM. On the one hand, the resolution of 2-pulse ESEEM is limited by the electronic T2 

relaxation time, which is often relatively short. On the other hand, basic nuclear frequencies as well as their 

sums and differences are all present, which makes spectral interpretation complicated. For the measurement 

of complex systems, 2-pulse ESEEM is often replaced by longer pulse sequences. 3-pulse (π/2 ‒ τ ‒ π/2 ‒ 

t ‒ π/2 ‒ τ ‒ echo) and 4-pulse (π/2 ‒ τ ‒ π/2 ‒ t1 ‒ π ‒ t2 ‒ π/2 ‒ τ ‒ echo) ESEEM sequences measure 

hyperfine interaction by transferring coherence between the electron and nuclear spins through stimulated 

echo (Figure 1.6b, c). Here, the experimental resolution is limited by T1, which is often orders of magnitude 

longer than T2. Therefore, these sequences produce improved signal quality. Notably, combination-peak 

ESEEM (Figure 1.6c), which is a variant of the 4-pulse ESEEM when t1 = t2 are varied together during the 

experiment, selectively produces peaks at the sum frequencies of interacting nuclei, further improving the 

resolution between different species. More accurate quantification of the hyperfine tensor can be achieved 

by Hyperfine Sublevel Correlation (HYSCORE) spectroscopy, which can be viewed as two-dimensional 
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variant of the 4-pulse ESEEM (Figure 1.6c). In HYSCORE (π/2 ‒ τ ‒ π/2 ‒ t1 ‒ π ‒ t2 ‒ π/2 ‒ τ ‒ echo), both 

pulse intervals of t1 and t2 are varied independently, during which nuclear coherence is transferred from one 

set of ms manifold to another, thereby generating cross peaks connecting different basic frequencies. 

Another way of acquiring hyperfine information is by pulsed Electron Nuclear Double Resonance (ENDOR) 

spectroscopy. Differed from ESEEM, ENDOR is a double resonance technique, with both electron and 

nuclear spins directly excited by microwave and radiofrequency (rf) pulses, respectively. Two most 

common variations of pulsed ENDOR are Davies ENDOR and Mims ENDOR (Figure 1.6d, e). Whereby 

Davies ENDOR is based on a primary electron spin echo (π ‒ t ‒ π/2 ‒ τ ‒ π ‒ τ ‒ echo), Mims ENDOR is 

based on a stimulated electron spin echo as in 3-pulse ESEEM, (π/2 ‒ τ ‒ π/2 ‒ t ‒ π/2 ‒ τ ‒ echo). In both 

cases, a rf π‒pulse is inserted during the evolution times t. Although comparison between Davies and Mims 

ENDOR requires in-depth analysis, which has been performed by many specialized texts,158,167 one apparent 

difference lies in the signal intensities when the rf is ON or OFF. Whereas the signal is stronger with rf ON 

for Davies, the contrary is true for Mims. Such difference is originated from the distinction between 

refocusing a primary and stimulated echo. Generally, ESEEM and the two ENDOR variants are suited for 

systems with different hyperfine coupling strengths. Davies ENDOR is often better suited for systems with 

larger hyperfine coupling compared to the Mims variant, while ESEEM is often a better approach when the 

hyperfine coupling is small.  

1.3.5 Quantitative Detection of Chemical Analytes Based on Hyperfine Spectroscopy 

To date, hyperfine spectroscopy has mostly been applied in the characterization of chemical 

environments, electron density distribution, and nature of chemical interaction through measurement of 

hyperfine coupling constants. Although not as common, hyperfine spectroscopies, in particular ESEEM, 

have also been applied in quantitative determination of the concentration of molecules containing particular 

nuclear spins around electronic spin centers.171–173 Typically, these techniques correlate the concentration 

of analytes to the absolute or relative intensity of certain peaks in the hyperfine spectrum, whereas the peak 

profile is mostly concentration-independent. The theoretical basis for such correlation comes from the fact 

that the overall the ESEEM modulation depth is the product of that of each individual nucleus interacting 

with the same electronic spin.163 Upon different level of approximations, such as having much larger 

quantity for the analyte than electronic spins, the concentration independence for the host-guest interaction, 

as well as random spatial and orientation distribution of analyte, the ESEEM modulation or the ratio of 

modulations can be correlated to the analyte concentration or the ratio of concentrations to first or higher 

orders. Early studies by Dzuba et al. applied this principle to measure the local water concentration in 

mixtures of D2O and h-DMSO frozen glasses, where the nuclear hyperfine and quadrupolar interaction 

between deuterons and nitroxide radicals are related to the D2O concentration to second and first order.171 
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Here, effective concentration ranging from 10 M to 30 M was studied. Later studies by Shin et al. used 

similar principles and correlated the relative intensity of ESEEM peaks of 14N, 15N, and 1H for the estimation 

of 15N-labeled species in studying the structure of copper binding sites in the peptide amyloid-β.172 On the 

other hand, Potapov et al. have demonstrated quantitative correlation between the Davies ENDOR 

enhancement of 31P coupled to Mn2+ with the ADP concentration (ADP = adenosine diphosphate) in range 

of 0.05 mM to 0.4 M. Here, the ADP concentration also affects the ENDOR linewidth by changing the 

degree of zero-field splitting of Mn2+, which manifests in error in the concentration determination. 

Compared with the quantitative detection schemes based on T1 relaxometry, the biggest advantage of 

these techniques based on hyperfine spectroscopy is selectivity. In principle, species containing different 

nuclei, or even species with the same nuclei but different hyperfine constants, could be quantified with 

minimal interference. However, this same nucleus specificity also imposes limitations to this protocol. This 

protocol, and hyperfine spectroscopy in general, is limited to the detection of nuclei with large nuclear 

Larmor frequency and high isotope concentration, both of which are required to achieve satisfactory signal-

to-noise ratio. Another limiting factor comes from the sensitivity of the commercial pulsed EPR 

spectrometer, which requires ensemble detection and excludes single-molecule-level detection as in other 

quantum sensor systems. Finally, it should be noted that the performance of this protocol is largely related 

to the strength of the hyperfine interaction, which affects peak splitting patterns of the hyperfine spectra, as 

well as the concentration-intensity correlation. Just as in traditional hyperfine spectroscopy, the magnitude 

of hyperfine constant also determines the most suitable technique for quantitative detection, with ESEEM 

and ENDOR favoring systems with weak and strong hyperfine coupling, respectively.  

1.3.6 Quantitative Sensing of Chemical Analyte Using MOF Qubits 

It is highly desirable to combine the quantitative hyperfine spectroscopic methods with porous materials 

containing long-lived electronic spins. On the one hand, this quantitative detection scheme based on porous 

materials should allow the quantitative study of adsorption mechanism of chemical analytes onto these 

porous materials by measuring the concentration of each individual adsorbed species. As discussed above, 

this method should in principle allow simultaneous measurement of multiple chemical analytes, which is 

especially beneficial in studying adsorption/desorption processes involving competing interactions. On the 

other hand, the porous materials could also function as sensors for chemical analytes in the environment 

upon adsorption onto the porous material. However, to our’s knowledge, no report has yet applied the 

quantitative hyperfine spectroscopic methods to MOF or other porous materials. So far, hyperfine 

spectroscopy has been applied to porous materials mainly for characterizing the nature of binding sites, 

distribution of adsorbate, as well as the thermodynamics of the sorption processes, etc.174–176 The absence 

of known examples on quantitative hyperfine spectroscopy of porous materials is partially due to the need 



36 

 

for porous material containing long-lived electronic spins on the material backbone. One promising 

candidate for implementing this sensing protocol is the MOF qubits based on organic radicals.  

To fill in this gap, in this thesis, we synthesized a new triphenylene-based 2D MOF with diamagnetic 

metals, Mg9HOTP4 (Chapter 5).63 Here, we characterized the room-temperature relaxation properties of the 

HOTP spins in Mg9HOTP4, and demonstrated coherent control of the spins using microwave pulses. 

Moreover, we demonstrated quantitative detection of Li+ ion in a solution of tetrahydrofuran using the 

quantitative ESEEM spectroscopic methods discussed above. In this report, the Li+ concentration 

surrounding the MOF qubits is measured by correlation with the relative ESEEM intensity of 7Li over 1H, 

the latter of which serves as an internal standard. With effective concentration ranging from 0.5 mM to 2 

M, this sensing protocol has similar sensitivity as the diamond-based sensors using optically-detected 

magnetic resonance (ODMR) and T1 relaxometry,158 and potentially applicable to studying the ensemble 

properties of biological and electrochemical systems for energy storage. In addition, we have demonstrated 

simultaneous and quantitative detection of multiple species, as well as the importance of porosity in making 

this sensing protocol successful. As the first example of quantum sensing using organic radicals, this study 

opens up new doors for the application of organic radicals in other fields of QIS. The quantitative sensing 

scheme developed in this work is also potentially transferrable to other qubit sensor devices.  

1.3.7 Future Directions 

Initial work on MOF-based quantitative detection of chemical analytes have enriched the swath of 

sensing techniques based on electronic spin qubits. However, several limitations still remain, the most 

obvious of which is the detection sensitivity. While the sensitivity satisfies the need for some ensemble 

systems, improving the sensitivity down to micromolar, nanomolar, or even single-molecule level will 

certainly broaden the scope of this protocol. It should be clarified that the millimolar sensitivity limitation 

in the Mg9HOTP4-based system comes from the limited sensitivity of the pulsed EPR detector, rather than 

imposed by theory on hyperfine spectroscopy. So far, although dependent on the experimental condition 

and analytes, a detection limit of spin concentration of > 1012 in the sample volume can be estimated for 

commercial pulsed EPR spectrometer, which is far from the theoretical single-spin limit. One approach to 

counter this issue is by applying more sensitive detectors. For example, recent studies by the Morton et al. 

have demonstrated micro-resonator based EPR spectrometer with detection limit down to hundreds of 

spins.177,178 In a similar vein, MOF-based microscale device could be conceived as a solution. Here, 

challenges come from the synthesis of high-quality MOF crystals and their integration with other electronic 

materials.68 Meanwhile, the detection sensitivity of guest analytes can also be improved by increasing the 

qubit-guest binding strength through chemical design of the MOF coordination sites.  
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Meanwhile, a deeper understanding of the microscopic processes is still needed. One question that stands 

out is the effective surface coverage of the radical sites. Due to low radical concentration and distance 

dependence of the hyperfine interaction, the surface area detectable by the qubit sites likely differs from 

the available surface area of the porous material. Therefore, it is not yet clear whether the diamagnetic 

adsorption sites would have different behavior than the sites near the radical qubits. One strategy of 

answering this question is to control the radical concentration and strength of the hyperfine interaction, both 

of which would affect the effective surface area detectable by the radicals. Another strategy is to compare 

the result with measurements by other techniques, where the difference in surface area or adsorption 

mechanism will be reflected by the difference in the concentration dependence of the adsorbate against the 

bulk reservoir. In terms of the material platform, optimization of the porous qubit framework is still required. 

Towards this end, morphology and pore size of the MOFs, as well as type and concentration of the radical 

are all variables to be studied. The ultimate target of MOF spin qubits would be to achieve long spin 

coherence in an ordered, highly-concentrated, and exfoliatable spin array, which would be valuable 

platforms for the study of multi-body physics and other quantum-related phenomena.130,171 Finally, 

considering the tunable electrical conductivity in triphenylene-based 2D MOFs, incorporation of electronic 

spin qubit with electrical degree of freedom, such as electrical readout of quantum information, could also 

be conceived.179,180 

1.4 Summary 

In summary, this thesis focuses on the study of triphenylene-based radical ligand bridges and their role 

in mediating spin and electronic interaction, as well as their role as room-temperature electronic spin qubit. 

Studies on M3HXTP complexes with paramagnetic metals revealed HXTP radical as a promising 

component for the design of molecular and solid-state magnetic materials. Influence of charge and spin 

states, bridgehead atoms of HXTP, and matching with different metals are discussed. The complexes are 

also discussed as molecular models for triphenylene-based 2D MOFs, which facilitates the understanding 

of electronic and magnetic properties of corresponding MOF monolayers. Meanwhile, the HXTP-centered 

organic radicals in HXTP MOFs containing diamagnetic metals behave as electronic spin qubits. The MOF 

was further demonstrated as porous quantum sensor, allowing quantitative in-situ detection of guest ions in 

solution at room temperature. Undoubtedly, the work described in this thesis has opened up new directions 

for the development of new molecular and solid-state materials based on HXTP radicals with potentially 

attractive magnetic, electronic, and quantum-related properties.  
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Chapter 2. Triphenylene-Bridged Trinuclear Complexes of Cu: Models for 

Spin Interactions in Two-Dimensional Electrically Conductive MOFs  

This chapter is adapted with permission from Yang, L.; He, X.; Dincă, M. Journal of the American Chemical 

Society 2019 141 (26), 10475-10480. Copyright 2019 American Chemical Society.  

2.1 Abstract 

Reaction of 2,3,6,7,10,11-hexahydroxytriphenylene (HHTP) and 2,3,6,7,10,11-hexaaminotriphenylene 

(HATP) with [Cu(Me3tacn)]2+ (Me3tacn = 1,4,7-trimethyl-1,4,7-triazacyclononane) produces trigonal 

tricopper complexes [(Me3tacnCu)3(HOTP)]3+ (1) and [(Me3tacnCu)3(HITP)]4+ (2) (HOTP, HITP = 

hexaoxy- and hexaimino-triphenylene, respectively). These trinuclear complexes are molecular models for 

spin exchange interactions in the two-dimensional conductive metal-organic frameworks (MOFs) copper 

hexaoxytriphenylene (Cu3HOTP2) and copper hexaiminotriphenylene (Cu3HITP2). Whereas complex 1 is 

isolated with HOTP3‒ bearing the same oxidation state as found in the oxy-bridged MOF, the triply oxidized 

HITP3‒ found in Cu3HITP2 is unstable with respect to disproportionation in the molecular model. Indeed, 

magnetic measurements reveal ligand-centered radical character for 1 and a closed-shell structure for 2, in 

agreement with the redox state of the ligands. All neighboring spins are antiferromagnetically coupled in 1 

and 2. These results help probe metal-ligand-metal interactions in conductive MOFs and provide potential 

inspiration for the synthesis of other two-dimensional materials with delocalized electrons. 

2.2 Introduction 

 

Figure 2.1. (a) Structural and chemical representation of typical 2D conductive MOFs, with depiction of the graphite-

like honeycomb structure as well as HXTP (X = O, I) ligand-centered radical. The highlighted part illustrates the 

trinuclear metal – ligand monomeric unit modeled here as shown in (b). (c) Spin lattice of typical 2D conductive 

MOFs, with arrows showing randomized spin centers. (d) Spin structure of the monomeric unit depicted in (b), 

showing metal- and ligand-centered radicals. 
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Multifunctional spintronic devices that respond to electrical, magnetic, and chemical stimuli have drawn 

much attention in recent years due to their important role in downsizing logic circuits.1–3 One class of 

materials that show promise towards such applications are two-dimensional (2D) electrically conductive 

metal-organic frameworks (MOFs) made from paramagnetic ions that in principle respond to electrical, 

magnetic, as well as chemical stimuli.4,5,14–17,6–13 These 2D MOFs have layered graphene-like honeycomb 

structures, where the vertices in the hexagonal tiles are the tritopic organic ligands and the transition metals 

ions bridging the ligands reside on the edges of each hexagon (Figure 2.1).4,6,13 Because the ligands and 

metals in MOFs can be independently modified or chosen, these materials present opportunities that are not 

easily achieved with graphite or other 2D materials, allowing for control over porosity, conductivity, and 

spin state. However, the extended structures and compositional complexity also translate into complicated 

electronic structures that give rise to electrical and magnetic properties that are still poorly understood 

despite numerous experimental and computational studies.16–20 One powerful means to interrogate the 

properties of solids has been dimensional reduction, wherein the independent synthesis and study of smaller 

building blocks provide insight into the electronic structure of the parent solids.21,22 The 2D conductive 

materials described above make excellent targets for this strategy. Here, we report trinuclear Cu complexes 

bridged by the same trigonal ligands found in the MOFs and study their redox and magnetic properties.  

2.3 Results and Discussions 

2.3.1 Complex Design and Synthesis 

 

Scheme 2.1. Lewis structures of selected resonance forms of 1 and 2, illustrating the charge states and spin structures 

of HXTP (X = O, I), respectively. The capping Me3tacn ligands are omitted for clarity. 

In a manner mimicking the isolation of small complexes related to Prussian blue analogs,23 we employed 

Cu2+ complexes capped with the neutral multidentate 𝜅3 -chelating ligand 1,4,7-trimethyl-1,4,7-

triazacyclononane (Me3tacn) to target the MOF model complexes. Importantly, the typical coordination 

mode of Me3tacn keeps the copper magnetic orbital (dx2−y2) in the aromatic plane of the ligand, as is also 

likely the case in Cu3HXTP2 (X = O, I). Because in the extended MOFs the ligand is formally triply oxidized 

– and thus bears a formal oxidation state of ‒3 after six-fold deprotonation of the amino or hydroxy groups 

– we targeted the same oxidation state in the molecular complexes (Scheme 2.1, left). In view of the 
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expected rich redox reactivity of [M3HOTP]n+ complexes,24–26 the target compounds 

[(Me3tacnCu)3(HXTP)]n+ were synthesized under inert atmosphere followed by stoichiometric oxidations 

with three equivalent of oxidants. Thus, reaction of [(Me3tacn)Cu](BF4)2 with 2,3,6,7,10,11-

hexahydroxytriphenylene (HHTP) under N2, followed by deprotonation and oxidation with three 

equivalents of ferrocenium tetrafluoroborate (FcBF4) yielded [(Me3tacnCu)3(HOTP)](BF4)3 (1(BF4)3) as 

dark navy crystals in 73% yield (Scheme 2.2). Unexpectedly, a similar procedure utilizing 2,3,6,7,10,11-

hexaaminotriphenylene (HATP) instead of HHTP did not lead to the isolation of the desired 

[(Me3tacnCu)3(HITP)]3+ complex. Instead, upon reaction of HATP with [(Me3tacn)Cu]2+ and oxidation by 

three equivalents of FcBF4, an initially dark blue-green solution changes to a dark blue solution whereupon 

only [(Me3tacnCu)3(HITP)](BF4)4 (2(BF4)4) could be isolated (Scheme 2.1, right; also Scheme 2.2). This 

more electron-deficient species containing the quadruply oxidized ligand HITP2‒ suggests that 

[(Me3tacnCu)3(HITP)]3+ is unstable with respect to disproportionation, a redox behavior that diverges from 

that of Cu3HITP2 under otherwise similar synthetic conditions. The identities of 1 and 2 were confirmed by 

high-resolution electrospray ionization/mass spectrometry (ESI/MS) and microelemental analyses. The 

former gave m/z values of 1285.3 for 1 ([M+H]+, M = [(C9H21N3Cu)3(C18H6O6)](BF4)3) and m/z = 1365.4 

for 2 ([M+H]+, M = [(C9H21N3Cu)3(C18H12N6)](BF4)4) (Figure 2.2).  

 

Scheme 2.2. Synthetic scheme of complexes 1 and 2, respectively. Only one possible Lewis resonance structure is 

depicted for the two complexes. 
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Figure 2.2. ESI-MS spectrum of 1 (a) and 2 (b, c) in positive-ion mode. The red lines represent the experimental 

signals whereas the pink lines represent predicted isotope patterns. 

2.3.2 Structural Characterization 

Single crystals of 1 and 2 suitable for X-ray diffraction (XRD) analysis were obtained by layering or 

diffusing vapors of t-butyl-methyl-ether to solutions of the respective complexes in 4:1 mixtures of 

dichloroethane:methanol at ‒5 C. Compounds 1 and 2 crystallize in space groups P 1̅  and P21/c, 

respectively (Figure 2.3a, c). In the solid state, both 1 and 2 pack in dimeric fashion, with closest C…C 

distances of 3.086(5) and 3.223(6) Å between the dimers (Figure 2.3b, d; right). A top-down view of the 

dimers reveals staggered conformations for both complexes (Figure 2.3b, d; left). In both 1 and 2, the 
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longest Cu– NMe3tacn bonds are the axial ones, as expected due to the Jahn-Teller distortion, and confirming 

the co-planarity of the Cu 𝑑𝑥2−𝑦2 magnetic orbital with the HXTP plane. For metal-semiquinone complexes, 

the C–O bond length is often related to the degree of oxidation of the semiquinone fragment. Shorter C–O 

bonds indicate more oxidized (quinone-type) character whereas longer C–O bonds correspond to reduced 

(catechol-type) character.27 For 1, the average C–O bond length is 1.283(4) Å, in very good agreement with 

the value of 1.288(2) Å reported for an established copper bis-semiquinonate complex.28 In contrast, 2 

exhibits an average C–N bond length of 1.305(6) Å, shorter than that of a structurally relevant bis-

iminosemiquinonate copper azophenine complex (1.327(3) Å).29 Although subtle, the difference between 

the shorter average C–N bond length in 2 relative to the established iminosemiquinonate Cu complex is 

consistent with a higher degree of oxidation and partial iminoquinone character in 2. 

 

Figure 2.3. Crystal structures of 1 and 2, showing (a, c) single cationic fragments containing Cu3HXTP motifs, (b, d) 

top (left) and side (right) views of the dimeric packing modes in unit cells. Thermal ellipsoids are plotted at 50% 

probability level for elements other than hydrogen. All anions and solvent molecules are omitted for clarity. The L 

backbones are also omitted in (b) and (d). The red dotted lines indicate selected inter-molecular C-C distances. 

2.3.3 Electrochemical Properties 

Cyclic voltammetry (CV) provided further support for assigning formal oxidation states in 1 and 2 and 

offered clues into the degree of electron delocalization in the trinuclear complexes. CV experiments for 

complex 1 conducted in 0.1 M propylene carbonate solutions of tetrabutylammonium hexafluorophosphate 

(TBAPF6) under N2 reveal three reversible reduction events at ‒0.80 V, ‒0.45V, ‒0.09 V relative to the 
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ferrocenium/ferrocene (Fc+/Fc) couple (Figure 2.4a). All three values are in line with expected ligand-

centered redox couples: HOTP3‒/4‒, HOTP4‒/5‒, and HOTP5‒/6‒, the last corresponding to the formation of 

neutral [(Me3tacnCu)3(HOTP)].25,30 In the framework of the classical theory of mixed-valence compounds, 

which relates electrochemical redox potentials to the degree of electronic delocalization between mixed-

valence centers,31,32 the potential difference between the HOTP5‒/6‒ and HOTP3‒/4‒couples, 𝛥E = 0.71 V, 

equates to a comproportionation constant,33 Kc, of 1012.0. This large value indicates that the three redox 

centers – the three semiquinone/hydroquinone moieties of each HOTP ligand – are fully delocalized and 

form a Robin-Day class III mixed-valent compound,34 as may be expected for three formal radicals, all 

centered on a single organic moiety. A similar analysis for 2 is made difficult by the irreversibility of the 

first reduction event, presumably the HITP2‒/3‒ couple, which occurs at –0.51 V (Figure 2.4b). The 

irreversible reduction of 2 is in line with rapid disproportionation of the [(Me3tacnCu)3(HITP)]3+ species, 

which further prevents access to more reduced complexes. Although the strong degree of charge 

delocalization within HOTP is in-line with the extended delocalization observed in the respective HOTP-

based MOF, inaccessible Cu-based redox events with either 1 or 2 prevent the assessment of charge 

delocalization between the metal centers, as mediated by HOTP or HITP. 

 

Figure 2.4. Cyclic voltammograms of 1 (a) and 2 (b) in 0.1 M TBAPF6 – propylene carbonate under N2. Scanning 

directions are marked by arrows. Open circuit potentials are indicated by black tick marks. 

2.3.4 Magnetic Properties 

Magnetometry provided critical information about the electronic communication between metals and/or 

ligands in complexes 1 and 2. Variable temperature direct current magnetic susceptibility measurements 

indicated antiferromagnetic coupling for both complexes, as revealed by rapid decreases of 𝜒𝑀𝑇 below 50 

K in an applied field of 2.5 kOe (Figure 2.5a). For 1, a room temperature 𝜒𝑀𝑇 value of 1.79 cm3mol‒1K is 

close to the value expected for four independent S = 1/2 spins (1.50 cm3mol‒1K, with g = 2.0), representing 

three non-interacting Cu2+ ions and one S = 1/2 HOTP3‒ organic radical. Because of a significant 
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contribution from temperature independent paramagnetism (TIP), as represented by the strongly linear 

temperature dependence of 𝜒𝑀𝑇  at high temperatures, the room-temperature 𝜒𝑀𝑇  value for 2 is 2.32 

cm3mol‒1K, higher than expected for three uncoupled Cu2+ ions connected through the diamagnetic HITP2‒ 

(Figure 2.5b). The plateau 𝜒𝑀𝑇 value for 2 of 0.42 cm3mol‒1K at 1.8 K is nevertheless close to the value 

expected for a S = 1/2 spin system (0.375 cm3mol‒1K with 𝑔 = 2.0). This suggests that the ground spin state 

of 2 is S = 1/2, as would be expected for three antiferromagnetically coupled Cu2+ ions at low temperature. 

Temperature dependence of 𝜒𝑀𝑇 are superimposable under magnetic fields of 1.0, 2.5, and 10 kOe for both 

complexes, suggesting the absence of ferromagnetic impurity (Figure 2.6).  

 

Figure 2.5. (a) Temperature-dependent 𝝌𝑴𝑻 (H = 2.5 kOe) and (b) field-dependent magnetization (T = 1.8 K) curves 

for 1 and 2. The solid black lines are the best fits as described in the text. 

 

 

Figure 2.6. Temperature-dependent 𝝌𝑴𝑻 curves for 1 (a) and 2 (b). The red circles, green squares, and blue triangles 

are measured under H = 1.0, 2.5, and 10 kOe, respectively. 

    To assess the magnitude of the spin exchange interactions, the temperature-dependent 𝜒𝑀𝑇 data were 

fitted with Heisenberg-Dirac-Van Vleck (HDVV) Hamiltonians, H1 for 1 and H2 for 2 (Figure 2.7): 

𝐇1 = −2𝐽1(𝐒Cu1𝐒L + 𝐒Cu2𝐒L) − 2𝐽2𝐒Cu3𝐒L
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𝐇2 = −2𝐽1(𝐒Cu1𝐒Cu2 + 𝐒Cu1𝐒Cu3) − 𝟐𝐽2𝐒Cu2𝐒Cu3

 

Figure 2.7. Coupling schemes of 1 and 2. 𝐽1 and 𝐽2 are fitting parameters as described in the main text.

Good fits were obtained for both complexes by using two J values representing only the spin interactions 

between nearest neighbors. For 1, fitting with contribution from TIP and intermolecular coupling, 𝑧𝐽’, as 

well as two g values for copper- and ligand-centered spins gives 𝐽1 = 𝐽2 = ‒2.76 cm‒1 (with 𝑔𝐶𝑢 = 2.06, 𝑔𝐿 

= 1.98, 𝜒TIP = 8.86·10‒4 cm3mol–1, 𝑧𝐽’ = ‒0.309 cm–1) (Figure 2.7a). This indicates that the ligand-based 

radical is coupled to the three Cu2+ ions through weak antiferromagnetic interactions of similar strength. As 

such, the ground spin state of 1 is S = 1, with the trigonal symmetry preserved in the spin structure despite 

a geometric distortion from perfect planarity. For 2, the best fit of the temperature-dependent 𝜒𝑀𝑇 data 

gave 𝐽1 = 𝐽2 = ‒6.99 cm–1, with 𝑔𝐶𝑢 = 2.12 and 𝜒𝑇𝐼𝑃 = 3.71·10‒3 cm3mol−1 (Figure 2.5a, 2.7b). We also 

attempted fitting the magnetic data using 𝑔-values observed from EPR measurements of 1 and 2 and 

subtracting TIP (Figure 2.8). Because accurate determination of 𝑔-values for the solid-state samples is not 

feasible due to extensive linewidth broadening (likely due to high spin concentration), we used the 𝑔-values 

obtained from dilute frozen-glass EPR measurements, 𝑔∥  = 2.25, 𝑔⊥ = 2.05 for both complexes, despite 

potential deviation from those of the solid-state samples due to different molecular packing and dipolar 

field. Nevertheless, the best fitting parameters obtained were 𝐽1 = 𝐽2 = –5.0 cm–1, 𝑧𝐽’ = –0.4 cm–1 for 1 and 

𝐽1 = 𝐽2 = –9.4 cm–1 for 2, with the quality of the fit being slightly worse compared with the case where 𝑔-

values were floating. The exchange coupling constants for both complexes and the intermolecular term for 

1 are close to what we reported in the main text (𝐽1 = 𝐽2 = –2.8 cm–1, 𝑧𝐽’ = –0.3 cm–1 for 1; 𝐽1 = 𝐽2 = –7.0 

cm–1 for 2), suggesting that the 𝑔-values obtained from the fit are reasonably close to the real 𝑔-values. 
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Figure 2.8. Temperature-dependent 𝝌𝑴𝑻 (H = 2.5 kOe) curves for 1 and 2 subtracting the TIP contributions. The solid 

black lines are fits with 𝑔-values obtained from frozen-solution EPR measurements described above. 

To assess the possibility that paramagnetic impurities contribute to the magnetic properties of 1 and 2, 

we fitted the data by adding S = 1/2 Cu2+ impurities based on the formula 𝜒 = (1 − 𝜌)𝜒𝑐𝑎𝑙𝑐 + 𝜌𝜒𝑖𝑚𝑝, where 

𝜌 is the percentage of impurity, 𝜒𝑐𝑎𝑙𝑐 is the calculated susceptibility based on the Hamiltonians described 

above, and 𝜒𝑖𝑚𝑝 is the susceptibility related to the Cu2+ impurity. The best fitting parameters obtained were 

𝐽1 = 𝐽2 = –2.5 cm–1, 𝑧𝐽’ = –0.3 cm–1, 𝜒𝑇𝐼𝑃 = 9.2·10‒4 cm3mol–1, 𝜌 = 2.7% for 1 and 𝐽1 = 𝐽2 = –6.8 cm–1, χTIP 

= 3.7·10‒3 cm3mol–1, 𝜌 = 0.7% for 2 (Figure 2.9) (𝑔-values were fixed as values obtained from EPR 

measurements described in Figure 2.8). For both compounds, the 𝐽-values, 𝑧𝐽’, and 𝜒𝑇𝐼𝑃 are close to the 

values obtained from the fits described in the main text and in the SI above where no impurity was included. 

The small 𝜌, as well as the similarity of the fitting parameters obtained from fits with and without impurity, 

both suggest the minimal contribution of the impurities to the magnetic properties of 1 and 2. This is also 

in line with the results of microelemental analyses.   
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Figure 2.9. Temperature-dependent 𝝌𝑴𝑻 (H = 2.5 kOe) curves for 1 and 2. The solid black lines are fits with inclusion 

of Cu2+ impurities with S = 1/2. 

 

Figure 2.10. Temperature-dependent 𝝌𝑴𝑻 (H = 2.5 kOe) curve for 1. The solid black line is fit to data as described in 

the main text. The dashed black line is simulated without considering the intermolecular interaction term. 

The ground spin states of complexes 1 and 2 were confirmed by variable field magnetization 

measurements (Figure 2.5b). For 1, the magnetization does not saturate even at 90 kOe and continues to 

grow after reaching an inflection point of ~1 B.M. at approximately 40 kOe, a behavior that is typically 

associated with the presence of low-lying excited spin states.35 The magnetization curve for 1 further 

deviates from typical Brillouin behavior, likely because of additional intermolecular antiferromagnetic 

interactions that lower the expected saturation value of 2 B.M. for an S = 1 system. Simulation excluding 

intermolecular interactions gives 𝜒𝑀𝑇 = 1.1 cm3mol–1·K at 1.8 K, a value roughly twice the magnitude of 

the experimental value of 0.6 cm3mol–1K with intermolecular interaction (Figure 2.10).  In contrast, the 

magnetization of complex 2 follows typical Brillouin-type behavior and shows a saturation value of 1 B.M., 

as expected for an S = 1/2 system. Fitting of this data with a Brillouin function gives 𝑔 = 2.0, a slightly 
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smaller value than usually observed for Cu2+, again likely owing to weak intermolecular antiferromagnetic 

interactions. Low temperature electron paramagnetic resonance (EPR) provided further insight on the 

electronic structure of 1 and 2. For 1, an isotropic S = 1/2 signal at 𝑔 = 2.00 and an axial S = 1/2 signal with 

𝑔∥ = 2.25, 𝑔⊥ = 2.05, and hyperfine coupling to Cu2+ (I = 3/2) with  𝐴∥~ 30 G were observed (Figure 2.11a). 

This agrees with the observation of single unpaired spins on both HOTP and Cu2+ from magnetometry 

measurements in 1. The peaks centered around 2157 G (𝑔 = 3.10) and 2480 G (𝑔 = 2.69) are further 

attributed to the weakly ferromagnetically-coupled S = 1 ground state, as the intensity of these peaks 

decrease fast with increasing temperature. For 2, only an axial S = 1/2 signal with 𝑔∥ = 2.25, 𝑔⊥ = 2.05 is 

observed, which gives a good fit with Cu2+ hyperfine coupling constants of 𝐴∥ = 40 G and 𝐴⊥= 413 G, 

suggesting the presence of S = 1/2 spins coupled to Cu2+ in 2 (Figure 2.11b). This is in good agreement with 

the magnetometry data that suggests the absence of an HITP-based radical in 2. As with 1, the EPR data 

for 2 is in line with our assignment of its spin structure based on magnetometry. 

 

Figure 2.11. EPR spectra of complexes 1 (a) and 2 (b) as frozen solutions in 1:1 mixtures of methanol:toluene glass. 

The red, green, and blue traces in (a) were measured at 5 K, 20 K, and 50 K, respectively. The inset is a zoom-in view 

of the 5 K trace. The red trace in (b) is measured at 20 K, whereas the black trace is the fit, as described in text. 

2.3.5 Computational Studies 

Density functional theory (DFT) calculations carried out for the cationic fragments 

[(Me3tacnCu)3HOTP]3+ and [(Me3tacnCu)3HITP]4+ corroborate magnetometry data and provide further 

insight into the orbital interactions involved in the spin exchange mechanisms in 1 and 2. For both 

complexes, DFT calculations agree with the proposed spin density distribution derived from magnetometry 

data above. The magnetic orbitals of the copper centers have the same symmetry as the 𝑑𝑥2−𝑦2 atomic 

orbitals, and lie in the plane of the molecule (Figure 2.12). For both 1 and 2, the oxygen and nitrogen atoms 

of the HXTP (X = O, I) ligands have primarily the same sign of spin density as the copper atoms, suggesting 

ferromagnetic exchange due to orbital orthogonality. Meanwhile, the dominating antiferromagnetic 
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interaction in both complexes is embodied through spin polarization or antiferromagnetic superexchange 

mechanisms in the 𝑝 − 𝜋 systems of the ligands. 

 

Figure 2.12. Calculated spin density isosurfaces (0.0007 a.u.) of (a) 1 and (b) 2. Red and blue represent spin-up and 

spin-down densities. 

2.4 Discussion 

Altogether, the structural, electrochemical, and magnetic data support a ligand-based S = 1/2 radical in 

1, which therefore represents a first example of a molecular complex modeling electronic interactions in a 

conductive MOF, in this case Cu3HOTP2. Notably, even though other examples of  isolable M3HXTP-type 

complexes (X = O, N, S) exist, none of these show spin density on both the metal and the ligand.24–26,30,32,36 

Although 1 is a truncated model of an idealized single-sheet of Cu3HOTP2, which to our knowledge has not 

been accessed yet, if the antiferromagnetic interactions observed in 1 are reproduced in a single sheet of 

Cu3HOTP2, the latter may exhibit properties consistent with a conductive 2D ferrimagnet.20,37 Verifying 

such rare behavior rests entirely with efforts to generate and exfoliate sufficiently large single crystals of 

Cu3HOTP2, an area of ongoing interest in our laboratory.  

    In the same vein, it should be noted that 2 satisfies the classical geometric spin frustration criterion of 

𝐽1 = 𝐽2 < 0 in a spin triangle, as proposed by Kahn.38 Although it has been established that true geometric 

spin frustration cannot be achieved in molecular complexes due to fast geometric relaxation,39,40 the type of 

interactions observed in 2 bring about the possibility of a geometrically frustrated solid state material, where 

structural relaxation to lower symmetry is quenched by lattice rigidity. As with 1, if it exists, spin frustration 

is likely to be observed only in single, charged sheets of extended MOFs of the type M3(HITP)2, with no 

inter-sheet interactions.41,42 Once again, the challenge in accessing such 2D structures rests squarely in the 

synthetic realm and highlights the importance of controlling crystal growth for 2D conductive MOFs. 
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2.5 Conclusion 

In conclusion, we present the synthesis, electrochemical, and magnetic characterization of two new 

trinuclear copper complexes that mimic the smallest building blocks of conductive 2D MOFs Cu3HOTP2 

and Cu3HITP2. Whereas the oxygen-based complex retains a ligand-based radical similar to the 

corresponding Cu3HOTP2, the nitrogen-based ligand radical disproportionates, thereby diverging from the 

formal oxidation state present in Cu3HITP2. In both complexes, the metal and/or ligand-based electronic 

spins are coupled through weak antiferromagnetic interactions. These results portend potentially exciting 

long-range magnetic interactions in isolated single sheets of the respective 2D MOFs, substantiating the 

importance of future efforts to isolate such sheets. 

2.6 Methods 

2.6.1 Synthetic Methods 

Cu(BF4)2•6H2O (98%) and propylene carbonate (99%) was purchased from Alfa Aesar. 1,4,7-

Trimethyl-1,4,7-triazonane (Me3tacn, 95+%) was purchased from Ark Pharm, Inc., Ferrocenium 

tetrafluoroborate (technical grade), dichloromethane (ACS, >99%, stabilized with amylene), methanol 

(ACS, >99.8%), acetonitrile (HPLC Plus, >99.9%), diethyl ether (anhydrous, ACS, ≥99%, stabilized with 

BHT), toluene (ACS, ≥99.5%) were purchased from Sigma-Aldrich. 1,2-dichloroethane (99.9%) was 

purchased from Fisher Chemical. t-butyl-methyl-ether (ACS, >99%) was purchased from BDH. 

2,3,6,7,10,11-Hexahydroxytriphenylene (HHTP, 95%) was purchased from Acros Organics, and was 

crystallized from 1:1 methanol-dichloromethane mixture prior to use. 2,3,6,7,10,11-

Hexaaminotriphenylene hexahydrochloride (HATP·6HCl) was synthesized based on reported procedure.1 

Triethylamine (≥99.0%) was purchased from EMD Millipore Corporation. Solvents were dried by Glass 

Contour Solvent Purification System, degassed by three freeze-pump-thaw cycles, and were stored over 4 

Å molecular sieves in a nitrogen glovebox. Me3tacn was deoxygenated by three freeze-pump-thaw cycles 

prior to use. Triethylamine was dehydrated and deoxygenated by distilling over calcium hydride followed 

by three freeze-pump-thaw cycles prior to use. 

Synthesis of 1 

The synthesis was carried out using standard Schlenk techniques. 35 mg Cu(BF4)2•6H2O was dissolved 

in 3 mL acetonitrile, and a solution of 20 µL Me3tacn in 2 mL acetonitrile was added. The resulting mixture 

was stirred for 5 min, and a solution of 11 mg HHTP in 6 mL acetonitrile was added dropwise. Then a 

solution of 32 µL triethylamine in 2 mL acetonitrile was added dropwise to the mixture, followed by 

vigorous stirring for 15 min. Finally, a solution of 28 mg ferrocenium tetrafluoroborate in 3 mL acetonitrile 

was added to the mixture dropwise, giving a dark blue solution. The resulting mixture was stirring at r.t. 

for one hour and was dried under vacuum, giving a black solid. The solid was transferred into a nitrogen-
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filled glovebox, and was recrystallized from acetonitrile by layering diethyl ether, giving crude product of 

32 mg (73% yield). The final product was obtained as dark blue needle-shaped crystals through two more 

recrystallization steps, each by layering t-butyl-methyl-ether onto a solution of the crude product in 4:1 

mixture of 1,2-dichloroethane:methanol at –30 ˚C. Elemental analysis calculated for 

C45H69B3Cu3F12N9O6•0.8(CH3OH): C, 42.01%; H, 5.56%; N, 9.62%. Found: C, 42.24%; H, 5.33%; N, 

9.39%. ESI/MS: m/z 1285.3 [M+H]+, 1304.3 [M+Na]+, 1323.3 [M+K]+ (Figure 2.2). 

Synthesis of 2 

The synthesis was carried out using standard Schlenk techniques. 35 mg Cu(BF4)2•6H2O was dissolved 

in 3 mL acetonitrile, and a solution of 20 µL Me3tacn in 2 mL acetonitrile was added. The resulting mixture 

was stirred for 5 min, and a solution of 18.4 mg HATP•6HCl in 20 mL acetonitrile was added dropwise. 

Then a solution of 64 uL triethylamine in 2 mL acetonitrile was added dropwise to the mixture, followed 

by vigorous stirring for 15 min. Finally, a solution of 37.4 mg ferrocenium tetrafluoroborate in 3 mL 

acetonitrile was added to the mixture dropwise, giving a dark blue solution. The resulting mixture was 

stirring at r.t. for one hour and was dried under vacuum, giving a black solid. The solid was transferred into 

a nitrogen-filled glovebox, and was recrystallized from acetonitrile by layering diethyl ether, giving crude 

product of 26 mg (56% yield). The final product was obtained as dark blue plate-shaped crystals through 

two more recrystallization steps, each by vapor diffusion of t-butyl-methyl-ether into a solution of the crude 

product in 4:1 mixture of 1,2-dichloroethane:methanol mixture at –30 ˚C. Elemental analysis calculated for 

C45H75B4Cu3F16N15•(C2H4Cl2): C, 38.11%; H, 5.35%; N, 14.49%. Found: C, 38.15%; H, 5.31%; N, 14.52%. 

ESI/MS: m/z 1366.4 [M+H]+, 1277.5 [M-BF4]+ (Figure 2.2). 

2.6.2 Physical Characterization Methods 

Elemental analysis 

Elemental analyses were performed by Robertson Microlit Laboratories, Ledgewood, NJ, USA.  

Crystallographic characterizations 

Single crystal XRD measurements were performed with Bruker D8 diffractometer coupled to a Bruker 

APEX-II CCD detector with Mo K𝛼 radiation (𝜆 = 0.71073 Å), performing 𝜙- and 𝜔-scans. The structure 

was solved by direct methods SHELXS and refined against F2 on all data by full-matrix least squares with 

SHELXL-03.44 All non-hydrogen atoms were refined anisotropically. All hydrogen atoms were included in 

the model at geometrically calculated positions and refined using a riding model. Details of the data quality 

and a summary of the residual values of the refinements for 1 and 2 are included in Table S1 and Table S2, 

respectively.  

Powder X-ray diffraction (PXRD) measurements were performed with Bruker Advance II 

diffractometer equipped with a θ/2θ Bragg-Brentano geometry and Ni-filtered CuKα radiation (Kα1 = 
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1.5406 Å, Kα2 = 1.5444 Å, Kα1/Kα2 = 0.5). The tube voltage and current were 40 kV and 40 mA, 

respectively. A scan rate of 2 step per second was adopted. Samples for PXRD were prepared by placing a 

thin layer of the appropriate material on a zero-background silicon crystal plate. 

Mass spectrometry 

ESI/MS measurements were performed with Agilent 6410 Triple Quadrupole LC/MS at the Center for 

Environmental Health Sciences at the Massachusetts Institute of Technology. 

Magnetic measurements  

Magnetic measurements were performed on microcrystalline samples with a Quantum Design Dynacool 

D-209 Physical Property Measurement System (PPMS). Magnetization measurements were performed at 

1.8 K in field range of ±90 kOe. Susceptibility measurements were performed under 2.5 kOe external field 

in temperature range of 1.8–300 K. Experimental data were corrected for diamagnetic contribution based 

on blank sample holder measurements and Pascal’s constants, and was fitted to the Hamiltonians described 

in the main text and below using the software PHI.45 EPR measurements were performed on frozen glasses 

with a Bruker EMX spectrometer at 9.37 GHz. Simulations of EPR were performed with the EasySpin 

package46 in Matlab (R2018b).  

Computational methods 

All calculations were performed using ORCA 4.0.0 quantum chemistry package.47 Geometry 

optimization is performed prior to spin density calculation using spin-unrestricted DFT method with 

B3LYP functional,48 def2-SVP basis set49 on C, O, N, H, and def2-TZVP50 on Cu, RIJCOSX 

approximation51 and def2/J auxiliary basis set.52 Atomic coordinates from the crystal structures were used 

as inputs for the optimization. Spin density calculation is performed using the same functional, basis sets 

and approximations as in the optimization step. “SlowConv” keyword is used in all SCF steps to help 

convergence.  

Electrochemical measurements 

All electrochemical measurements are conducted in 0.1 M tetrabutylammonium hexafluorophosphate 

(TBAPF6) solution in propylene carbonate with glassy carbon working electrode, Pt counter electrode, and 

Ag wire pseudo-reference electrode. All electrodes are cleaned by sonicating in propylene carbonate for 15 

min followed by rinsing with acetone and drying under a stream of air. Glassy carbon working electrode is 

further polished with 1, 0.3, and 0.05 µm diameter alumina powder from BASI. All electrochemical 

experiments were executed with a CHI600D potentiostat, with the internal resistance measured and 

compensated for every experiment. Prior to data collection, the electrolyte is sparged for 20 minutes with 

N2. A constant positive N2 pressure is maintained in the electrochemical cell during each measurement. 

Cyclic voltammetry data is collected at scan rate 100 mV·s−1. 
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2.6.3 Crystallographic Data 

Table 2.1. Crystal data and structure refinement for 1 

Identification code 1 

Empirical formula C45H69Cu3N9O6, 0.5(C2H4Cl2), 3(BF4) 

Formula weight 1332.61 

Temperature 100(2) 

Wavelength 0.71073 Å 

Crystal system Triclinic 

Space group P1̅ 

Unit cell dimensions 𝑎 = 16.8057(1) Å 

 𝑏 = 17.2937(1) Å 

 𝑐 = 24.2896(1) Å 

 𝛼 = 83.698(2)˚ 

 𝛽 = 80.855(2)˚ 

 𝛾 = 68.665(2)˚ 

Volume 6481.6(7) Å3 

Z 4 

Density (calculated) 1.366 mg/m3 

Absorption coefficient 1.099 mm–1 

F (000) 2740 

Crystal size 0.1 × 0.02 × 0.02 mm3 

𝜃 range for data collection 2.62 to 26.75˚ 

Index ranges –21 ≤ h ≤ 21, –22 ≤ k ≤ 22, –31 ≤ l ≤ 31 

Reflections collected 23085 

Independent reflections 28760 

Completeness to 𝜃𝑚𝑎𝑥 99.7% 

Absorption correction Multi-scan 

Max. and min. transmission 0.7455 and 0.6574 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 28760 / 84 / 1543 

Goodness-of-fita on F2 1.027 

R1
b 0.0592 

wR2
c 0.1646 

a GOF = (𝛴𝑤(𝐹𝑜
2 − 𝐹𝑐

2)2/(𝑛 − 𝑝))1/2 where n is the number of data and p is the number of parameters refined. 

b 𝑅1 = 𝛴||𝐹𝑜| − |𝐹𝑐||/𝛴|𝐹𝑜|. c w𝑅2 = (𝛴(𝑤(𝐹𝑜
2 − 𝐹𝑐

2)2)/𝛴(𝑤(𝐹𝑜
2)2))1/2. 
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Table 2.2. Crystal data and structure refinement for 2 

Identification code 2 

Empirical formula C45H75Cu3N15, 2.25(O), CH4O 

Formula weight 1432.10 

Temperature 100(2) 

Wavelength 0.71073 Å 

Crystal system Monoclinic 

Space group P21/𝑐 

Unit cell dimensions 𝑎 = 18.4103(1) Å 

 𝑏 = 23.0536(1) Å 

 𝑐 = 15.5199(1) Å 

 𝛼 = 90˚ 

 𝛽 = 103.463(2)˚ 

 𝛾 = 90˚ 

Volume 6406.0(7) Å3 

Z 4 

Density (calculated) 1.485 mg/m3 

Absorption coefficient 1.085 mm–1 

F (000) 2948 

Crystal size 0.12 × 0.10 × 0.02 mm3 

𝜃 range for data collection 2.22 to 26.76˚ 

Index ranges –23 ≤ h ≤ 23, –29 ≤ k ≤ 29, –19 ≤ l ≤ 19 

Reflections collected 11028 

Independent reflections 14169 

Completeness to 𝜃𝑚𝑎𝑥 99.8% 

Absorption correction None 

Max. and min. transmission 0.7455 and 0.6385 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 14169 / 80 / 868 

Goodness-of-fita on F2 1.034 

R1
b 0.0839 

wR2
c 0.2508 
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Chapter 3. Redox Ladder of Ni3 Complexes with Closed-Shell, Mono-, and 

Diradical Triphenylene Units: Molecular Models for Conductive 2D MOFs 

3.1 Abstract 

We report the isolation and characterization of a series of trinickel complexes with 2,3,6,7,10,11-

hexaoxotriphenylene (HOTP) bridging ligand, [(Me3TPANi)3(HOTP)](BF4)n (Me3TPA = N,N,N-tris[(6-

methyl-2-pyridyl)methyl]amine) (n = 2, 3, 4 for complexes 1, 2, 3), modeled after the smallest building 

block of the two-dimensional conductive metal-organic framework nickel hexaoxytriphenylene 

(Ni9HOTP4). The complexes differ by the formal charge states of the HOTP fragments, with –4, –3, and –

2 for 1, 2, and 3. Single-crystal structure of 2 reveals the isolation of a Ni3HOTP core. Electrochemical and 

spectroscopic measurements of 1, 2, and 3 revealed increasing quinonoid character on HOTP upon 

oxidation, whereas the nickel centers remain as Ni2+. Magnetometry and electron paramagnetic resonance 

measurements further showed that the HOTP fragments possessed singlet diradical, monoradical, and 

closed-shell configurations in 1, 2, and 3, with a decrease in the spin coupling strength upon oxidation. 

These results demonstrate the role of the charge state of a triphenylene-derived bridging-ligands on the 

electronic structure of a series of trigonal trinuclear complexes. The study also provides potential inspiration 

for the design of new molecules, MOFs, and coordination polymers with active electronic and magnetic 

properties. 

3.2 Introduction 

Combining high spin density and tunability in chemical composition and electronic structures, 

electrically conductive two-dimensional metal-organic frameworks (2D MOFs) have soared in interest in 

part due to potential applications such as spintronics, conductive ferromagnets, and superconductors.1–8 

Many of the electronic features that lead to interesting properties in these materials stem from the ligands, 

which are most commonly electron-rich molecules derived from a trigonal triphenylene core.2,9,10 In 

particular, because the ligands can support multiple redox states that are difficult to control during synthesis, 

reports rarely provide conclusive evidence for the formal oxidation state or, indeed, even the formula unit 

of a given MOF.1,11 Strikingly then, the effect of ligand charge state on the electronic and spin interactions 

in these materials is still poorly understood. 

To address this challenge, we aimed to isolate the smallest building unit of a 2D MOF, a trimetallic 

complex bridged by a single triphenylene ligand, and study its physical properties as a proxy for the 

extended material. This approach can be envisioned as a dimensional reduction strategy that has proven 

successful for gaining insight in the electronic structure of extended solids.12,13 One previous study 

undertaking this strategy for a Cu-based MOF demonstrated feasibility, but ultimately provided little insight 
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because only a single ligand oxidation state could be isolated and characterized.14 Here, we isolate model 

complexes related to the conductive MOF nickel hexaoxytriphenylene (Ni9HOTP4)1,15 in three consecutive 

oxidation states: [(Me3TPANi)3(HOTP)](BF4)n (Me3TPA = N,N,N-tris[(6-methyl-2-pyridyl)methyl]amine) 

(n = 2, 3, 4 for complexes 1, 2, 3), with charge states of –4, –3, and –2, respectively, on the HOTP fragment 

(Scheme 3.1b). HOTP serves a particularly attractive target because its three catechol units are, in principle, 

each capable of engaging in two consecutive one-electron reversible redox couples in the catecholate-

semiquinonate-quinonate (cat-sq-q) sequence (Scheme 3.1a), affording up to six different oxidation states 

for a Ni3HOTP complex. Ni2+ is also a rational choice because it exhibits an open-shell electronic structure 

under octahedral coordination, important for studying spin exchange interactions, but otherwise exhibits 

redox inert behavior in catecholate complexes.1,16–20 

 

Scheme 3.1. (a) Lewis structures of HOTP6– and the redox sequence on a catecholate sub-unit; (b) selected resonance 

structures of 1, 2, and 3, illustrating the charge states and spin structures of HOTPn–. Me3TPA capping ligands are 

omitted for clarity. 

3.3 Results and Discussion 

3.3.1 Complex Synthesis 

Crude product of {[(Me3TPA)Ni]3(HOTP)}(BF4)n was synthesized by deprotonation of 2,3,6,7,11,12-

hexahydroxytriphenylene (HHTP) in the presence of (Me3TPANi)(BF4)2, triethylamine, and air in methanol. 

Identity of the crude product was confirmed by high-resolution electrospray ionization/mass spectrometry 

(ESI/MS), which gave fragments with m/z values of 1663.4 ([M+H]+, M = 

[(C21H24N4Ni)3(C18H6O6))](BF4)2), 1685.4 ([M+Na]+), 1701.4 ([M+K]+), 1749.4 ([M+BF4]+), 1836.4 

([M+2(BF4)]+), 1923.4 ([M+3(BF4)]+) (Figure 3.1). Whereas the presence of [M+X]+ (X = H, Na, K) likely 

suggests  M being the dominant charge-neutral species in the crude product, mass spectrometry does not 

confirm the presence of stable [M+n(BF4)] (n = 1-3) species, because multiple BF4
– anions could fly 
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together with cations of transition metal complexes containing pyridyl or amino ligands through 

electrostatic and hydrogen bonding interactions. 

 

Figure 3.1. ESI-MS spectrum of [(Me3TPANi)3(HOTP)](BF4)n in positive-ion mode. The black lines are the 

experimental signals whereas the red lines are the theoretically predicted isotope patterns. 

Complex 1 was synthesized by electrochemical reduction of the crude product by holding potential at –

0.2 V with respect to the open-circuit potential (Figure 3.2). Complexes 2 and 3 were then further 

synthesized by oxidation of 1 with one equivalent of ferrocenium tetrafluoroborate or two equivalents of 

silver tetrafluoroborate in dichloromethane (DCM) under nitrogen atmosphere (Scheme 3.2). Complexes 1, 

2, and 3 were purified by recrystallization from DCM solutions layered with hexane, giving green-black 

ribbon-shaped, blue-black block-shaped, and purple-black needle-shaped crystals, respectively.  

 

Figure 3.2. (a) Picture of the electrolysis setup as described above. (b) Time dependence of the current and 

accumulative charge passed through the system during an electrolysis of [(Me3TPANi)3(HOTP)](BF4)n with constant 

potential holding at –0.2 V with respect to the open-circuit potential. Electrolysis was stopped after the current dropped 

below 1% of the initial value for 0.5 hr. 
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Scheme 3.2. Synthetic scheme of the crude mixture (a) and complexes 1 (b), 2 (c), 3 (d). The dashed lines in the Lewis 

structure of the cationic fragment in (a) indicates the delocalized nature of the -electron density on HOTP. 

3.3.2 Crystallographic Characterizations 

Crystals suitable for single crystal X-ray diffraction (XRD) could only be obtained for 2, despite 1 and 

3 were isolated as analytically pure and crystalline. Compound 2 crystallizes in space group P21/n, with 

neighboring [Ni3HOTP]3+ moieties well separated in space by Me3TPA capping each of the Ni2+ centers 

and by three charge-balancing tetrafluoroborate anions (Figure 3.3a). The average C–O bond length in 2, 

1.28(1) Å, lies close to the reported values for similar trimetallic complexes of HOTP3–, and is consistent 

with all three catecholate groups presenting as semiquinones.14,19  The average Ni–N bond length of 2, 

2.11(1) Å, is also close to the typical value for Ni2+ complexes of Me3TPA.20,21 Relevantly, the Ni3HOTP 

core deviates from planarity: whereas two Ni2+-semiquinonate sub-units are essentially coplanar, the third 

catecholate arm twists away from the plane of the first two by 18.9° (Figure 3.3b). As discussed later, this 

distortion has important implications for the spin interactions in 2. 
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Figure 3.3. Crystal structure of 2, showing (a) the cation containing Ni3HOTP motif and (b) the distortion from 

planarity of the Ni3HOTP core. Thermal ellipsoids are plotted at 50% probability level for elements other than 

hydrogen. Hydrogen atoms and part of the Me3TPA backbones in (b) are omitted for clarity. 

3.3.3 Electrochemical Properties 

 

Figure 3.4. Cyclic voltammograms of 1, 2, and 3 measured in 0.2 M TBAPF6 – DCM under nitrogen atmosphere. 

OCPs are indicated by the black marks. Scanning directions are marked by the arrows. 

Cyclic voltammetry (CV) measurements confirmed the formal charges in each of the complexes. The 

three complexes share similar CV features, all showing four reversible redox couples at E1/2 = –1.31, –0.90, 

–0.46, and +0.18 V with respect to the ferrocenium/ferrocene (Fc+/Fc) couple (Figure 3.4). We assign these 

to ligand-center redox events: HOTP5–/6–, HOTP4–/5–, HOTP3–/4–, and HOTP2–/3–, respectively, in line with 

literature reports for similar systems.14,19,22,23 The CVs for complexes 1-3 differ only in their open-circuit 

potential (OCP), measured at –0.63, +0.05, and +0.54 V vs. Fc+/Fc for 1, 2, and 3, respectively. These OCP 

values confirm that the HOTP moieties in 1, 2, and 3 carry formal charges of –4, –3, and –2, respectively, 

as described in Scheme 3.1. The electrochemical data, taken in the context of classical mixed-valence theory 

and considering each HOTP moiety as being composed of three catecholate subunits, offers an important 
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clue into the degree of electron delocalization within the HOTP ligand. In particular the difference of 1.17 

V between the E1/2 potentials of the HOTP5–/6– and HOTP3–/4– redox couples equates to a comproportionation 

constant Kc of 1019.8.This corresponds to full delocalization among the three semiquinonate sub-units, 

allowing the classification of 2 as a Robin-Day class III mixed-valence compound.14,24–26 

3.3.4 Spectroscopic Properties 

We further probed the charge states of the HOTP moieties by UV-Visible absorption spectroscopic 

measurements. In the Visible-near-IR region, a blue-shift of the lowest energy absorption was observed 

from 1, 2, to 3, with the peak maxima shifting from 1386, 1196, to 1114 nm (all with 𝜖~104 M−1cm−1) 

(Figure 3.5). Such blue-shift of the lowest-energy absorption in the near-IR region has been related to the 

increase of quinoidal character in similar trinuclear HOTP complexes. CV and absorption measurements 

conform on the oxidation and increase of quinoidal character of HOTP from 1 to 3, with the nickel centers 

remain as Ni2+.  

 

Figure 3.5. UV-Visible absorption spectra of 1, 2, and 3 measured as dichloromethane solutions in a Schlenk cuvette, 

with absorption from solvent and cuvette corrected for. 

3.3.5 Magnetic Properties 

Magnetometry measurements provided critical insight into the nature and strength of spin coupling in 

the three complexes. Variable temperature direct current susceptibility measurements revealed that the 𝜒𝑀𝑇 

of 1 increases significantly from 5.36 cm3mol–1K at 293 K to a maximum of 9.04 cm3mol–1K at 15 K, before 

a sharp drop to 6.91 cm3mol−1K at 1.8 K (Figure 3.6a). This behavior is indicative of strong ferromagnetic 

interactions within 1. A variable field magnetization measurement of 1 at 1.8 K reveals early saturation 

above 20 kOe to a reduced magnetization value of 6.94 B.M. (Figure 3.6b). A reasonable first thought for 

interpreting this data is to model 1 as a three-spin system with a closed-shell HOTP4– ligand connecting 

three octahedral S = 1 Ni2+ centers. Under this assumption, the highest possible spin value for 1 would be 
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S = 3, if the three Ni2+ centers are coupled ferromagnetically (Figure 3.7c). This would give a saturation 

magnetization of 6.94 B.M. and a corresponding 𝑔-value of ~2.3. The latter value is further supported by 

the variable-temperature-variable-field (VTVH) magnetization data for 1 in the temperature range 1.8-10 

K under magnetic fields of 10-70 kOe (Figure 3.8). However, this model would give a maximum value of 

𝜒𝑀𝑇 ~7.9 cm3mol–1K, significantly lower than the observed 𝜒𝑀𝑇 maximum of 9.04 cm3mol–1K. Forcing 

HOTP4– to remain closed-shell while fitting the 𝜒𝑀𝑇 data leads to an unreasonably high isotropic g-value 

of 2.45 for Ni2+, in further disagreement with the VTVH data (vide infra). 

 

Figure 3.6. (a) Temperature-dependent χMT (H = 1.0 kOe) and (b) field-dependent magnetization (T = 1.8 K) curves 

for 1, 2, and 3. The solid black lines are fits described in the text. 

 

Figure 3.7. Coupling schemes of 1 (a), 2 (b), and 3 (c). In panel (a), X and Y both correspond to HOTP-centered S = 

1/2 spins that contribute to the HOTP4–-centered singlet radical. Different colors are adopted in (a) to better distinguish 

the different coupling pathways. The coupling constants 𝐽𝑖 are as described in text. 
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Figure 3.8. VTVH magnetization curves for 1 in temperature range of 1.8-10 K and under 10-70 kOe magnetic fields. 

The solid black lines are fits described in text. 

Intriguingly, an alternative model for the spin structure of 1 assumes that HOTP4– possesses diradical 

character instead of a closed-shell configuration. This diradical formalism is not unprecedented for hexa-

substituted triphenylene moieties in the 4– redox state.29,30 It involves two coupled HOTP-centered S = 1/2 

radicals, each further coupled to the three S = 1 Ni2+ centers (Figure 3.7a). The 𝜒𝑀𝑇  and reduced 

magnetization data can be fit to this model using a Hamiltonian with the following terms describing the 

isotropic exchange coupling: 

ℋ1 = ℋ11 + ℋ12 + ℋ13; 

ℋ11 = −2𝐽1(𝑺𝑁𝑖1
𝑺𝑁𝑖2

+ 𝑺𝑁𝑖1
𝑺𝑁𝑖3

+ 𝑺𝑁𝑖2
𝑺𝑁𝑖3

); 

ℋ12 = −(2𝐽2 ∑ 𝑺𝑁𝑖𝑖
𝑺𝐿

𝑖=1,2,3

+ 2𝐽3 ∑ 𝑺𝑁𝑖𝑖
𝑺𝐿)

𝑖=1,2,3

; 

ℋ13 = −2𝐽4𝑺𝐿1𝑺𝐿2; 

where ℋ11,  ℋ12, and ℋ13 describe the Ni2+-Ni2+, Ni2+-radical, and radical-radical spin interactions. Good 

fits were obtained for  𝐽1 = +7.0 cm−1, 𝐽2 = +16.8 cm−1, 𝐽3 = +22.8 cm−1, 𝐽4 = –64.0 cm−1, 𝑔𝑁𝑖 = 2.28, and 

|𝐷𝑁𝑖|  = 2.0 cm−1, with 𝑔𝐻𝑂𝑇𝑃  fixed to the free electron value of 2.0 (Figure 3.6). The competing 

ferromagnetic and antiferromagnetic interactions between the Ni2+-Ni2+, Ni2+-radical, and radical-radical 

pairs produce a S = 3 spin ground state for 1, in line with the value expected from the magnetization data. 

Expectedly, the strongest exchange interaction takes place within the HOTP moiety, where the geometric 

distortion away from planarity likely determines the antiferromagnetic coupling of the two radicals. The 

ferromagnetic Ni2+-radical interactions are in line with previous observations in Ni2+-semiquinonate 

complexes, and can be explained by the orthogonality of the Ni2+ and HOTP4– magnetic orbitals.18,31 
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Figure 3.9. Experimental and simulated EPR spectra for 1 under parallel mode; (b) experimental EPR spectra for 1, 2, 

3 under perpendicular mode (b). All measurements were carried out at 4.5 K. 

Parallel and perpendicular X-band electron paramagnetic resonance (EPR) spectroscopy provided 

further validation for the electronic structure of the complexes. At 4.5 K, frozen glasses of DCM solutions 

of 2 gave an intense signal with 𝑔 = 15.14 and a weaker signal with 𝑔 = 2.31, both only observed under 

parallel mode (Figure 3.9). These features are assigned to the transition within the 𝑚𝑠 = ±3 and 𝑚𝑠 = ±1 

doublets of the S = 3 ground state upon further introducing rhombicity to the Ni2+-centered spins. Indeed, 

the two main EPR features were reproduced by a simulation with the above fitting parameters and an E/D 

= 0.12 (Figure 3.9a, black trace), without losing the quality of fit of the magnetometry data (Figure 3.10). 

The consistency of magnetometry and EPR data supports our assignment of the spin structure of 1, namely 

an unusual open-shell singlet diradical on HOTP4–. Additionally, we attempted fitting the magnetometry 

and EPR data of 1 to model with a closed-shell HOTP4–. According to this model, 1 would possess three S 

= 1 spins centered on Ni2+ (Figure 3.11b, inset), and could be described by the following Hamiltonian: 

ℋ1
a,full = 𝑔1β𝑺𝑁𝑖1

H + ∑ 𝑔2β𝑺𝑁𝑖𝑖
H

𝑖=2,3

+ ℋ1
a + 𝑆𝑁𝑖1

∙ 𝐷1 ∙ 𝑆𝑁𝑖1
+ ∑ 𝑆𝑁𝑖𝑖

∙ 𝐷2 ∙ 𝑆𝑁𝑖𝑖

𝑖=2,3

;

ℋ1
a = −2𝐽1𝑺𝑁𝑖2

𝑺𝑁𝑖3
− 2𝐽2(𝑺𝑁𝑖1

𝑺𝑁𝑖2
+ 𝑺𝑁𝑖1

𝑺𝑁𝑖3
);

satisfactory fits to this Hamiltonian could only be obtained using exceptionally large isotropic 𝑔-values for 

the Ni2+-centered spins, with 𝑔1 = 𝑔2 = 2.45, 𝐽1 = +22.0 cm−1, 𝐽2 = +11.2 cm−1, and |𝐷1| = |𝐷2| = 5.7 cm−1 

(Figure 3.11a, b). Although 𝑔-values larger than 2.00 are common for pseudo-octahedral Ni2+ complexes 

due to coupling to the excited states with non-zero orbital angular momentum30,31, we are not aware of any 

report with such large deviation. Moreover, this model fails to simulate the VTVH data of 1 as well as the 

transition at 𝑔 = 2.31 in the parallel EPR data with all possible E values (0 ≤ E/D ≤ 0.33) despite reproducing 
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the 𝑔 = 15.14 transition, for instance, with E/D = 0.054 (Figure 3.11c). This model was deemed unlikely 

considering the extraordinary 𝑔-value and the inconsistency with the VTVH and EPR data. 

 

Figure 3.10. (a) Temperature-dependent 𝜒𝑀𝑇 (H = 1.0 kOe) and (b) field-dependent magnetization (T = 1.8 K) curves 

for 1. The solid black lines are simulated with the fitting parameters described in the main text and E/D = 0.12 based 

on the model where HOTP4– takes the singlet diradical configuration. 
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Figure 3.11. (a) Temperature-dependent 𝜒𝑀𝑇 (H = 1.0 kOe), (b) field-dependent magnetization (T = 1.8 K), and (c) 

X-band parallel mode EPR (T = 4.5 K) curves for 1. The solid black lines in (a) and (b) are fits to the model described 

in the main text, where HOTP4– takes a closed-shell configuration. The inset of (b) depicts the spin structure of 1 

according to such model. The solid black line in (c) is a simulation based on the fitting parameters obtained from (a) 

and (b). 

The 𝜒𝑀𝑇 of 2 exhibits a slight increase from 4.35 cm3mol–1K at 293 K to a maximum of 4.62 cm3mol–

1K near 25 K, suggesting a weak overall ferromagnetic interaction between Ni2+ centers (Figure 3.6a). 

Below 25 K, 𝜒𝑀𝑇 dropped abruptly to 2.73 cm3mol–1K at 1.8 K, typical for octahedral Ni2+-centered spins 

with zero-field splitting. The presence of zero-field splitting also agrees with the absence of saturation up 

to 90 kOe in the saturation magnetization measurement (Figure 3.6b). Based on these data, 2 should have 

three Ni2+-centered S = 1 spins and a HOTP3–-centered S = 1/2 spin (Figure 3.7b). Although 𝜒𝑀𝑇 at 293 K 

is higher than the expected value for such a model (3.38 cm3mol–1K with 𝑔 = 2.0), octahedral Ni2+ centers 

often exhibit 𝑔-values larger than 2.0.32,33 Indeed, fitting the 𝜒𝑀𝑇 and reduced magnetization data for 2 to 

a straightforward Hamiltonian: 

ℋ2 = −2𝐽1𝑺𝑁𝑖1
𝑺𝐻𝑂𝑇𝑃 − 2𝐽2(𝑺𝑁𝑖2

𝑺𝐻𝑂𝑇𝑃 + 𝑺𝑁𝑖3
𝑺𝐻𝑂𝑇𝑃) 
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where two 𝑔, J, and D were used to account for the low symmetry observed in the crystal structure (Figure 

3.7b). Good fits were obtained for 2 with 𝐽1 = –6.4 cm−1 and 𝐽2 = +12.5 cm−1 (𝑔1 = 𝑔2 = 2.28, |𝐷1| = 21.5 

cm−1, |𝐷2| = 5.7 cm−1), giving rise to a spin ground state of S = 3/2. Perpendicular-mode EPR measurements 

corroborate these fit parameters: at 4.5 K, the spectrum of 2 displayed an intense positive peak with a 

maximum at 1390 G (𝑔 = 4.82) and a broad negative peak with a minimum at around 2050 G (𝑔 = 3.27) 

(Figure 3.9b). Upon increasing the temperature to 45 K, the overall intensity of the signal decreased, with 

an increase of relative intensity in the range of 520-1150 G (𝑔 ~ 12.8-5.8) to that at 1390 G (Figure 3.12). 

This temperature dependence is expected for a system described by the above fitting parameters, where 

thermal excitation from the S = 3/2 ground state with 𝑔⊥ = 2.21 and 𝑔∥ = 4.94 leads to population of low-

lying spin excited states with 𝑔-values ranging from 5.77 to 11.22 (Table 3.1). 

 

Figure 3.12. Variable-temperature EPR spectra of 2 under perpendicular mode in temperature range of 4.5 – 45 K. 

The raw spectra are plotted in (a) and the spectra in (b) are normalized against the intensity at 1390 G. 

Finally, the 𝜒𝑀𝑇 of 3 decreased gradually with temperature from 3.38 cm3mol–1K at 293 K to 3.08 

cm3mol–1K near 30 K, followed by a sharp decrease to 0.93 cm3mol–1K at 1.8 K (Figure 3.6a). This 

temperature dependence, together with the absence of magnetic saturation up to 90 kOe at 1.8 K (Figure 

3.6b), suggests the presence of overall weak antiferromagnetic interactions between the Ni2+-centered S = 

1 spins and zero-field splitting at the Ni2+ centers (Figure 3.8c). The 𝜒𝑀𝑇 value at 293 K agrees well with 

the predicted value for three uncoupled S = 1 spins (3.0 cm3mol–1K with 𝑔 = 2.0). Fitting the magnetometry 

data to the exchange Hamiltonian: 

ℋ3 = −2𝐽1𝑺𝑁𝑖2
𝑺𝑁𝑖3

− 2𝐽2(𝑺𝑁𝑖1
𝑺𝑁𝑖2

+ 𝑺𝑁𝑖1
𝑺𝑁𝑖3

) 

gave best fit parameters 𝐽1 = –0.4 cm–1 and 𝐽2 = –0.9 cm–1 (𝑔1 = 2.05, |𝐷1| = 2.6 cm–1; 𝑔2 = 2.19, |𝐷2| = 

1.2 cm–1). These parameters correspond to two weak antiferromagnetic pathways with slightly unequal 

strength, giving rise to a spin ground state of S = 1. Compound 3 remains EPR-silent in both perpendicular 

and parallel modes at X-band (Figure 3.9).  
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Table 3.1. Energies, spin levels, g-values of the ground and selected spin-excited states, as well as the corresponding 

directional vectors calculated for 2 using PHI based on the model described in the main text and above. The excited 

states are reported up to 32 cm−1, corresponding to an effective temperature of 46 K. 

3.4 Conclusion 

Altogether, structural, electrochemical, spectroscopic, and magnetic data support the increase of HOTP 

oxidation state and progressive quinoidal character from 1 to 3. The electron density on HOTP delocalizes 

significantly for all HOTP charge states, and is in line with the observed excellent charge delocalization in 

MOFs made with the same ligand.15,34 Indeed, the comproportionation constant describing HOTP-based 

redox events is among the largest for complexes with triphenylene bridges.14,19,22,23,27 In the three trinuclear 

nickel complexes reported here, the HOTP moieties take spin configurations of singlet diradical, 

monoradical, and closed-shell as they become doubly, triply, or quadruply oxidized relative to the fully 

reduced HOTP6–. Importantly, the spin coupling strength decreases as HOTP becomes more oxidized, likely 

due to the decrease in the spin density on this bridging ligand.35–37 Notably, 1 is a rare example of diradical 

delocalized 𝜋-type bridging ligand. Here, its diradical nature is likely stabilized by the coordination to 

electron-withdrawing metal cations, by mixing with low-lying excited electronic states,38–40 and not least 

by its singlet ground state, likely stemming from the distortion from coplanarity.41,42 In fact, 1 represents 

the first isolated example of a diradical triphenylene bridge, the closest previous example a triiron complex 

characterized only in solution and never isolated.  

Radical ligands have attracted considerable attention recently as potential building blocks for molecular 

and extended magnetic molecules and materials.37,43,44 Our report therefore provides additional rationale for 

using HOTP and other triphenylene linkers as precursors for such targets. Finally, the distortion of the 

Energy of spin states (cm−1) |𝑚𝑠| [𝑔𝑥, 𝑔𝑦, 𝑔𝑧] Directional vectors for 𝑔𝑥, 𝑔𝑦, and 𝑔𝑧 

0 1/2 [2.21, 4.94, 4.94] (0, 0, 1); (–0.98, 0.19, 0); (–0.19, –0.98, 0) 

3.3 3/2 [0, 0, 6.66] (0, 1, 0); (–1, 0, 0); (0, 0, 1) 

8.8 5/2 [0, 0, 11.10] (0, 1, 0); (–1, 0, 0); (0, 0, 1) 

15.0 3/2 [0, 0, 6.58] (0, 1, 0); (–1, 0, 0); (0, 0, 1) 

17.0 1/2 [2.22, 2.89, 2.89] (0, 0, –1); (1, 0, 0); (0, –1, 0) 

20.9 1/2 [2.21, 5.77, 5.77] (0, 0, –1); (–1, 0, 0); (0, 1, 0) 

24.1 3/2 [0, 0, 6.60] (–1, 0, 0); (0, –1, 0); (0, 0, 1) 

25.3 1/2 [2.23, 7.67, 7.67] (0, 0, 1); (–1, 0.02, 0); (–0.02, –1, 0) 

27.5 3/2 [0, 0, 6.73] (0, 1, 0); (–1, 0, 0); (0, 0, 1) 

28.4 1/2 [1.06, 1.06, 2.10] (–1, 0, 0); (0, 1, 0); (0, 0, 1) 

31.6 1/2 [2.05, 2.85, 2.85] (0, 0, –1); (–1, 0, 0); (0, 1, 0) 

32.0 5/2 [0, 0, 11.22] (0, –1, 0); (1, 0, 0); (0, 0, 1) 
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triphenylene core and its critical influence on the magnetic exchange couplings provides new ideas for 

targeting extended materials, including 2D MOFs, made from distorted cores that may exhibit strong 

magnetic interactions and bulk magnetism, a current direction of interest in our laboratory. 

3.5 Methods 

3.5.1 Synthetic Methods 

Ni(BF4)2•6H2O (98%) was purchased from Alfa Aesar. Silver tetrafluoroborate (99%) was purchased 

from Matrix Scientific.  Tetrabutylammonium hexafluorophosphate (98%) was purchased from Oakwood 

Chemical. Ferrocenium tetrafluoroborate (technical grade), dichloromethane (ACS, >99%, stabilized with 

amylene), methanol (ACS, >99.8%), diethyl ether (anhydrous, ACS, ≥99%, stabilized with BHT), eicosane 

(99%) were purchased from Sigma-Aldrich. normal-hexane (95+%) was purchased from Fisher Scientific. 

2,3,6,7,10,11-Hexahydroxytriphenylene (HHTP, 95%) was purchased from Acros Organics, and was 

crystallized from 1:1 methanol-dichloromethane mixture prior to use. N,N,N-tris[(6-methyl-2-

pyridyl)methyl]amine (Me3TPA) was synthesized based on reported procedure.45 Triethylamine (≥99.0%) 

was purchased from EMD Millipore Corporation. For all manipulations inside the nitrogen glovebox, 

solvents were dried by Glass Contour Solvent Purification System and were stored over 4 Å molecular 

sieves, which were activated for 3 days at 250ºC under vacuum. 

Synthesis of the crude mixture [(Me3TPANi)3(HOTP)](BF4)n 

The synthesis was carried out in air. 33.8 mg Me3TPA was dissolved in 3 mL methanol, and was added 

to a solution of 34.6 mg Ni(BF4)2•6H2O in 3 mL methanol. The mixture was stirred for 5 min, and a solution 

of HHTP in 8 mL methanol was added drop wise, followed by vigorous stirring for 10 min. Then, a solution 

of 32 L triethylamine in 3 mL methanol was added drop wise, and the resulting mixture was stirred 

vigorously for 30 min. Upon addition of triethylamine, a green precipitate is formed, which then slowly 

dissolved, with the color of the solution changing from green-brown to dark navy. Finally, 60 mL diethyl 

ether was added to the mixture, and the reaction flask was stored at –5 ºC overnight. The resulting black-

navy solid is collected by filtration, and was washed with diethyl ether twice. The solid was then dried 

thoroughly and transferred into a nitrogen glovebox. The final product was recrystallized by layering 

hexane onto a product solution in dichloromethane, giving a mixture of dark blue plate-shaped and dark 

green ribbon-shaped crystals. Yield 89%. 

Synthesis of 1 

Complex 1 is obtained by constant potential electrolysis of the crude mixture in dichloromethane with 

1.0 M of TBAPF6 as the supporting electrolyte in an H-cell inside a nitrogen filled glovebox. After 

electrolysis was completed, the solution in the working electrode compartment was dried under vacuum 

and washed thoroughly with tetrahydrofuran to remove TBAPF6. The solid was then recrystallized twice 
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by layering hexane onto its solution in dichloromethane, giving dark green ribbon-shaped crystals. Yield 

72%. Elemental analysis calculated for C81H78N12O6Ni3B2F8•(CH2Cl2)·0.6(C6H14): C, 56.99%; H, 4.92% N, 

9.35%. Found: C, 56.94%; H, 4.95% N, 9.41%. 

Synthesis of 2.  

Inside a nitrogen glovebox 150 mg 1 was dissolved in 30 mL dichloromethane. A solution of 24.6 mg 

ferrocenium tetrafluoroborate in 10 mL dichloromethane was then added to the solution drop wise under 

vigorous stirring, with the color of the solution changing from dark green-black to dark wine-black. After 

stirring for 30 min, the mixture was dried by removing all solvent under vacuum. The resulting solid was 

then dissolved in minimal dichloromethane and precipitated again by adding tetrahydrofuran, thus 

removing the ferrocene byproduct and the unreacted ferrocenium tetrafluoroborate. The solid was isolated 

by centrifugation and washed twice with hexane. The final product was recrystallized twice by layering 

hexane onto a product solution in dichloromethane, giving dark blue plate-shaped crystals. Yield 92%. 

Elemental analysis calculated for C81H78N12O6Ni3B3F12·0.6(CH2Cl2): C, 54.43%; H, 4.46% N, 9.30%. 

Found: C, 54.55%; H, 4.33% N, 9.19%. 

Synthesis of 3 

Inside a nitrogen glovebox 150 mg 1 was dissolved in 30 mL dichloromethane. 17.5 mg silver 

tetrafluoroborate was then added to the solution under vigorous stirring, with the color of the solution 

changing from dark green-black to dark violet-black. After stirring for 30 min, the mixture was dried by 

removing all solvent under vacuum. The resulting solid was washed twice with hexane. The final product 

was recrystallized twice by layering hexane onto a product solution in dichloromethane, giving dark violet 

needle-shaped crystals. Yield 78%. Elemental analysis calculated for 

C81H78N12O6Ni3B4F16·0.8(CH2Cl2)·0.3(C6H14): C, 51.88%; H, 4.34% N, 8.72%. Found: C, 51.94%; H, 4.25% 

N, 8.64%. 

3.5.2 Physical Characterization Methods 

Elemental analysis 

Elemental analyses were performed by Robertson Microlit Laboratories, Ledgewood, NJ, USA. 

Crystallographic characterizations 

Single crystal XRD measurements were performed with Bruker D8 diffractometer coupled to a Bruker 

APEX-II CCD detector with Cu K radiation ( = 1.54178Å), performing - and -scans. Absorption and 

other corrections were applied using SADABS.46 The structure was solved by direct methods SHELXT47 

and refined against F2 on all data by full-matrix least squares with SHELXL-201848 using the ShelXle 

graphical user interface49. All non-hydrogen atoms were refined anisotropically. All hydrogen atoms were 

included in the model at geometrically calculated positions and refined using a riding model. Residual 
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electron density related to solvent could not be resolved as limited by crystal quality, and was removed by 

SQUEEZE50  using PLATON51. Details of the data quality and a summary of the residual values of the 

refinements for 2 are included in Table 3.2. 

Mass spectrometry 

ESI/MS measurements were performed on methanol solutions of the analytes using high-resolution 

Agilent 6545 mass spectrometer coupled to an Agilent Infinity 1260 LC system at the Department of 

Chemistry Instrumentation Facility. 

Spectroscopic measurements 

UV-Visible-IR absorption measurements.   UV-Visible absorption spectra were collected for solutions 

samples on a Cary 5000i spectrophotometer at room temperature under nitrogen atmosphere using a home-

made Schlenk cuvette. Absorptions from solvent and cuvette were corrected by measuring blank samples.  

Electrochemical experiments 

All electrochemical experiments were executed with a CHI600D potentiostat. Cyclic voltammetry 

measurements were conducted in 0.2 M TBAPF6 solution in dichloromethane with glassy carbon working 

electrode, Pt mesh counter electrode, and Ag/AgCl wire pseudo-reference electrode. The glassy carbon 

electrode was cleaned by polishing with 1, 0.3, and 0.05 m diameter alumina powder from BASI. Pt 

electrode was cleaned by sonicating in dimethyl sulfoxide for 15 min followed by rinsing with acetone. The 

Ag/AgCl electrode was made by dipping Ag wire in Clorox bleach followed by rinsing with MiliQ water 

and acetone. All electrodes were dried under vacuum before bringing into the nitrogen glovebox. Internal 

resistance was measured and compensated for every cyclic voltammetry measurements. Bulk electrolysis 

was carried out by holding constant potential in 0.2 M TBAPF6 solution in dichloromethane in an H-cell, 

with Pt mesh as both working and counter electrodes and Ag/AgCl wire as reference electrode (Figure 3.2a) 

The counter electrode was positioned in a different compartment from the other two electrodes. The 

compartment with working electrode was stirred mildly to facilitate diffusion. Both compartments were 

covered with PTFE caps and wrapped with parafilm to suppress solvent evaporation.  

Magnetic measurements 

Magnetometry measurements were performed on microcrystalline samples with a Quantum Deisgn 

Dynacool D-209 Physical Property Measurement System (PPMS) equipped with a Vibrating Sample 

Magnetometer (VSM) option. Samples were prepared by restraining crushed-up powders of analytes in 

eicosane inside high-quality NMR tubes (Wilmad), which were then sealed under vacuum. Magnetization 

measurements were performed at 1.8 K in field range of ±90 kOe. Susceptibility measurements were 

performed under 1.0 kOe external field in temperature range of 1.8–295 K. VTVH measurements were 

performed in temperature range of 1.8-10 K under constant magnetic fields of 10, 20, 30, 40, 50, 60, and 

70 kOe. Experimental data were corrected for diamagnetic contributions based on measurements of blank 
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eicosane samples and Pascal’s constants. Fitting and simulation of the magnetic data were performed using 

the software PHI.52 EPR measurements were performed on frozen glass with a Bruker EMX spectrometer 

at 9.37 GHz with an ER4119HS high sensitivity X-band resonator for perpendicular mode or E4116000 

dual mode X-band resonator for parallel mode. A Bruker/ColdEdge 4K waveguide cryogen-free cryostat 

was used for maintaining low temperature. Simulations were performed also using PHI.  
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3.5.3 Crystallographic Data 

Table 3.2. Crystal data and structure refinement for 2 

Identification code 2 

Empirical formula C81H78B3F12N12Ni3O6 

Formula weight 1752.11 

Temperature 100(2) 

Wavelength 1.54178 

Crystal system Monoclinic 

Space group P21/n 

Unit cell dimensions 𝒂 = 10.4683(5) Å 

 𝒃 = 32.0423(14) Å 

 𝒄 = 30.4196(13) Å 

 𝜷 = 95.716(3)º 

Volume 10152.9(8) Å3 

Z 4 

Density (calculated) 1.146 mg/m3 

Absorption coefficient 1.246 mm  

F (000) 3612 

Crystal size 0.25  0.02  0.02 mm3 

𝜽 range for data collection 2.01º to 45.01º 

Index ranges –9 ≤ h ≤ 8; –20 ≤ k ≤ 26; –16 ≤ l ≤ 27 

Reflections collected 5416 

Independent reflections 7146 

Completeness to 𝜽𝒎𝒂𝒙 87.0% 

Absorption correction Multi-scan 

Max. and min. transmission 0.7508 and 0.4072 

Refinement method Full-matrix least-squares on F2 

Data/restrains/parameters 7146/1370/1203 

Goodness-of-fita on F2 1.041 

R1
b 0.0787 

wR2
c 0.1997 

a GOF = (𝛴𝑤(𝐹𝑜
2 − 𝐹𝑐

2)2/(𝑛 − 𝑝))1/2 where n is the number of data and p is the number of parameters refined. 

b 𝑅1 = 𝛴||𝐹𝑜| − |𝐹𝑐||/𝛴|𝐹𝑜|. c w𝑅2 = (𝛴(𝑤(𝐹𝑜
2 − 𝐹𝑐

2)2)/𝛴(𝑤(𝐹𝑜
2)2))1/2. 
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Chapter 4. Strong Magnetic Exchange Coupling in a Hexaiminotriphenylene 

Radical-Bridged Trinickel Complex 

The research discussed in this chapter was carried out in collaboration with Julius J. Oppenheim, who performed 

the computational study.  

4.1 Abstract 

Reaction of 2,3,6,7,10,11-hexaaminotriphenylene hexahydrochloride (HATP·6HCl) and (TpPhNi)Cl 

(TpPh = tris(3,5-diphenyl-1-pyrazolyl)borate) produces the radical-bridged trinickel complex 

[(TpPhNi)3(HITP)] (HITP3–• = 2,3,6,7,10,11-hexaiminotriphenylene). Magnetic measurements reveal 

remarkably strong exchange coupling that persists at room temperature between two of the three Ni2+–

HITP•3– combinations with estimated coupling constants of |𝐽| ≥ 1300 cm–1, a rare example of strong 

radical-mediated magnetic coupling in the radical-bridged multimetallic complexes. These results 

demonstrate the potential of radical-bearing HITP moieties as building blocks for room-temperature 

magnetic two-dimensional metal-organic frameworks and other molecule-based magnetic materials. 

4.2 Introduction 

Radical-mediated coupling of paramagnetic spin centers is an effective strategy for developing 

molecule-based magnetic materials, including high-temperature multifunctional magnets,1–3 switchable 

porous magnetic sensors,4,5 and low-dimensional compounds with slow relaxation dynamics,6,7 because 

coupling in such compounds can give rise to strong and long-range magnetic interactions through the direct 

exchange mechanisms.3,8 To date, many ditopic radical-containing ligand bridges have been reported to 

mediate strong coupling persistent at room-temperature in transition-metal complexes.9–14 In comparison, 

trimetallic complexes with tritopic radical bridges, a common topological component for solid-state 

magnets as well as high-spin-state molecular magnets, are rare in literature, and those reported often 

experience weaker coupling.3,6,15–17 One promising candidate for a tritopic radical bridge mediating strong 

coupling is the trianionic radical of 2,3,6,7,10,11-hexaiminotriphenylene (HITP3–•), which mediates 

magnetic coupling through 𝜋-type delocalized radicals.18,19 Here, we report the synthesis of trimetallic 

cluster [(TpPhNi)3(HITP3–•)], 1 (TpPh = tris(3,5-diphenyl-1-pyrazolyl)borate), containing Ni2+ centers and a 

HITP-centered radical. Magnetic measurements reveal very strong Ni-HITP coupling persistent at room 

temperature between HITP3–• and two Ni2+ spins, estimated to exceed 1300 cm−1. This interaction is much 

stronger than the previously reported metal-ligand spin coupling in the oxygen analog, [(TpPhNi)3(HOTP3–

•)], 2,20 the source of this interaction is attributed to strong orbital delocalization between Ni2+ and the 

bridgehead nitrogen atoms on HITP. These results provide inspiration for the rational design of new room-

temperature magnetic materials. 
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4.3 Results and Discussion 

4.3.1 Complex Design and Synthesis 

 

Scheme 4.1. Synthetic scheme of 1, with only one possible Lewis resonance structure depicted. 

 Compound 1 was synthesized by deprotonation of 2,3,6,7,10,11-hexaaminotriphenylene 

hexahydrochloride with tetrabutylammonium hydroxide under nitrogen followed by reaction with 

(TpPhNi)Cl in air in a dichloromethane-methanol mixture. Dark purple crystals were obtained by layering 

n-hexane on a solution of 1 in dichloromethane in 45% yield (Scheme 4.1). High resolution electrospray 

ionization/mass spectrometry (ESI/MS) revealed an M+ peak at m/z = 2496.8, which together with 

microelemental analysis confirmed the identity and purity of 1 (Figure 4.1).  

 

 

Figure 4.1. ESI-MS spectrum of 1 in positive-ion mode. The black lines represent experimental signals and the red 

bars represent predicted isotopic patterns. 
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4.3.2 Structural Characterizations 

 

Figure 4.2. a) X-ray crystal structure of 1. b) Highlight of the coordination envi-ronments of the Ni centers. Turquois 

dashed lines mark the trigonal and tetragonal planes for NiTBP and NiSP. Ni–N bonds along the high-symmetry axes 

are thickened and colored in red. Thermal ellipsoids are plotted at 50% probability. Hydrogen atoms, phenyl groups, 

and sol-vent molecules are omitted for clarity. 

Compound 1 crystallizes in the P1̅ space group, and displays three crystallographically independent Ni 

atoms. Two of the Ni ions exhibit square pyramidal geometry (NiSP), and the third one has trigonal 

bipyramidal geometry (NiTBP) (Figure 4.2). The bulky κ3-chelating TpPh capping ligands magnetically 

isolate the Ni3HITP from neighboring molecules. The average Ni–NTp bond length, 2.063(6) Å, is in line 

with the values reported for high-spin Ni2+ complexes capped by Tp derivatives.22–24 The average length of 

the C–C bonds forming Ni–N–C–C–N metallocycles with each phenylenediamine arm within HITP is 

1.462(7) Å, much longer than the adjacent C–C bond within the same aromatic ring, 1.398(8) Å (Figure 

4.2). This reflects a significant distortion of each phenylenediamine ring and evidences the “bisallyl”-type 

configuration resulting from the oxidation of a fully deprotonated HITP6– moiety to  HITP•3–(Scheme 4.2).25 

For metal-diamine complexes, the degree of oxidation on the diamine fragment is also reflected in the C–

N bond lengths.21,25 In 1, the average C–NHITP bond length, 1.322(6) Å, lies between that of trimetallic 

complexes with the fully-reduced HITP6– (1.39-1.40 Å) and the more oxidized HITP2– (1.305(6) Å), as may 

expected for an intermediate oxidation in HITP•3–.15,21,26 Finally, although the Ni–N–C–C–N metallocycles 

are nearly planar, the triphenylene core of HITP•3– moiety experiences significant distortion from planarity, 

with dihedral angles of 20.9°, 26.7°, and 40.1° between pairs of planes defined by the three Ni–N–C–C–N 

metallocycles. Such distortions are not uncommon in large aromatic systems and have been assigned to 

Jahn-Teller or crystal packing effects.27 



104 

 

 

Scheme 4.2. Bond length inhomogeneities in 1. Blue dashed bonds and red solid bonds represent the “bisallyl” motifs 

and the interspacing bonds, respectively. 

4.3.3 Electrochemical Properties 

 

Figure 4.3. 

 

Cyclic voltammetry (CV) provides further evidence in assigning the HITP charge state and offers clue 

on the electronic delocalization in 1.35,38,39,42 CV measurements in 0.15 M tetrabutylammonium 

hexafluorophosphate (TBAPF6) solution in tetrahydrofuran (THF) under nitrogen atmosphere revealed 

quasi-reversible redox peaks centered at –1.41, –0.69, –0.09, and 0.10 V with respect to the 

ferrocenium/ferrocene couple (Figure 4.3). These values are comparable to ligand-centered redox events 

for other trimetallic HXTP compounds, and are therefore assigned as HITP4–/5–, HITP3–/4–, HITP2–/3–, HITP–

/2– redox couples.35,37–39 In the context of classical mixed-valence theory, which relates electrochemical 

redox potentials to the degree of electronic delocalization, the potential difference between HITP4–/5– and 

HITP3–/4– corresponds to a comproportionation constant (Kc) of 1012.2.39,42,54,55 This large value indicates full 

delocalization among the three phenylenediamine/iminosemiquinone moieties of the HITP ligand. 

Additionally, Kc values of 1010.1 and 103.2 between the HITP3–/4–/HITP2-/3- and HITP2–/3–/HITP–/2– redox 

couples evidence less delocalization for the more oxidized HITP forms, suggesting that the middle 
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oxidation state, HITP•3–, is the more intriguing candidate for exploring magnetic interactions mediated by 

HITP. 

4.3.4 Magnetic Properties 

 

Figure 4.4. EPR spectra of 1 as frozen solution in toluene glass, with red, orange, green, turquois, blue, and purple 

lines measured at 5, 16, 32, 75, 128, 160 K, respectively. The dashed black line corresponds to fit described in text. 

Electron paramagnetic resonance (EPR) spectroscopy provided critical evidence for assigning the spin 

states in 1. X-band measurement of a frozen glass of the complex in toluene in the range 5 – 160 K reveals 

an axial pattern typical for an S = 1/2 spin with 𝑔~2.26. This suggests the presence of an HITP-centered 

mono-radical with thermally-isolated ground state and significant Ni2+ character (Figure 4.4). Because an 

S = 1 ground state is typical for Tp-supported Ni2+ complexes with o-semiquinonate ligands,9,29 the well-

isolated effective S = 1/2 ground state of the complex suggests the presence of strong exchange coupling 

between Ni2+ and HITP•3–.  
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Figure 4.5. 𝜒𝑚𝑇

 

 

Figure 4.6. Temperature-dependent 𝜒𝑚𝑇 curves for 1 under H = 1.0 kOe (red circles) and 10.0 kOe (blue triangles) in 

temperature range of 1.8 to 300 K. 

An estimation of the strength of magnetic coupling within 1 came from magnetometry. Variable-field 

magnetization measurements at 1.8 K reveal gradual increase of the magnetization to 1.83 𝜇𝐵  upon 

increasing the field to 90 kOe (Figure 4.5a). This magnetization value is much higher than the value 

expected for an S = 1/2 spin (1.0 𝜇𝐵 with 𝑔 = 2.0). The absence of a saturation plateau at high magnetic 

field and the changes in curvature are often associated with the presence of zero-field splitting.30 The 

temperature-dependent susceptibility data, 𝜒𝑀𝑇 , at 1 and 10 kOe are superimposable (Figure 4.6), 

confirming the absence of ferromagnetic impurities. They reveal a gradual decrease from 300 K to 30 K, 

followed by a steeper drop down to 1.8 K, often associate with zero-field splitting (Figure 4.5b). The 𝜒𝑀𝑇 

value of 0.52 cm3·K/mol at 1.8 K is close to the value expected for an S = 1/2 spin with 𝑔 = 2.0 (0.375 
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cm3·K/mol), corroborating the ground state spin assignment based on EPR. Meanwhile, a 𝜒𝑀𝑇 value of 

2.21 cm3·K/mol at 300 K is much smaller than the value expected for three uncoupled S = 1 Ni2+ centers 

and an S = 1/2 ligand (3.375 cm3·K/mol with 𝑔 = 2.0). Instead, it is closer to the value of 1.375 cm3·K/mol 

expected for a two-spin system comprising an S = 1 spin center and an S = 1/2 center. In 1, such a two-spin 

system could arise if we consider exceptionally strong antiferromagnetic (𝐽1 ) and ferromagnetic (𝐽2 ) 

exchanges between two of the three Ni2+ centers and the HITP-centered radical (Figure 4.5b inset), together 

forming a single S = 1/2 effective spin center, which itself then couples to the third Ni2+ center. Here, we 

note that the coexistence of both ferromagnetic and antiferromagnetic metal-ligand exchange pathways 

through the same radical bridge has been observed in the closely-related trinickel HOTP complex, 2, which 

only differs from 1 by the oxygen bridgehead atoms on the ligand bridge.20 For 2, J of similar magnitude 

but with opposite signs are observed between the HOTP radical and two Ni2+ centers with similar square 

pyramidal coordination environments. This equal and opposite J coupling has been attributed to the low 

symmetry of the radical bridge. With this proposed effective two-spin model, the magnetic data for the 

complex can be fit to the following Hamiltonian: 

ℋ1 = 𝑔𝑒𝑓𝑓𝜇𝐵𝐵𝑺𝑒𝑓𝑓 + 𝑔𝑁𝑖1
𝜇𝐵𝐵𝑺𝑁𝑖1

− 2𝐽𝑺𝑒𝑓𝑓𝑺𝑁𝑖1
+ 𝑺𝑁𝑖1

𝑫𝑺𝑁𝑖1
 

where 𝑺𝑒𝑓𝑓 and 𝑺𝑁𝑖 represent the collective S = 1/2 spin system described above and third Ni2+ center. 

Good fits are obtained with 𝑔𝑒𝑓𝑓 = 2.16, 𝑔𝑁𝑖1
 = 2.21,  𝐽 = –0.79 ± 0.01 cm–1, |𝐷| = 30.23 ± 0.03 cm–1, 𝜒𝑇𝐼𝑃 

= 1.94 ± 0.05 × 10–3 cm3/mol, and a modest intermolecular coupling (Figure 4.7) 𝑧𝐽 = +0.19 ± 0.01 cm–1. 

Although the weak temperature dependence of 𝜒𝑀𝑇 above 30 K precludes accurate determination of 𝐽1 and 

𝐽2, lower bounds for these can be estimated (under the assumption |𝐽1| = |𝐽2|) by incorporating the term 

−2𝐽1𝑺𝑁𝑖2
𝑺𝐻𝐼𝑇𝑃 − 2𝐽2𝑺𝑁𝑖3

𝑺𝐻𝐼𝑇𝑃 into ℋ1, whereby simulation reveals −𝐽1 = 𝐽2 ≥ 1300 cm–1 (Figure 4.8). 

We note that these values should only serve as estimates, because the slope in the high-temperature region 
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of  𝜒𝑀𝑇 is sensitive to subtle changes in diamagnetic corrections.13 Nevertheless, the large 𝐽1,2 reconfirms 

the strong exchange interaction persistent at room temperature as mediated by the tritopic radical bridge. 

 

Figure 4.7. Crystal packing of 1 in (a) the same and (b) neighboring unit cells, with close contacts represented by 

green (a) and cyan (b) dashed lines. Individual molecules are colored in blue and red for (a), and yellow and red for 

(b). Phenyl groups on the Tp capping ligands are omitted for clarity if not involved in intermolecular interaction. 

 

Figure 4.8. Simulations of the variable-temperature 𝜒𝑚𝑇 of 1 using the Hamiltonian ℋ2 in the main text, with −𝐽1 = 

𝐽2 = 700 cm–1 (red), 900 cm–1 (orange), 1100 cm–1 (green), 1300 cm–1 (cyan), and 1500 cm–1 (blue). Black empty 

circles are the experimental data. Inset is a zoom-in view of the high-temperature region. 

a b
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4.3.5 Computational Studies 

 

Figure 4.9. Calculated spin density isosurfaces (0.0007 a.u.) of 1. Red and blue represent 𝛼 and 𝛽 spin densities. 

Density-functional theory (DFT) analysis provided additional insight into the magnetic interactions in 

1. First, computations revealed that spin density lies on both HITP and all three Ni centers. Whereas large 

positive spin density is localized on NiTBP, negative spin density is delocalized among HITP and the two 

NiSP centers (Figures 4.9, Table 4.1). This observation supports the presence of an effective S = 1/2 three-

center spin system comprising the two NiSP centers and the HITP ligand, coupled antiferromagnetically to 

the S = 1 NiTBP center. For transition-metal complexes, a common source of strong magnetic coupling is 

direct exchange, resulted from extensive orbital delocalization and strong covalent interaction.6,31 For 1, the 

Mayer bond order for the NiSP–NHITP bonds are 0.69 and 0.67 for NiSP1 and NiSP2, both larger than that of 

0.64 for the NiTBP–NHITP bond (Table 4.2).32 This suggests more covalent character and better electronic 

delocalization for the NiSP–NHITP bonds. As supported by the delocalized negative electron density across 

NiSP and HITP, these observations are possible causes for the strong NiSP-HITP exchange coupling, along 

with the square pyramidal symmetry that facilitates large orbital overlap. Furthermore, the bond order for 

Ni–OHOTP bonds in 2 has much smaller average Mayer bond order at 0.55, consistent with weaker Ni-radical 

coupling in 2. 

Table 4.1. Selected Mulliken atomic spin densities of 1 obtained from DFT calculation. HITP refers to the sum of 

atomic spin densities of the C and N atoms of the HITP moiety. 

Atoms Mulliken atomic spin 

NiTBP 1.24 

NiSP1 –0.03 

NiSP2 –0.05 

HITP –0.33 

NiSP1-HITP-NiSP2 –0.41 
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Table 4.2. Mayer bond orders of selected bonds in 1 and 2 obtained from DFT calculation. Average values for the two 

Ni–NHITP and Ni–OHOTP bonds of each Ni site in the 1 and 2 are taken, respectively. Nickel centers for 1 and 2 are 

labeled as in Figure 4.9 and reference 20 of this chapter. 

Complex Bond Mayer bond order 

1 NiSP1–NHITP 0.69 

 NiSP2–NHITP 0.67 

 NiTBP–NHITP 0.64 

2 Ni1–OHOTP 0.52 

 Ni2–OHOTP 0.54 

 Ni3–OHOTP 0.59 

4.4 Conclusion 

Altogether, crystallographic, electrochemical, and magnetic measurements demonstrate that an HITP 

radical bridge enables extremely strongly magnetic coupling between nickel centers in a trinickel complex. 

The two NiSP-HITP exchange interactions are rare examples of radical-mediated coupling persistent at room 

temperature in complexes with tritopic radical bridge, and are comparable to the metal-radical coupling in 

the well-known nickel bis(iminosemiquinonate) complexes.33 Additionally, this nitrogen-mediated 

coupling in the HITP-bridged complex of 1 is much stronger than the oxygen-mediated coupling in the 

HOTP-bridged complexes, as well as complexes with HITP-derived closed-shell ligand bridges.19,20,25,34 

Similar to the case for diradical bridges containing nitrogen and oxygen bridgehead atoms,35 this 

enhancement of magnetic coupling is likely due to the more diffuse nitrogen orbitals of the radical and 

better orbital energy match with the metal centers. These results provide motivation for using HITP•3– as a 

particularly attractive bridging ligand for other magnetic molecules and solids. 

4.5 Methods 

4.5.1 Synthetic Methods 

TpPhNiCl and HATP·6HCl were synthesized based on previous reports.20,36 Tetrabutylammonium 

hydroxide (1M solution in MeOH, AcroSeal), tetrahydrofuran (99.9%, Extra Dry, anhydrous), and toluene 

(99.8%, Extra Dry, anhydrous) were purchased from ACROS Organics. Tetrabutylammonium 

hexafluorophosphate (≥99.0%) was purchased from Sigma-Aldrich. Dichloromethane (ACS, ≥99.5%) and 

hexanes (ACS, ≥98.5%) were purchased from Macron Fine Chemicals. Ethanol (anhydrous, 200 Proof) 

was purchased from KOPTEC. Dry and deaerated solvents were stored over 4 Å molecular sieves in a 

nitrogen glovebox. 

Synthesis of 1 

Inside a nitrogen-filled glovebox, 0.44 mL 1M methanol solution of tetrabutylammonium hydroxide 

(0.44 mmol) is added dropwise to a solution of 11 mg HATP·6HCl (0.033 mmol) dissolved in 5 mL 

methanol upon stirring. The mixture is then added dropwise to a solution mixture of 77 mg (TpPhNi)Cl (0.1 
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mmol) dissolved in 10 mL dichloromethane in air, exerting a color change from pink to yellow-green and 

blue-black. The mixture is stirred in air for 14 hr, after which the solvent is evaporated. The resulting solid 

is washed with methanol, hexane, and dried under vacuum, giving purple-black solid with 54% yield. 

Prism-like purple crystals suitable for single-crystal X-ray diffraction is obtained by recrystallization from 

dichloromethane-hexane. Elemental analysis calculated for C153H114B3N24Ni3·0.5(CH2Cl2)·0.5(C6H14): C, 

72.78%; H, 4.76%; N, 13.02%. Found: C, 72.85%; H, 4.76%; N, 13.06%. 

4.5.2 Physical Characterization Methods 

Elemental analysis 

Elemental analyses were performed by Robertson Microlit Laboratories, Ledgewood, NJ, USA.  

Crystallographic characterizations 

Single crystal XRD measurements were performed with Bruker D8 diffractometer coupled to a Bruker 

APEX-II CCD detector with Mo K𝛼 radiation (λ = 0.71073 Å), performing 𝜙- and 𝜔-scans. The structure 

was solved by direct methods SHELXS and refined against F2 on all data by full-matrix least squares with 

SHELXL-13.37 All non-hydrogen atoms were refined anisotropically. All hydrogen atoms were included in 

the model at geometrically calculated positions and refined using a riding model. Details for the data quality 

and summary of the residual values of the refinements can be found in Table 4.3.  

Mass spectrometer 

ESI/MS measurements were performed with high-resolution Agilent 6545 mass spectrometer with Jet 

Stream ESI source coupled to an Agilent Infinity 1260 LC system.  

Magnetic measurements  

Magnetometry measurements were performed on ground single crystals with Quantum Design 

Dynacool D-209 Physical Property Measurement System (PPMS). Magnetization measurements were 

performed at 1.8 K in field range of ±90 kOe. Susceptibility measurements were performed under 1.0 kOe 

and 10 kOe external field in temperature range of 1.8-300 K. Experimental data were corrected for 

diamagnetic contribution based on blank sample holder measurements and Pascal’s constants, and was 

fitted to the Hamiltonians described in the main text using the software PHI.38   

EPR measurements were performed on frozen glasses of dichloromethane solution of 1 with a Bruker 

EMX spectrometer equipped with an ER4119HS high sensitivity X-band resonator at 9.37 GHz. 

Temperature control was achieved by a Bruker/ColdEdge 4K waveguide cryogen-free cryostat. EPR 

simulations were performed with the EasySpin package (6.0.0-dev.33) in Matlab (R2020a).39 

Computational methods 

Computational analyses were performed using ORCA 4.2.0 quantum chemistry package.40,41 The 

geometry for the clusters was extracted from the crystal structure without further optimization. Spin density 
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and Mayer bond order of 1 and 2 was calculated at the BP86/def2-TZVP level using the resolution of 

identity (RI) approximation with S = 1/2.42,43 

Electrochemical measurements 

Electrochemical measurements were performed in 0.15 M tetrabutylammonium hexafluorophosphate 

solution in tetrahydrofuran with glassy carbon working electrode, Pt mesh counter electrode, and Ag/AgCl 

wire pseudo-reference electrode. Working and counter electrodes were cleaned by soaking in dimethyl 

sulfoxide and dichloromethane followed by rinsing with acetone and drying under a stream of air. Ag/AgCl 

wire was made by dipping polished Ag wire in bleach for 30 min followed by rinsing with water and acetone. 

Glassy carbon working electrode is further polished with 1, 0.3, and 0.05 μm diameter alumina powder 

from BASI. All electrochemical experiments were performed under nitrogen atmosphere with a CHI600D 

potentiostat, with internal resistance compensated for every experiment. Cyclic voltammograms were 

collected at scan rate of 100 mV·s−1. 
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4.5.3 Crystallographic Data 

Table 4.3. Crystal data and structure refinement for 1 

Identification code 1 

Empirical formula C165H141B3N15Ni3, 2CH2Cl2 

Formula weight 2838.42 

Temperature 100(2) 

Wavelength 0.71073 Å 

Crystal system Triclinic 

Space group P−1 

Unit cell dimensions 𝑎 = 13.9935(6) Å 

 𝑏 = 18.2318(8) Å 

 𝑐 = 30.6238(13) Å 

 𝛼 = 103.088(2) ° 

 𝛽 = 99.793(2) ° 

 𝛾 = 91.711(2) ° 

Volume 7480.1(6) Å3 

Z 2 

Density (calculated) 1.260 mg/m3 

Absorption coefficient 0.506 mm–1 

F (000) 2964 

Crystal size 0.22 × 0.19 × 0.01 mm3 

𝜃 range for data collection 1.388 to 31.068° 

Index ranges –20 ≤ h ≤ 20, –26 ≤ k ≤ 26, –44 ≤ l ≤ 44 

Reflections collected 47922 

Independent reflections 14169 

Completeness to 𝜃𝑚𝑎𝑥 99.9% 

Absorption correction Multi-scan 

Max. and min. transmission 0.7462 and 0.6943 

Refinement method Full-matrix least-squares on F2 

Data / restraints / parameters 47922 / 2976 / 1851 

Goodness-of-fita on F2 1.034 

R1
b 0.0491 

wR2
c 0.1226 

a GOF = (𝛴𝑤(𝐹𝑜
2 − 𝐹𝑐

2)2/(𝑛 − 𝑝))1/2 where n is the number of data and p is the number of parameters refined. 

b 𝑅1 = 𝛴||𝐹𝑜| − |𝐹𝑐||/𝛴|𝐹𝑜|. c w𝑅2 = (𝛴(𝑤(𝐹𝑜
2 − 𝐹𝑐

2)2)/𝛴(𝑤(𝐹𝑜
2)2))1/2.  
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Chapter 5. Room-Temperature Quantitative Detection of Lithium Ions with 

Organic‒Radical Qubits in a Porous Metal‒Organic Framework 

The research discussed in this chapter was carried out in collaboration with Lei Sun, Jin-Hu Dou, Jian Li, Grigorii 

Skorupskii, Michael Mardini, Kong O. Tan, Tianyang Chen, Julius J. Oppenheim, Chenyue Sun, Robert G. Griffin, 

and Tijana Rajh. L. Y. performed material synthesis, sample preparation, and CW-EPR analyses. L. S. performed 

pulsed EPR analyses. J.-H. D., and J. L. performed structural refinement and TEM imaging. G. S. performed 

preliminary synthesis. M. M., K. O. T., and R. G. G. performed D-band EPR analyses. L. Y., C. S., J. J. O., and T. C. 

performed material characterizations. T. R. performed CW-EPR analyses. 

5.1 Abstract 

Recent advancements in quantum sensing have sparked transformative sensing technologies with high 

sensitivity, precision, and spatial resolution. With designability and tunability, molecular electron spin 

qubits are promising candidates for sensing chemical analytes by electron paramagnetic resonance (EPR) 

spectroscopy. Here we demonstrate quantitative detection of lithium ions in solution at room temperature 

with an ensemble of organic radicals integrated into a microporous metal‒organic framework (MOF). The 

organic radicals exhibit qubit-like behavior of electron spin coherence and microwave addressability at 

room temperature, with the high surface area of the MOF the key factor in promoting guest analyte 

accessibility to the radicals. A detection protocol based on hyperfine spectroscopy allowed extraction of 

the lithium ion concentration as well as the adsorption mechanism onto the MOF surfaces beside precise 

measurement of nuclear Larmor frequency. The qubit-based detection protocol shown in this work is 

applicable to other metal ions with nonzero nuclear spin and can be potentially extended to quantum sensing 

down to single-molecule level. 

5.2 Introduction 

Quantum sensing exploits quantum phenomena to measure physical quantities.1 Various forms of qubits 

have been used to fabricate quantum sensors that measure magnetic field, electric field, temperature, 

pressure, pH, time, or frequency, etc.1 Revolutionary sensing technologies have been developed with 

ultrahigh sensitivity and precision beyond classical limits,2,3 as well as nanoscale spatial resolution4 by 

utilizing quantum entanglement and single-qubit addressability. Nonetheless, it remains a challenging task 

for quantum sensors to be applied in the quantitative sensing of chemical analytes in ambient conditions, 

which is essential for studying biological systems and energy storage devices.5,6 Most qubits, for instance, 

superconducting circuits,7 semiconductor quantum dots,8 trapped ions,9 and neutral atoms,10 have limited 

application in ambient conditions due to requirements of cryogenic temperature and/or strictly controlled 

environment to operate. Although solid-state defects such as nitrogen‒vacancy centers in diamond could 

operate at room temperature, they are typically buried inside the solid, preventing close contact and strong 

interaction with the chemical analyte.6,11 Furthermore, solid-state defect qubits lack the designability and 
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tunability, both critical for selective sensing. To this end, paramagnetic molecules, a class of electron spin 

qubits, are promising alternative candidates.12 They can be designed atomically to impart room-temperature 

operability13–17 as well as selective and strong binding to chemical analytes.18 Accordingly, molecules and 

solid-state materials integrating molecules have been widely used in chemical sensing18,19 and have the 

potential to extend the realm of quantum sensing.6 

5.3 Design of a Molecular Quantum Sensor 

Extensive research has been conducted recently on molecular qubits with transition-metal or lanthanide 

electron spin centers.12,20–22 These works have elaborated design rules for molecules with millisecond phase 

memory time23,24 or optical addressability,25 and have established strategies to construct spatially ordered 

molecular qubit arrays.26,27 However, most metal-based molecular qubits do not operate at room 

temperature due to fast spin-lattice relaxation originating from spin-orbit coupling at the metal sites.28 In 

this regard, dilute organic radicals with paramagnetic spins centered on light atoms, such as carbon, nitrogen, 

and oxygen, are promising alternatives. Due to negligible spin-orbit coupling, organic radicals could 

maintain spin coherence at room temperature with microsecond-scale phase memory time.28,29 Widely used 

as spin labels for biological systems and polarizing agents for dynamic nuclear polarization, organic radicals 

have been known for storing and evolving phase information through the application of appropriate 

microwave pulses.30,31 However, they are yet largely unexplored as independent qubits or towards quantum 

information science (QIS) applications.32 

 

Figure 5.1. Concept of room-temperature quantum sensing of chemical analytes using MOFs. Specifically, MOFs 

containing organic‒radical qubits are soaked in solution of chemical analytes, in this case a THF solution of LiClO4. 

The chemical analytes adsorb onto the MOF and interact with the embedded radicals through hyperfine coupling. 

Interacting nuclei with the spin qubit can be identified based on the hyperfine spectrum, which further allows 

quantification of the chemical analytes. 

One powerful approach of chemical sensing using an electron spin qubit is through the detection of 

nuclear hyperfine fields stemming from hyperfine coupling with nuclear spins of surrounding atoms. The 

corresponding hyperfine spectroscopy probes nuclear Larmor frequency, which helps unambiguously 

identify some nuclei with signature gyromagnetic ratio.33–36 Furthermore, quantitative measurement of the 

concentration of chemical analytes using hyperfine spectroscopy has been demonstrated for studying 

complex environments.37,38 Meanwhile, selective and quantitative sensing of chemical analytes has been a 
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challenging task for quantum sensors. To date, most quantitative sensing of chemical analyte has been 

achieved through T1 relaxometry (T1 as the spin-lattice relaxation time), where any source of spin relaxation 

could in principle introduce error to the quantification of the target analyte.39 Although surface decoration 

with selectively-binding functional groups has been proposed as a potential solution, this has yet been 

experimentally demonstrated due to the complexity in multiple functionalization and low density of 

available surface functionalization sites. Therefore, hyperfine spectroscopy is potentially a promising 

alternative to the current quantitative sensing scheme used in solid-state quantum sensors based on T1 

relaxometry. Because hyperfine fields decay fast with increasing distance, close contact between the 

electron spin qubit sensor and the target nuclei is a key requirement for implementing such sensing scheme.6 

Rather than generating top-down nanostructure or utilizing nanoparticle sensors, we sought to promote 

qubit-analyte accessibility by integrating organic radicals into metal-organic frameworks (Figure 5.1). 

MOFs are ordered molecular solids composed of inorganic and organic building blocks.40 They typically 

contain nanoscale or sub-nanoscale pores and much higher surface area than the lithographically-generated 

nanostructures, which has minimum scale of tens of nanometers, giving rise to promising applications in 

traditional sensing. Here, the organic radicals are incorporated into the MOF backbone while preserving 

pore accessibility,41–43 which serve as ideal interfaces for achieving sensor-analyte close contact through 

physisorption and spatial confinement of the analyte. In addition, compared with nanoparticle sensors, 

MOFs could be designed as inert and insoluble solid for analytes in liquid or solution states (Figure 5.1), 

which promotes sensor recoverability, suppresses radical tumbling in liquid, and improves detection 

sensitivity by accumulating the radicals to a concentration unreachable in solution states. Altogether, 

microporous MOFs containing organic radicals are promising platforms for achieving chemical sensing in 

ambient conditions using electron spin qubits. 

Based on this idea, we designed Mg9HOTP4 (HOTP = 2,3,6,7,10,11-hexaoxytriphenylene), a MOF 

consisting of organic radicals and nanoscale pores, for room-temperature quantum sensing of metal ions. 

HOTP is a tritopic ligand and building block for two-dimensional (2D) porous MOFs.44 Spontaneous 

oxidation of HOTP in air generates a ligand-centered radical, which is structurally similar to semiquinone 

radicals, a class of well-known spin labels.28,45 The diamagnetic Mg2+ ion was chosen as the metal building 

block of the MOF to avoid electron-electron relaxation with the HOTP radical. Additionally, Mg has high 

natural abundance of 25Mg (90%), an isotope with zero nuclear spin, which helps minimize electron-nucleus 

relaxation (Table 5.1).36 Utilizing pulsed EPR spectroscopy, we demonstrate that the radicals in Mg9HOTP4 

behave as electron spin qubits. We further demonstrate quantitative detection of lithium ions (Li+) in 

solution at room temperature using Mg9HOTP4 qubits and the quantitative hyperfine spectroscopy 

technique discussed above.  
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5.4 Synthesis and Structure of Mg9HOTP4 

Mg9HOTP4 is synthesized by aerobic heating of magnesium acetate and HHTP (HHTP = 2,3,6,7,10,11-

hexahydroxytriphenylene) in a mixture of water and dimethyl sulfoxide. Isolation by vacuum filtration 

produces navy-black microcrystalline powder composed of hexagonal rod-like single crystals, with the 

longest dimension ranging from 0.5 to 13 μm as revealed by scanning electron microscopy (Figure 5.2). 

Single crystal structure of Mg9HOTP4 was obtained by combined refinement of electron diffraction and 

powder X-ray diffraction (Figure 5.3).46 Mg9HOTP4 crystallizes in 𝑃3̅𝑐1 space group with formula of 

[Mg3HHTP2(H2O)6][Mg3HHTP(H2O)12]2. Structurally, Mg9HOTP4 consists of two components – extended 

2D honeycomb sheets with formula of Mg3HOTP2(H2O)6, and isolated molecular complexes with formula 

of Mg3HOTP(H2O)12. Along the c-axis, Mg3HOTP moieties in the sheets and complexes stack in an 

eclipsed configuration except for a rotation. Two distinct π‒π stacking distances of 3.2 and 3.5 Å are 

observed due to misalignment in the HOTP and MgO4 planes in the sheets. Such stacking leads to 

permanent porosity composed of one-dimensional channels with diameters of approximately 1.4 nm. 

Nitrogen adsorption measurements revealed type-II behavior with surface area of 481 cm2/g (Figure 5.4). 

These pores provide sufficiently large apertures for solvated metal ions to enter and exposure to the HOTP 

radicals, enabling close contact and sufficient interaction between metal ions and organic qubits. 

 

Table 5.1. Nuclear spin state, gyromagnetic ratio, Larmor frequency, and abundance of selected nuclear isotopes.36 

Nucleus Ia γn / 2π (MHz/T)b ωI (MHz)c Abundance (%) 
1H 1/2 42.5759 14.689 99.9885 
2H 1 6.53566 2.255 0.0115 
6Li 1 6.2661 2.162 7.59 
7Li 3/2 16.5483 5.709 92.41 
13C 1/2 10.7054 3.694 1.07 
17O 5/2 -5.772 1.992 0.038 

23Na 3/2 11.2688 3.888 100 
25Mg 5/2 -2.6083 0.900 10.00 
35Cl 3/2 4.1717 1.441 75.76 
37Cl 3/2 3.4765 1.199 24.24 

a Nuclear spin. b Gyromagnetic ratio. c Nuclear Larmor frequency under 345.0 mT. 
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Figure 5.2. (a-e) SEM images of Mg9HOTP4 synthesized with 1-5 days reaction time, respectively. Scale bars 

represent 2 μm in all images. 
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Figure 5.3. Single-crystal structure of Mg9HOTP4 derived from cRED and synchrotron PXRD. (a) A portion of the 

crystal structure viewed along the c-direction. (b) Layer of molecular complexes on top of a portion of 2D sheet. (c-

d) Chemical structure of the 2D sheet and the molecular complexes. L represents coordination water molecules. (e) 

Rotated eclipsed stacking in Mg9HOTP4. Bonds of the molecular complexes are colored in cyan for clarity. (f) cryo-

EM image of Mg9HOTP4. (g) FFT of (f). (h) High-magnification micrograph of (f), where the lattice fringes are visible 

and the high contrast fringes perpendicular to the pore walls spaced at 19.2 Å. (i) Structure model of Mg9HOTP4, the 

fringes space matched well with d spacing along a-axis direction.  

 

Figure 5.4. Nitrogen adsorption isotherms for Mg9HOTP4 at 77 K. 
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Figure 5.5. Fitting of radical quantity in Mg9HOTP4 based on doubly integrated EPR intensity measured from TEMPO 

standards. Blue circles are data points obtained from TEMPO standards, with the blue line as linear fit. Red squares 

correspond to data points obtained from six different batches of Mg9HOTP4 synthesized with the standard procedure 

described above. Green triangle corresponds to data point obtained from the HHTP precursor.  

For HOTP MOFs, C‒O bond lengths are usually associated with the degree of oxidation of the HOTP 

fragments, with longer C‒O bonds indicating more reduced (catecholate-like) character and shorter bonds 

corresponding to oxidized (quinone-like) character. In the Mg3HOTP2(H2O)6 sheets, average C‒O bond 

lengths of 1.39(5) Å is consistent with the values reported for fully-reduced catecholates.47,48 On the other 

hand, average C‒O bond lengths of 1.32(5) Å in the Mg3HOTP(H2O)12 complexes approximate that of a 

more oxidized HOTP in corresponding metal complexes.49 Based on the C‒O bond lengths and charge 

neutrality, charge states of HOTP moieties in the sheets and complexes are assigned to be ‒6 and ‒3, 

respectively. The former is diamagnetic, and the latter is known to possess monoradical in its delocalized 

π-orbital. Room-temperature quantitative EPR analysis was performed to determine the spin concentration 

of Mg9HOTP4 by calibration against external standards of TEMPO (TEMPO = 2,2,6,6-tetramethyl-1-

piperidinyloxy) radical with different concentrations. Linear fitting produced 𝑛𝑅𝑎𝑑𝑖𝑐𝑎𝑙 = 1.342 × 10−10 ∗

𝐼𝑅𝑎𝑑𝑖𝑐𝑎𝑙 + 1.323 × 10−7 (𝑛𝑅𝑎𝑑𝑖𝑐𝑎𝑙 and 𝐼𝑅𝑎𝑑𝑖𝑐𝑎𝑙 corresponding to the radical quantity and doubly integrated 

EPR intensity of the radical-containing samples), giving a spin concentration of 0.022 mol/L or an 

equivalence of about 1% HOTP possessing radicals close to that of the HHTP precursor (Figure 5.5, Tables 

5.2-5.4). Such value is much lower than the value of 50% based on prediction from crystallography. Two 

conflicting factors could be the cause of such discrepancy. On the one hand, strong antiferromagnetic spin-

spin coupling mediated by the closed-shell HOTP6‒ is expected between HOTP3‒-centered radicals, as 

commonly observed for 𝜋 -radical dimers with similar stacking distances.50,51 On the other hand, the 

antiferromagnetic coupling could be broken by stacking faults, preventing the MOF to become 

diamagnetic.52,53 Another source of radical in Mg9HOTP4 could come from potential surface defect sites 
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related to spontaneous oxidation of HHTP6‒ in air. Ongoing efforts are being made to confirm such 

hypothesis. 

 

Table 5.2. Radical quantity of TEMPO standards and corresponding doubly integrated EPR intensities. 

Radical quantity of TEMPO standards (μmol) 2.20 0.66 0.22 0.30 0.20 

Doubly integrated intensity of TEMPO standards (×103) 15.43 3.37 0.64 1.95 0.36 

 

Table 5.3. Doubly integrated EPR intensities of Mg9HOTP4 samples and corresponding radical concentrations. 

Doubly integrated intensity of 

Mg9HOTP4 samples (x103) 

2.29 1.54 1.97 1.77 2.15 2.42 3.10 

Mg9HOTP4 radical quantity 

based on the fit (μmol) 

0.44 0.34 0.40 0.37 0.42 0.46 0.55 

HOTP quantity in Mg9HOTP4 

samples (μmol) 

25.5 29.1 19.6 21.3 26.8 25.3 35.2 

Radical concentration in 

Mg9HOTP4 samples (%) 

1.73 1.16 2.02 1.73 1.57 1.81 1.56 

 

Table 5.4. Doubly integrated EPR intensities of the HHTP precursor and corresponding radical concentration. 

Doubly integrated intensity of the HHTP precursor (x103) 1.14 

Radical quantity in the HHTP precursor based on the fit (μmol) 0.28 

Molar quantity of the HHTP precursor (μmol) 43.5 

Radical concentration in the HHTP precursor (%) 0.66 

 

5.5 Organic Electron Spin Qubits in Mg9HOTP4 

To confirm and characterize the HOTP-centered organic radicals, we performed continuous-wave (CW) 

and pulsed EPR measurements on dry powders of Mg9HOTP4 at X-band (typically 343‒348 mT) and room 

temperature (296 K). CW EPR revealed a single resonance peak at 𝑔 = 2.00395, which is attributed to 

HOTP-based radicals (Figure 5.6).45 Weak anisotropy of the HOTP spins can be resolved at D-band, giving 

slight axial symmetry with 𝑔∥ = 2.00221 (strain: 0.00039), 𝑔⊥ = 2.00497 (Figure 5.7). Such 𝑔-anisotropy 

cannot be resolved at X-band but manifests as spectral broadening with a linewidth of 0.33 mT, allowing 

all-spin excitation with short microwave pulses. Davies electron-nuclear double resonance (ENDOR) 
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spectroscopy reveals a split sharp peak and a broad background centered at 14.88 MHz under 348.60 mT, 

corresponding to the nuclear spin resonance of 1H (Figure 5.8). The narrow feature shows a splitting of 0.2 

MHz and the broad feature shows and unresolved splitting less than 2 MHz, which are attributed to a 

combination of weak and strong couplings of the radical to 1H of adjacent HHTP and H2O, as well as a 

distribution of the radical–1H distances. Meanwhile, hyperfine sublevel correlation (HYSCORE) 

spectroscopy displays a single peak at ν1 = ν2 = 14.71 MHz under 345.57 mT with no observable splitting 

(Figure 5.6f), which could be related to weak pseudo-secular hyperfine interaction. Nevertheless, both 

HYSCORE and ENDOR measurements demonstrate that the radical‒1H hyperfine interaction is 

significantly smaller than the Larmor frequency of 1H, which simplifies the quantitative sensing analyses 

(see section 5.8.3).54 
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Figure 5.6. Qubit-like organic radicals in dry powder of Mg9HOTP4 at room temperature. (a) X-band CW EPR 

spectrum. Red line represents fit described in text. (b) Inversion recovery measurement of T1. Red line represents bi-

exponential fit. Inset: pulse sequence for the inversion recovery experiment. (c) Hahn echo decay measurement of Tm. 

Red line represents mono-exponetial fit. Inset: pulse sequence for the Hahn echo decay measurement. (d) Nutation 
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experiments at various microwave attenuations. (e) Linear dependence of the Rabi frequency extracted from (d) with 

the arbitrary magnetic field, which is proportional to the square root of the microwave power. Inset: pulse sequence 

of the nutation experiment. (f) HYSCORE spectrum. Dash line represents the diagonal. 

 

Figure 5.7. D-band EDFS spectrum of Mg9HOTP4 powder at 80 K. 

 

Figure 5.8. Davies ENDOR spectra of Mg9HOTP4 dry powder, Mg9HOTP4 soaked in THF, Mg9HOTP4 soaked in 

0.05 mol/L LiClO4‒THF, Mg9HOTP4 soaked in 2 mol/L LiClO4‒THF, and dried Mg9HOTP4 powder after soaking in 

LiClO4‒THF. The RF frequency of each spectrum is normalized to 348.0 mT and the intensity was normalized to 1. 

The hyperfine constant is ‒0.15 MHz in all cases. The sign was determined by the comparison of intensities of the 

split peaks. The broad background signal is attributed to the large number of 1H in the sample that are very weakly 

coupled to the electron spin. 

Pulsed EPR characterization provides key evidence in testing qubit-type behavior of an electron. An 

electron spin qubit must possess long spin-lattice relaxation time (T1) and phase memory time (Tm) that 

ensure sufficient durations of the polarization and coherence of an electron spin ensemble, respectively.28,54 

Inversion recovery and Hahn echo decay pulse sequences were applied on dry powder of Mg9HOTP4 for 
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the measurements of T1 and Tm, respectively, which revealed T1 = 10.5 μs and Tm = 153 ns at room 

temperature (Figure 5.6b, c).28 The fast spin decoherence is likely caused by dipolar interaction among the 

radicals. Another key evidence of an electron spin qubit is the satisfaction of the Rabi relationship of 

ℏ𝜔𝑅𝑎𝑏𝑖 = 𝑔𝜇𝐵𝑆𝐵1 (𝜔𝑅𝑎𝑏𝑖 as Rabi frequency, B1 as microwave field, 𝜇𝐵 as Bohr magneton), which allows 

arbitrary rotation of the spin on its Bloch sphere when employing appropriate nutation pulses.21,55 Rabi 

oscillations were realized with Mg9HOTP4 under various microwave powers and a linear dependence of 

𝜔𝑅𝑎𝑏𝑖 and B1 (i.e. square root of the microwave power) was observed (Figure 5.6d, e). The above evidence 

demonstrates that the organic radicals in Mg9HOTP4 behave as electron spin qubits in ambient conditions 

and qualify as potential candidate for quantum sensing of chemical analytes. 
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5.6 Quantitative Sensing of Lithium Ions by Mg9HOTP4 Qubits 

 

Figure 5.9. Sensing of metal ions by Mg9HOTP4 at room temperature based on hyperfine spectroscopy. (a) T1 and Tm 

of Mg9HOTP4 in LiClO4‒THF with various concentrations. Inset: picture of a sample for the EPR measurement. 

Mg9HOTP4 soaked inside LiClO4‒THF is sealed in a quartz tube. (b) Portion of a time-domain CP-ESEEM spectrum 

of Mg9HOTP4 in 2 mol/L LiClO4‒THF showing oscillations of the echo intensity. Inset: pulse sequence of CP-ESEEM. 
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(c) Two-dimensional spectrum of CP-ESEEM collected with various τ of 70 - 400 ns. The optimal τ is marked by the 

green dash line where both 7Li and 1H modulation depths coincidentally reach maxima. (d) Frequency-domain CP-

ESEEM spectra of Mg9HOTP4 in various concentrations of LiClO4‒THF. The spectra were normalized to the 2×ω(1H) 

peak. Inset: zoom-in view on the 2×ω(7Li) peak. (e) Relationship between 7Li/1H ESEEM peak ratio and concentration 

of LiClO4. The former was calculated by dividing the maximum of the 2×ω(7Li) peak with the maximum of the 

2×ω(1H) peak in each spectrum. Red curve represents fit of the data to Langmuir adsorption model. Green dashed line 

represents the noise level estimated based on the spectrum of Mg9HOTP4 in pure THF. (f) Frequency-domain CP-

ESEEM spectra of Mg9HOTP4 in THF solution of 0.1 mol/L NaClO4 and various concentrations of LiClO4. The 

0.5×ω(1H) and ω(1H) peaks are results of incomplete spin excitation and/or non-ideal spin turning angle during the 

CP-ESEEM pulse sequence. 

As a proof of concept, we applied Mg9HOTP4 and the embedded radical qubits to the sensing of lithium-

ion. On the one hand, Li+ plays an important role in biologic and energy-related applications.56 On the other 

hand, it has good affinity to the oxygen atoms of HOTP and a unique nuclear Larmor frequency for the 

major isotope of 7Li, which minimizes potential interference from other nuclei (Table 5.1).36 Specifically, 

a tetrahydrofuran solution of lithium perchlorate (LiClO4-THF) was used for the treatment of Mg9HOTP4, 

as it preserves the structural integrity of the MOF based on PXRD analysis (Figure 5.10). First, we tested 

if Mg9HOTP4 radicals could maintain qubit-type behaviors in the presence of Li+. Pulsed EPR 

measurements were performed at 296 K on Mg9HOTP4 crystallites soaked in LiClO4‒THF of various Li+ 

concentrations (1 × 10‒4 to 2 mol/L) (Figure 5.9a inset). In this mixture, Li+ could bind to oxygen atoms of 

HOTP, the framework H2O, or THF, and likely exist in equilibrium among them. Echo-detected field sweep 

(EDFS) and Davies ENDOR showed that the radical 𝑔-tensor and hyperfine constants to 1H are not affected 

by treatment with LiClO4-THF (Figure 5.11). Meanwhile, the T1 and Tm of the radicals increase significantly 

compared with those of the dry MOF upon exposure to LiClO4-THF (Figure 5.9a). Such effect was also 

observed for Mg9HOTP4 soaked in pure THF, thus is tentatively assigned to the reduction of flexibility of 

the MOF lattice by pore-filling effect of THF. Meanwhile, decreases in T1 and Tm (T1 from 21.6 to 12.6 μs; 

Tm from 0.20 to 0.17 μs) were observed upon increasing the LiClO4 concentration (Figure 5.9a). This is 

likely associated with the introduction of additional spin‒lattice and spin‒spin relaxation pathways (e.g. 

long-range and local vibrational relaxations, spin diffusion, local inhomogeneity, etc.). Despite the minor 

variations, the radicals in Mg9HOTP4 maintain sufficient T1 and Tm in THF with or without Li+ under 

ambient conditions, suitable for the application of quantitative hyperfine spectroscopic analyses. 
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Figure 5.10. Synchrotron PXRD patterns of Mg9HOTP4 (red), Mg9HOTP4 treated with LiClO4-THF (blue), as well as 

the simulated pattern (black). Peaks labeled by asterisks correspond to LiClO4(H2O)3. 

 

Figure 5.11. Echo-detected field sweep spectra of Mg9HOTP4 dry powder and Mg9HOTP4 in LiClO4‒THF with 

various concentrations. The spectra were collected at 296 K. 

To probe Li+ with accuracy and efficiency, we applied combination-peak electron spin echo envelope 

modulation (CP-ESEEM) spectroscopy to the Mg9HOTP4 system.35 CP-ESEEM employs a 4‒pulse 

sequence (π/2 ‒ τ ‒ π/2 ‒ T ‒ π ‒ T ‒ π/2 ‒ τ ‒ echo), with the nuclear spin precession modulating electron 

spin echo decay during evolution times T (Figure 5.9b). In the weak-coupling regime where the hyperfine 

constant is much smaller than the nuclear Larmor frequency (𝜔𝐼 ), the frequency-domain CP-ESEEM 

spectrum displays peaks at 2𝜔𝐼 of the hyperfine nuclei. Therefore, it serves as a decisive technique for the 

detection of nuclei (i.e. isotopes of various elements) with signature Larmor frequencies. We choose CP-

ESEEM among other hyperfine spectroscopic techniques for its balance between high accuracy, sensitivity, 

and reasonably acquisition time. Specifically, CP-ESEEM exhibits twice of frequency separation of 
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modulation peaks with narrower linewidths compared to the more widely used 3-pulse ESEEM (Figure 

5.12). Compared with pulsed ENDOR, CP-ESEEM requires only microwave excitation, which simplifies 

instrumental setup. It is also tens to hundreds of times faster than 2D variants such as HYSCORE.  

 

Figure 5.12. Comparison between 3-pulse ESEEM (black) and CP-ESEEM (red) spectra collected for Mg9HOTP4 in 

0.1 mol/L LiClO4‒THF at 296 K. 

The X-band CP-ESEEM spectrum of Mg9HOTP4 in 2 mol/L LiClO4‒THF displays two peaks at 11.41 

and 29.34 MHz under 344.53 mT, corresponding to 2𝜔𝐼 of 7Li and 1H, respectively (Figure 5.9b, d, Table 

5.1). These peaks can be unambiguously assigned to 7Li and 1H, given their distinct nuclear Larmor 

frequencies. The observation of the 7Li peak confirms that Mg9HOTP4 behaves as a quantum sensor for Li+ 

in an external solution at room temperature. Meanwhile, the 1H peak is assigned to protons in Mg9HOTP4 

and the solvent molecules of THF, as confirmed by corresponding CP-ESEEM studies of the MOF with 

deuterated solvents (Figures 5.13, 5.14). The absence of 35Cl and 37Cl signals suggests negligible interaction 

between the Mg9HOTP4 qubits and ClO4
‒, likely due to Coulombic repulsion between the anions and 

HHTP-based radicals. This observation is further verified by the absence of anionic signals in CP-ESEEM 

study of Mg9HOTP4 soaked in solutions of other lithium salts (Figure 5.15). The absence of 2H, 6Li, 13C, 

17O, and 25Mg modulations are likely due to their low isotope abundance (Table 5.1). To achieve highest 

sensitivity towards 7Li+ detection in the CP-ESEEM measurements, the experimental delay time τ was 

optimized in range from 70 to 400 ns to maximize the modulation depth of 7Li+.35 With 2 mol/L LiClO4‒

THF, both 7Li and 1H peaks exhibit damped sinusoidal oscillations against τ and maximize coincidentally 

at τ = 120 ns (Figure 5.8c). Similar τ-dependence and optimal τ were also observed for Mg9HOTP4 in 0.05 

mol/L LiClO4‒THF (Figure 5.15), revealing the independence of optimal τ on the Li+ concentration. 
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Figure 5.13. Results of CP-ESEEM vs. 𝜏 experiments for Mg9HOTP4 dry powder synthesized from D2O at 296 K. (a) 

Two-dimensional CP-ESEEM vs. 𝜏 spectrum. (b) Sum of CP-ESEEM spectra across all 𝜏 values from 70 to 400 ns. 

Peaks corresponding to 1H and 2H are labeled. 

 

Figure 5.14. Results of CP-ESEEM vs. 𝜏 experiments for Mg9HOTP4 in 1 mol/L LiClO4‒deuterated THF at 296 K. 

(a) Two-dimensional CP-ESEEM vs. 𝜏 spectrum. (b) Sum of CP-ESEEM spectra across all 𝜏 values from 70 to 400 

ns. Peaks corresponding to 1H, 2H, and 7Li are labeled. 
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Figure 5.15. CP-ESEEM spectrum of Mg9HOTP4 in 0.1 mol/L THF solutions of LiClO4 (green), LiCl (cyan), and 

LiBr (magenta) at 296 K. Peaks corresponding to 1H are labeled.  

 

Figure 5.16. Results of CP-ESEEM vs. 𝜏 experiments for Mg9HOTP4 in 0.05 mol/L LiClO4‒THF at 296 K. (a) Two-

dimensional CP-ESEEM vs. 𝜏 spectrum. (b) Sum of CP-ESEEM spectra across all 𝜏 values from 70 to 400 ns. Peaks 

corresponding to 1H and 7Li are labeled. 

CP-ESEEM measurements of Mg9HOTP4 in various concentrations of LiClO4‒THF provide crucial 

evidence for quantitative sensing of lithium ion. Assuming similar approximations as previous studies on 

quantitative hyperfine spectroscopy,38 theoretical analysis shows that 7Li+ can be quantified if the ESEEM 

signal of 7Li is referenced to that of 1H, which serves as an internal standard (see section 5.8.3). Specifically, 

the percentage of radical bound to 7Li is proportional to the relative ratio of the ESEEM peaks of 7Li and 

1H. With LiClO4-THF concentrations ranging from 1×10‒4 to 2 mol/L and with the optimal τ of 120 ns, all 

CP-ESEEM measurements displayed 1H peaks with same frequency and line shape (Figure 5.9d), consistent 

with minimal interference between qubit interaction with 7Li and 1H. Between 5 × 10‒3 and 2 mol/L, the 

relative peak intensity of 7Li increases sigmoidally with the logarithm of LiClO4 concentration, approaching 
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a plateau above 0.5 mol/L (Figure 5.9e). Such relationship fits well to the Langmuir adsorption model, 

which describes monolayer physical adsorption on a flat surface, consistent with the fast decay of Li+-qubit 

hyperfine interaction at longer distances and limiting lithium-ion sensing to single-layer adsorption. This 

quantitative sensing protocol further allows extraction of Li+ adsorption mechanism onto the porous 

framework of Mg9HOTP4. The Li+ adsorption pattern is in consistent with the Langmuir adsorption model, 

producing an adsorption equilibrium constant of 49.5 L/mol and consistent with weak Li+-MOF 

interaction.57 Notably, multi-layer adsorption model, such as the Brunauer‒Emmett‒Teller model applied 

in gas adsorption,58 does not provide a better fit to the Li+ adsorption onto Mg9HOTP4. This is likely due to 

the fast decay of Li+-qubit hyperfine interaction at longer distances, thus limiting lithium-ion sensing to the 

first layer of adsorption. Additionally, 7Li signal cannot be resolved from the baseline with a LiClO4 

concentration below 5 × 10‒3 mol/L, again suggesting weak Li-qubit interaction. Altogether, the CP-

ESEEM results of Mg9HOTP4 in LiClO4‒THF of various concentration demonstrate that the organic 

radicals in the porous Mg9HOTP4 quantitatively sense Li+ in THF solution with effective concentration 

range of 5 × 10‒3 – 2 mol/L in ambient conditions. 

We further expanded this sensing protocol to other metal ions with nonzero nuclear spin in a mixture. 

Simultaneous detection of multiple metal ions could be achieved should they display distinguishable 

nuclear Larmor frequencies. As a proof of concept, we studied a sample of Mg9HOTP4 soaked in THF 

solution of 0.1 mol/L LiClO4 and 0.1 mol/L NaClO4 at 296 K. CP-ESEEM reveals a peak at 7.81 MHz 

under 344.64 mT, the expected nuclear Larmor frequency of 23Na, in addition to peaks corresponding to 

7Li and 1H (Figure 5.9f, Table 5.1). The 23Na peak is significantly weaker than the 7Li peak, indicating 

weaker interaction between the framework and sodium ions. Furthermore, in such mixture of Li+ and Na+, 

decreasing the concentration of Li+ to 0.05 and 0.01 mol/L decreases the intensity of the 7Li peak. These 

experiments demonstrate that Mg9HOTP4 is capable of simultaneous detection of Li+ and Na+ and 

quantification of Li+ in the presence of Na+. Studies on sensing of other metal ions as well as simultaneous 

and quantitative sensing of multiple metal ions are ongoing. 
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Figure 5.17. CP-ESEEM spectrum of HHTP in 0.1 mol/L LiClO4‒THF at 296 K. Peaks corresponding to 1H are 

labeled. The frequency expected for 7Li is marked by the green dash line. 

 

Figure 5.18. Davies ENDOR spectrum of Mg9HOTP4 soaked in LiClO4‒THF and dried. The spectrum was collected 

at 5 K. Inset: fine scan at the RF frequency range corresponding to 7Li. 

5.7 Perspective 

Several other experiments revealed additional benefits towards chemical sensing by using a porous qubit 

framework such as Mg9HOTP4. First, impregnation in MOF solves the issue of solubility met by organic 

radicals. HHTP, the precursor ligand itself, is marginally soluble in most solvents, preventing its direct use 

as a sensor. On the other hand, because most MOFs are insoluble in organic solvents yet porous, as is 

demonstrated for Mg9HOTP4‒THF, penetration of the organic solvent and analyte species into the MOF 

pores improves the effective concentration of organic radicals, reduces tumbling problems, and imparts 

sensor recoverability. Indeed, the MOF porosity is key to making the sensing protocol successful. CP-
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ESEEM measurement of HHTP crystallites, a non-porous material with similar radical concentration as 

Mg9HOTP4, soaked in 0.1 mol/L LiClO4‒THF produced no 7Li signal (Figure 5.17). This can be explained 

by the insufficient exposure of the radical sites to Li+, which is unable to reach the detection limit of the X-

band pulsed EPR spectrometer. Third, MOFs integrating organic radicals may act as a polarizing matrix for 

dynamic nuclear polarization of guest molecules/ions.31 Preliminary evidence was obtained by pulsed 

ENDOR of Mg9HOTP4 after being soaked in LiClO4‒THF and dried that displays a 7Li resonance peak at 

5 K, indicating polarization transfer from HOTP radical to the nuclear spin of 7Li (Figure 5.18). Fourth, the 

synthetic condition of the MOFs provides an extra handle for tuning the spin relaxation properties of the 

organic qubits and in turn the sensing performance. For instance, extended heating from 1 to 5 days during 

the Mg9HOTP4 synthesis improves T1 from 9.5 to 21.3 μs and Tm from 0.17 to 0.24 μs, despite the absence 

of apparent change in the ensemble crystallinity (Figure 5.19). This improvement in T1 and Tm is tentatively 

attributed to crystal annealing, which heals local defects and removes sources of spin relaxation. Towards 

this end, we note that the correlation between synthetic condition and spin relaxation properties plays an 

essential role in the reproducibility of the sensing experiments reported in this paper. Works are undertaken 

to understand the interplay of these factors to improve batch-to-batch consistency of sensing performance. 

 

Figure 5.19. Experimental PXRD patterns of Mg9HOTP4 synthesized at 80 °C for 1 (red), 2 (yellow), 3 (green), 4 

(cyan), 5 (blue) days with laboratory instrument. 

In conclusion, we hereby demonstrate the first example of sensing of chemical analytes using MOFs 

containing organic radical qubits. The work also demonstrates the first application of quantitative hyperfine 

spectroscopic techniques in the sensing of chemical analytes based on electron spin qubits. Based on this 

method, higher sensitivity may yet be achieved by MOF functionalization with strongly-binding groups to 

guest ions,18 as well as employing more sensitive hyperfine spectroscopic methods.59 Additionally, the same 

sensing protocol could be adapted to lower-frequency EPR measurements, where microwave permittivity 
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of strongly-polar solvents is much higher.60 Therefore, pulsed low-frequency EPR is a promising alternative 

for quantum sensing in biological and battery-related environments. Finally, the quantum sensing principles 

demonstrated herein are likely transferrable to other pulsed EPR devices. Ultimately, even single-

ion/molecule sensitivity may be achieved by addressing single molecular electron spin qubits with 

electrically or optically detected magnetic resonance.8,25 

5.8 Methods 

5.8.1 Materials 

All commercially available chemicals were used without further purification unless otherwise noted. 

Mg(acetate)2·4H2O (99%) was purchased from Strem. 2,3,6,7,10,11-hexahydroxytriphenylene (HHTP) 

(95%) was purchased from ACROS Organics and was recrystallized from 1:1 dichloromethane‒methanol 

solution under nitrogen atmosphere before storage in a nitrogen-filled glovebox. LiClO4 (anhydrous, 99%), 

NaClO4 (anhydrous, 98%), and potassium bromide (99+%) were purchased from Alfa-Aesar. TEMPO 

(98%) was purchased from Sigma-Aldrich. Dimethyl sulfoxide (DMSO) (≥99.9%), dichloromethane 

(≥99.5%), methanol (≥99.8%), ethanol (anhydrous), acetone (≥99.5%), and tetrahydrofuran (≥99.9%) were 

purchased from VWR. Deuterated solvents were purchased from Sigma-Aldrich. All yields refer to isolated 

yields. 

5.8.2 Synthetic Procedures 

Synthesis of Mg9HOTP4 was performed in aerobic condition. The standard synthetic procedure is 

described as follows: 272.6 mg Mg(acetate)2·4H2O dissolved in 3.6 mL deionized (DI) H2O is mixed with 

a solution of 10 mg HHTP dissolved in 0.4 mL DMSO in a closely capped 20 mL glass vial. The choice of 

solvents targets at better dissolution of the metal precursor and dispersion of HHTP by breaking its 

intermolecular π-stacking interaction. The mixture was heated at 80 °C for 3 days, and the solids were 

collected by vacuum filtration after cooling to room temperature. The solids were then washed three times 

with DI water, ethanol, and acetone, and was dried on the filter, producing the final product with 86% yield. 

Procedures for Mg9HOTP4 synthesized under other conditions were modified accordingly based on the 

procedure above. Elemental analysis calculated for Mg9C72H24O24·15(H2O): C, 49.08%; H, 3.09%; N, 0.0%; 

Found: C, 49.10%; H. 3.19%; N, <0.1%. 

No significant variation in the crystal morphology and size was observed for synthesis durations of 1‒5 

days, suggesting the crystal growth was mostly complete during the initial reaction period (Figure 5.2). 

Thermogravimetric analysis under nitrogen atmosphere revealed continuous weight loss up to 700 °C, 

corresponding to final conversion of Mg9HOTP4 to magnesium oxide or nitride. The initial weight loss 
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below 100 °C suggests the presence of labile coordination water, which agrees with the result of elemental 

analysis. 

 

Figure 5.20. TGA plot for Mg9HOTP4. Red: remaining relative mass percentage; blue: derivative of the weight 

percentage change. 

5.8.3 Physical Characterization Methods 

Thermogravimetric analysis (TGA) 

TGA was performed on a TA Instruments Q500 Thermogravimetric Analyzer at a heating rate of 

2.0 °C/min under nitrogen flow of 5 mL/min on a platinum pan from room temperature to 700 °C (Figure 

5.20). 

Microelemental analysis 

Microelemental analysis was performed by Robertson Microlit Laboratories, Ledgewood, New Jersey. 

Powder x-ray Diffraction (PXRD) 

Synchrotron PXRD patterns were obtained at beamline 11-BM of the Advanced Photon Source (APS), 

using a wavelength of 0.517045 Å. Diffraction patterns were collected at 100 K. Data points were collected 

every 0.001° (2θ step) in a range from -6 to 28° 2θ are scanned over a 34° 2θ range, with data points 

collected every 0.001° 2θ (actual 2θ/step is 0.0009984375°) and scan speed of 0.1 s/step. The 11-BM 

instrument uses X-ray optics with two platinum-striped mirrors and a double-crystal Si(111) 

monochromator, where the second crystal has an adjustable sagittal bend.61 Ion chambers monitor incident 

flux. A vertical Huber 480 goniometer, equipped with a Heidenhain encoder, positions an analyzer system 

comprised of twelve perfect Si(111) analyzers and twelve Oxford-Danfysik LaCl3 scintillators, with a 

spacing of 2° 2θ.62 Analyzer orientation can be adjusted individually on two axes. A three-axis translation 

stage holds the sample mounting and allows it to be spun, typically at ~5400 RPM (90 Hz). A Mitsubishi 

robotic arm is used to mount and dismount samples on the diffractometer.63 Oxford Cryosystems 

Cryostream Plus device allows sample temperatures to be controlled over the range 80-500 K when the 

robot is used. The diffractometer is controlled via EPICS.64 Data are collected while continually scanning 
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the diffractometer 2θ arm. A mixture of NIST standard reference materials, Si (SRM 640c) and Al2O3 

(SRM 676) is used to calibrate the instrument, where the Si lattice constant determines the wavelength for 

each detector. Corrections are applied for detector sensitivity, 2θ offset, small differences in wavelength 

between detectors, and the source intensity, as noted by the ion chamber before merging the data into a 

single set of intensities evenly spaced in 2θ. Background of PXRD patterns were corrected by Bruker 

Diffrac. Suite EVA software. The unit cell parameters were determined directly from the synchrotron 

PXRD pattern by TREOR,65 and the diffraction intensities were extracted by Le Bail fitting using 

JANA2006.66 

The laboratory PXRD patterns were obtained with Bruker Advance II diffractometer equipped with a 

θ/2θ Bragg-Brentano geometry and Ni-filtered CuKα radiation (Kα1 = 1.5406 Å, Kα2 = 1.5444 Å, 

Kα1/Kα2 = 0.5). The tube voltage and current were 40 kV and 40 mA, respectively. A scan rate of 2 seconds 

per step and a step size of 0.02° was adopted. Samples for PXRD were prepared by placing a thin layer of 

the appropriate material on a zero-background silicon crystal plate.  

Gas adsorption measurements  

Gas adsorption isotherms were measured by a volumetric method using a Micromeritics ASAP 2020 

gas sorption analyzer. Samples were pre-activated with super critical CO2, transferred into an Ar-filled 

glovebox to a pre-weighed analysis tube, and capped with a Micromeritics TranSeal. The tube was brought 

out of the glovebox and activated at 60 °C on the degas port of the gas sorption analyzer. The tube was then 

brought back into the glovebox to determine the mass of the sample and the pre-weighed tube, then brought 

out of the glovebox and transferred to the analysis port of the gas sorption analyzer. Free space correction 

measurements were performed using ultra-high purity He gas (UHP grade 5, 99.999% pure). Nitrogen 

isotherms were measured using UHP grade nitrogen. All nitrogen analyses were performed using a liquid 

nitrogen bath at 77 K. Oil-free vacuum pumps were used to prevent contamination of sample or feed gases. 

Scanning electron microscopy (SEM) 

SEM was conducted at MIT MRSEC on a Zeiss Merlin high-resolution scanning electron microscope 

with an InLens detector at an operating voltage of 4.00 kV. 

High Resolution Transmission Electron Microscopy (HRTEM) 

Cryo-EM images were obtained with a Talos Arctica G2 transmission electron microscope operated at 

an accelerating voltage of 200 kV with Falcon3EC direct electron detector. Samples were drop-cast onto 

Cu TEM grids from powder dispersed in methanol. The TEM dose rate was maintained between 4.8 and 

18.7 e−/(Å2s). We note that no damage to the MOF structures were detected during brief exposures at these 

dose conditions, but higher doses would cause significant and rapid structural damage. All image 

acquisition was done using Digital Micrograph 4.0 software at 0.3 s exposure time (~1.5 – 5.6 e−/(Å2s) 

cumulative dose per image), with focusing done adjacent to the region imaged to minimize beam exposure 
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prior to image acquisition (standard low dose imaging protocols). Analysis of the raw HRTEM data (.dm4), 

including FFT and intensity profile analysis, was done using FIJI ImageJ software (https://imagej.net/Fiji/). 

Micro ED data collection, procession and structure solution 

The Mg9HOTP4 crystals were dispersed in ethanol and ultrasonication for 5 min. A droplet of suspension 

was then transferred on a copper grid. The Micro ED data were collected on 200kV JEOL JEM-2100 (Cs 

1.0 mm, point resolution 0.23 nm) transmission electron microscope using the software of instamatic. 

Before data collection, the sample was cooled down to 96K by using Gatan cryo-transfer tomography holder. 

During the data collection, the goniometer was rotated continuously while the selected area ED patterns 

were captured from the crystal simultaneously by a quad hybrid pixel detector (Timepix, 512 × 512 pixels, 

pixel size 55 μm, Amsterdam Sci. Ins.). Eight datasets were collected on eight individual Mg9HOTP4 

crystals, covering a tilt range from 50.48o to 97.85o. All the ED patterns were recorded under the spot size 

3 with the exposure time 0.5s. 

The 3D reciprocal lattice was reconstructed by the software REDp,67 which was very useful for indexing 

and obtaining the reflection conditions. Eight crystals could be indexed with very similar unit cells, with 

mean lattice parameters of a = 22.68 Å, c = 13.81 Å, in space group 𝑃3̅𝑐1 (Figure 5.21, reflection condition: 

ℎ̅ℎ0𝑙 = 2𝑛, 000𝑙 = 2𝑛). The X-ray crystallography software package XDS68 was used for data processing 

to estimate integrated diffraction intensities. In order to improve the completeness, XSCALE68 was then 

applied for data merging, which resulted in a completeness of 99% by merging the eight datasets. The 

SHELX69 software package was used for structural analysis, where SHELXT70 was used for structure 

solution and SHELXL for structure refinement. As the resolution of these Micro ED datasets was measured 

up to 0.91 Å (Figure 5.22), leading to the location of all non-hydrogen atomic positions in Mg9HOTP4 

framework directly by ab initial method. Atomic scattering factors for electrons based on neutral atoms 

were used to refinement. The atomic displacement parameters (ADPs) for all framework atoms were refined 

anisotropically. The anisotropic refinement of the ADPs was stable without the addition of restraints except 

the C-C bonds in the rigid HHTP. In order to deduct the contribution of diffraction from the disordered 

guest molecules in the pores, the PLATON/SQUEEZE71 procedure was conducted during the refinement. 

In the final stages of the refinement, structure refinement was using the lattice parameters obtained from 

Pawley fitting of the Synchrotron powder X-ray diffraction data (Figure 5.23), reasoning that these would 

be more accurate than those obtained from ED data. Crystallographic details are summarized in Table 5.5. 
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Figure 5.21. 3D reciprocal lattice of typical Micro ED dataset of Mg9HOTP4 crystal. (ℎ̅ℎ0𝑙) (b), (hk0) (c), and (ℎℎ2ℎ̅̅̅̅ 𝑙) 
(d) slices cut from the reconstructed reciprocal lattice of Mg9HOTP4 crystal. 

 

Figure 5.22. 3D reciprocal lattice of typical Micro ED dataset along a*-b* direction. (b) Typical SAED patterns with 

resolution of 0.91Å . 
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Figure 5.23. Pawley fitting of the synchrotron PXRD pattern of Mg9HOTP4. 
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Table 5.5. Experimental parameters of micro-ED experiment, crystallographic data, and structure refinement details 

of Mg9HOTP4. 

Experimental parameters and crystallographic data 

Number of datasets 8 

Tilt step  0.23° 

Wavelength 0.0251 Å 

Program for data procession XDS 

Program for structure solution ShelxT 

Crystal system trigonal 

Unit cell dimensions a=22.68Å, c=13.81Å 

Possible space group P-3c1 

Resolution 0.91 Å 

Completeness 99.0% 

Rint 44.17% 

No. of reflections 43040 

No. of unique reflections 2176 

Structure refinement against Micro ED data 

Formula [Mg3HOTP2(H2O)6][Mg3HOTP(H2O)12]2 

Crystal system trigonal 

Space group P-3c1 

Unit cell dimensions 
a = 22.0600(3)Å 

c = 13.3465(3)Å 

Volume 5624.8(2)Å3 

Z 2 

ρ (g/cm3 )  1.164 

F(000) 690 

Dataset (h,k l) −22 ≤ h ≤ 22, −22 ≤ k ≤ 22, −13 ≤ l ≤ 13 

Tot., Uniq. Data, Rint 43040, 2176, 44.17% 

Observed Data [Fo > 4sig(Fo)] 1511 

Nreflections, Nparameters, Nrestraints 2176, 120, 30 

R1, wR2, Gof  0.2490, 0.5294, 1.689 

I/𝜎 4.6 

ρmin, ρmax (e- /Å3 ) −0.2/0.2 

 

CW and pulsed electron paramagnetic resonance spectroscopy measurements 

X-band CW EPR data were acquired on a Bruker EMX spectrometer equipped with an ER4199HS high 

sensitivity resonator at Department of Chemistry Instrumentation Facility, Massachusetts Institute of 

Technology or Center for Nanoscale Materials, Argonne National Laboratory or on a Bruker ELEXSYS-

E580 FT/CW EPR spectrometer equipped with a pulsed EPR/ENDOR resonator (EN 4118 X-MD4W) at 
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Center for Nanoscale Materials, Argonne National Laboratory. Simulation and fitting of CW EPR spectra 

were performed with the Easyspin package for Matlab72 or with home-developed Python programs. 

Standards for quantitative EPR measurements were prepared as solid solutions of TEMPO in potassium 

bromide at different concentrations by grinding in a mortar. EPR intensities for quantitative measurements 

were obtained from double integration of the CW EPR spectra after performing baseline correction. 

D-band EPR echo-detected field sweep (EDFS) spectra were obtained on a spectrometer operating at 

fixed microwave frequency of 139.997 GHz with procedures described in previous literatures.73,74 Samples 

were kept at 80 K using liquid nitrogen, an Oxford Spectrostat CF flow cryostat, and an ITC 502 

temperature controller (Oxford Instruments).  

All X-band pulsed EPR data were acquired on a Bruker ELEXSYS-E580 FT/CW EPR spectrometer 

equipped with a pulsed EPR/ENDOR resonator (EN 4118 X-MD4W), a 1 kW traveling wave tube amplifier 

(Applied Systems Engineering 117X), and a 150 W RF amplifier (Bruker BioSpin GmbH 

T1811273/167000014) at the Center for Nanoscale Materials, Argonne National Laboratory. All solid 

samples for EPR measurements were sealed under vacuum in Wilmad 4mm thin wall quartz EPR Sample 

tubes (707-SQ-250M) at room temperature. All samples containing liquids were sealed under vacuum in 

same EPR sample tubes after freezing in a liquid nitrogen bath. Electrolyte-treated solid samples were 

prepared by soaking dry MOF powders in THF solutions of corresponding electrolytes (LiClO4 or NaClO4 

or their mixture) overnight under ambient conditions, followed by vacuum filtration and quick flushing 

using THF to remove residual dried salt on the MOF surface. Temperature was maintained at room 

temperature (296 ± 0.5 K) or was controlled by a helium cryostat (Oxford Instruments CF935O) and a 

temperature controller (Oxford Instruments MercuryiTC). Magnetic field was calibrated by a standard 

BDPA radical sample, which revealed +0.6254 mT correction. The magnetic fields of all pulsed EPR data 

were corrected with this correction value. 

For pulsed EPR measurements, 3π/2 and π pulses were applied with lengths of 24 ns and 16 ns, 

respectively. These short pulses were selected to maximize excitation of electron spins. Instead of a π/2 

pulse, the 3π/2 pulse was used to achieve better pulse length precision (the 8 ns pulse has been found to be 

unstable). The pulse lengths were optimized with a three-pulse nutation sequence (nutation pulse ‒ T ‒ 3/2π 

‒  ‒ π ‒  ‒ echo) where the length of the nutation pulse was varied and delays were set as  = 200 ns and 

T = 400 ns. The relationship between the intensity of the echo and the length of the nutation pulse exhibits 

a nutation pattern. The microwave attenuation was tuned such that the corresponding pulse lengths of the 

local maxima and minima are integer multiples of 16 ns. Pulses were phased by applying a two-pulse Hahn 

echo sequence (3π/2 ‒  ‒ π ‒  ‒ echo) at the resonant magnetic field and adjusting the phase to maximize 

the sum of square of the real component and minimize the sum of square of the imaginary component of 

the Hahn echo. All pulsed EPR data were further phased by maximizing the sum of square of their real 
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component and minimizing the sum of square of their imaginary component. All experiments were 

conducted with the shot repetition time (SRT) being longer than five times of T1. When echo integration 

was applied, approximately the top 2/3 of the echo was integrated to reduce the influence of noise. 

The EDFS spectrum was collected with a two-pulse Hahn echo sequence (3π/2 ‒  ‒ π ‒  ‒ echo) with 

4.0 mT scan width, 200 ns delay time, 800 transient averages, 80 shots per point, and 512 data points. Two-

step phase cycling was employed with pulse phases of (+x, +x) and (-x, +x) to cancel background drift and 

the defense pulse. Integration of the echo was plotted against the magnetic field strength, giving an EDFS 

spectrum. 

The spin-lattice relaxation time (T1) was characterized by an inversion recovery sequence (π ‒ T ‒ 3/2π 

‒  ‒ π ‒  ‒ echo) with 800 transient averages, 512 shots per point, 512 data points and at the magnetic 

field with the maximum EDFS intensity (approximately 344 mT) (Figure 5.24).  was fixed at 200 ns. T 

started at 400 ns and was incremented with 600 ns per step. Four-step phase cycling was employed with 

pulse phases of (+x, -x, +x) (+x, +x, +x) (-x, -x, +x) and (-x, +x, +x) to cancel background drift, unwanted 

echoes, and the defense pulse. Integration of the echo was plotted against the delay time, T, giving an 

inversion recovery curve that was fitted by a biexponential decay function, 

𝐼(𝑇) = 𝐼0 − 2𝐴1𝑒
− 𝑇

𝑇1 − 2𝐴𝑆𝑒
− 𝑇

𝑇𝑠 

with I(T) the echo intensity at the delay time T, I0 the fully recovered echo intensity, TS the shorter relaxation 

time, and AL and AS the pre-factors. The fitting revealed two spin relaxation times. The shorter one, TS, is 

attributed to the decay time constant due to spectral diffusion, instantaneous diffusion, and/or other fast 

relaxation processes. The longer one was taken as the spin-lattice relaxation time, T1. 

 

Figure 5.24. Inversion recovery curves of Mg9HOTP4 in LiClO4‒THF with various concentrations. These curves were 

collected at 296 K. 
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Figure 5.25. Echo decay curves of Mg9HOTP4 in LiClO4‒THF with various concentrations. These curves were 

collected at 296 K. The weakly oscillatory features are results of ESEEM, which do not significantly influence mono-

exponential fitting due to their weakness. 

The phase memory time (Tm) was characterized by a two-pulse Hahn echo sequence (3π/2 ‒  ‒ π ‒  ‒ 

echo) with 800 transient averages, 1024 shots per point, 512 data points and at the magnetic field with the 

maximum EDFS intensity (approximately 344 mT) (Figure 5.25).  started at 200 ns and was incremented 

with 2 ns per step. Two-step phase cycling was employed with pulse phases of (+x, +x) and (-x, +x) to 

cancel background drift and the defense pulse. Integration of the echo was plotted against twice of the delay 

time, 2, giving an echo decay curve that was fitted by a monoexponential decay function, 

𝐼(2𝜏) = 𝐼0 + 𝐴𝑒
− 2𝜏

𝑇𝑚 

with the I(2) the echo intensity at delay time 2, I0 the baseline echo intensity, and A the pre-factor. The 

fitting revealed the phase memory time, Tm. 

The nutation experiment was conducted with a three-pulse sequence (nutation pulse ‒ T ‒ 3/2π ‒  ‒ π 

‒  ‒ echo) with 800 transient averages, 320 shots per point, 1024 data points and at the magnetic field with 

the maximum EDFS intensity (approximately 344 mT). The length of the nutation pulse started at 0 ns and 

was incremented with 2 ns per step.  was fixed at 200 ns. Four-step phase cycling was employed with 

pulse phases of (+x, -x, +x) (+x, +x, +x) (-x, -x, +x) and (-x, +x, +x) to cancel background drift, unwanted 

echoes, and the defense pulse. Integration of the echo was plotted against the length of the nutation pulse, 

giving a nutation curve. Various microwave attenuations were employed (0, 3, 6, 9, 12, 15, and 18 dB). The 

nutation curve was background-corrected with linear fitting, apodized with the Hamming window function, 

zero-filled, and transformed to frequency domain by Fourier transform. The peaks corresponding to the 

nutation and the Larmor frequency of 1H were observed in the frequency-domain spectrum. The latter signal 

is the result of the Hartman‒Hahn effect of the precessing 1H nucleus. The peak frequency of the former 
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was recorded as the Rabi frequency. The Rabi frequencies observed at various microwave attenuation was 

plotted against the ratio between the magnetic field of the output microwave (𝐵𝑀𝑊 𝑜𝑢𝑡𝑝𝑢𝑡) and the input 

microwave (𝐵𝑀𝑊 𝑖𝑛𝑝𝑢𝑡, before attenuation), which is 10− 𝐴
20 𝑑𝐵 with A the microwave attenuation in the unit 

of dB.  

The CP-ESEEM spectroscopy was conducted with a four-pulse sequence (3/2π ‒  ‒ 3/2π – T ‒ π ‒ T ‒ 

3/2π ‒  ‒ echo) with 800 transient averages, 512 shots per point, 1024 data points and at the magnetic field 

with the maximum EDFS intensity (approximately 344 mT). T started at 400 ns and was incremented 8 ns 

per step. Eight-step phase cycling was employed with pulse phases of (+x, +x, +x, +x) (-x, +x, +x, +x) (+x, 

-x, +x, +x) (-x, -x, +x, +x) (+x, +x, +x, -x) (-x, +x, +x, -x) (+x, -x, +x, -x) (-x, -x, +x, -x) to cancel 

background, unwanted echoes, and the defense pulse.  was fixed at 120 ns or 130 ns for 7Li or 23Na sensing, 

respectively, which were optimal delay time determined by the CP-ESEEM vs.  experiment (vide infra). 

Integration of the echo was plotted against the delay time, T, giving an oscillatory time-domain CP-ESEEM 

spectrum. The time-domain CP-ESEEM spectrum was background-corrected with polynomial fitting, 

apodized with the Hamming window function, zero-filled, and transformed to frequency domain by Fourier 

transform. The peaks in the frequency-domain CP-ESEEM spectrum corresponding to 7Li and 1H were 

quantitatively analyzed based on the maximum Fourier transform intensity of each peak as the peak 

intensity. For the spectra collected when the LiClO4 concentration is below 5 × 10‒3 mol/L, the 7Li peaks 

are not resolved and Fourier transform intensity at the frequency expected for the 7Li peak (11.41 MHz) is 

used as the peak intensity.  

The CP-ESEEM vs.  experiment was conducted with the four-pulse sequence (3/2π ‒  ‒ 3/2π – T ‒ π 

‒ T ‒ 3/2π ‒  ‒ echo) with 800 transient averages, 192 shots per point and at the magnetic field with the 

maximum EDFS intensity (approximately 344 mT).  started at 70 ns and was incremented 2 ns per step 

till 400 ns. For each , T started at 400 ns and was incremented by 2 ns per with 512 data points. Eight-step 

phase cycling was employed with pulse phases of (+x, +x, +x, +x) (-x, +x, +x, +x) (+x, -x, +x, +x) (-x, -x, 

+x, +x) (+x, +x, +x, -x) (-x, +x, +x, -x) (+x, -x, +x, -x) (-x, -x, +x, -x) to cancel background drift, unwanted 

echoes, and the defense pulse. For each , integration of the echo was plotted against the delay time, T, 

giving an oscillatory time-domain CP-ESEEM spectrum. The time-domain CP-ESEEM spectrum was 

background-corrected with linear fitting, apodized with the Hamming window function, zero-filled, and 

transformed to frequency domain by Fourier transform. The frequency-domain CP-ESEEM spectrum was 

plotted against , giving a two-dimensional CP-ESEEM spectrum. The 7Li and 1H CP-ESEEM peaks 

coincidentally reach maxima at  = 120 ns. Therefore, this optimal delay time was used for CP-ESEEM, 

three-pulse ESEEM (vide infra), and hyperfine sublevel correlation spectroscopy (HYSCORE) experiments 
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for 7Li sensing. The 23Na CP-ESEEM peak reaches maxima at  = 130 ns, so this optimal delay time was 

used for 23Na sensing experiments. 

The three-pulse ESEEM spectroscopy was conducted with a three-pulse sequence (3/2π ‒  ‒ 3/2π – T 

‒ 3/2π ‒  ‒ echo) with 800 transient averages, 1024 shots per point, 1024 data points and at the magnetic 

field with the maximum EDFS intensity (approximately 344 mT). T started at 400 ns and was incremented 

4 ns per step. Four-step phase cycling was employed with pulse phases of (+x, +x, +x) (-x, +x, +x) (+x, -x, 

+x) (-x, -x, +x) to cancel background, unwanted echoes, and the defense pulse.  was fixed at 120 ns, which 

was an optimal delay time determined by the CP-ESEEM vs.  experiment. Integration of the echo was 

plotted against the delay time, T, giving an oscillatory time-domain three-pulse ESEEM spectrum. The 

time-domain three-pulse ESEEM spectrum was background-corrected with polynomial fitting, apodized 

with the Hamming window function, zero-filled, and transformed to frequency domain by Fourier transform. 

The HYSCORE spectroscopy was conducted with a four-pulse sequence (3/2π ‒  ‒ 3/2π ‒ t1 ‒ π ‒ t2 ‒ 

3/2π ‒  ‒ echo) at 296 K with 800 transient averages, 256 shots per point, and at the magnetic field with 

the maximum EDFS intensity (approximately 344 mT). Both t1 and t2 started at 400 ns and were 

incremented 16 ns per step independently with 256 data points.  was fixed at 120 ns, which is the optimal 

delay time determined by the CP-ESEEM vs. τ experiment. Eight-step phase cycling was employed with 

pulse phases of (+x, +x, +x, +x) (-x, +x, +x, +x) (+x, -x, +x, +x) (-x, -x, +x, +x) (+x, +x, +x, -x) (-x, +x, +x, 

-x) (+x, -x, +x, -x) (-x, -x, +x, -x) to cancel background, unwanted echoes, and the defense pulse. For each 

combination of t1 and t2, integration of the echo was plotted against the t1 or t2, giving an oscillatory ESEEM 

curve. In both dimensions, the ESEEM curves were background-corrected with polynomial fitting, 

apodized with the Hamming window function, and zero-filled. The results were transformed to frequency 

domain by two-dimensional Fourier transform, giving the HYSCORE spectrum. 

Pulsed ENDOR experiment was conducted with a Davies ENDOR sequence (πMW ‒ t1 ‒ πRF ‒ t2 ‒ 

πMW/2‒ τ ‒ πMW ‒ τ ‒ echo) at 5 K with 10 transient averages, 1 shot per point, 1024 data points, at the 

magnetic field with the maximum EDFS intensity (approximately 348 mT), with various RF frequency. No 

phase cycling was applied. This experiment needs to be conducted at low temperature because it requires 

relatively long T1. The πMW/2 and πMW pulses (MW stands for microwave) were adjusted to 128 ns and 256 

ns, respectively, by tuning microwave attenuation with the guide of an electron spin nutation experiment. 

These long pulses were used to achieve hyperfine selection that is necessary for Davies ENDOR. The RF 

(RF stands for radio frequency) attenuation was tuned such that the RF power is maximized without 

generating harmonic peaks. The length of the πRF pulse, which was typically between 10 and 20 μs, was 

determined by a nuclear spin nutation experiment. Integration of the echo was plotted against the RF 

frequency, giving a Davies ENDOR spectrum. 
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Baseline correction, apodization, zero-filling, and Fourier transform of ESEEM and HYSCORE spectra 

were processed by Bruker Xepr software. T1 and Tm fitting were performed with OriginPro 2020. 

EPR spectra fitting 

The X-band CW EPR spectrum of dry powder of Mg9HOTP4 was fitted by a home-developed Python 

program with S = ½ and the weak Dysonian lineshape:75 

𝑑𝜒

𝑑𝐻0
=

−2 cos 𝜑 Δ𝐻(𝐻0 − 𝐻𝑟) + sin 𝜙 [Δ𝐻2 − (𝐻0 − 𝐻𝑟)2]

[Δ𝐻2 + (𝐻0 − 𝐻𝑟)2]
 

where 
𝑑𝜒

𝑑𝐻0
 represents the CW EPR signal, 𝜑 the phase shift of the microwave magnetic field in the sample, 

Δ𝐻 the linewidth, 𝐻0 the center field, and 𝐻𝑟 the resonance field. The isotropic g factor is calculated with 

Zeeman splitting equation: 

𝑔 =
ℎ𝜈

𝜇𝐵𝐻𝑟
 

where ℎ represents the Planck constant, 𝜈 the microwave frequency, 𝜇𝐵 the Bohr magneton. This fitting 

gives rise to the fitting curve shown in Figure 5.5a, the g factor of 2.00395, and the linewidth of 0.33 mT. 

Fitting trials with anisotropic g factor or other line shapes (Lorentzian or Gaussian line shapes) were not 

successful. 

Theoretical analysis for quantitative sensing by CP-ESEEM 

According to the HYSCORE and ENDOR spectra of Mg9HOTP4 in LiClO4‒THF (Figures 5.6f, 5.8, 

5.11), hyperfine constants (A) of 1H and 7Li are both smaller than 0.2 MHz, which are negligible compared 

with their nuclear Larmor frequencies (Table 5.1). Thus, the CP-ESEEM spectra of Mg9HOTP4 in LiClO4‒

THF can be analyzed in the weak-coupling regime. In this analysis, we treated the HOTP radical as a S = 

1/2 spin system, and analyze its hyperfine interaction with the majority isotopes of hydrogen (1H) and 

lithium (7Li). 

CP-ESEEM of S = 1/2, I = 1/2 system in weak-coupling regime 

For a S = 1/2 spin system coupled with 1H (I = 1/2), the echo-modulation formula for the CP-ESEEM 

pulse sequence, π/2 ‒ τ ‒ π/2 ‒ T ‒ π ‒ T ‒ π/2 ‒ τ ‒ echo, is given by 

𝑉𝐶𝑃
𝐻 (𝜏, 𝑇) = 1 −

𝑘𝐻

4
[𝑉𝐼 + 𝑉𝐼𝐼 + 𝑉𝐼𝐼𝐼]          (S1) 

with 

𝑉𝐼 = 3 − cos(𝜔𝛼𝜏) − cos(𝜔𝛽𝜏) − sin2 𝜂 cos(𝜔+𝜏) − cos2 𝜂 cos(𝜔−𝜏) 

𝑉𝐼𝐼 = 2𝐶𝛼(𝜏) cos (𝜔𝛼 (𝑇 +
𝜏

2
)) + 2𝐶𝛽(𝜏) cos (𝜔𝛽 (𝑇 +

𝜏

2
)) 

𝑉𝐼𝐼𝐼 = 2𝐶𝑐(𝜏) cos2 𝜂 cos (𝜔+ (𝑇 +
𝜏

2
)) − 𝐶𝑐(𝜏) sin2 𝜂 [cos (𝜔− (𝑇 +

𝜏

2
)) + cos (𝜔− (𝑇 −

𝜏

2
))] 

and 
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𝐶𝛼(𝜏) = cos2 𝜂 cos ((𝜔𝛽 −
𝜔𝛼

2
) 𝜏) + sin2 𝜂 cos ((𝜔𝛽 +

𝜔𝛼

2
) 𝜏) − cos (

𝜔𝛼𝜏

2
) 

𝐶𝛽(𝜏) = cos2 𝜂 cos ((𝜔𝛼 −
𝜔𝛽

2
) 𝜏) + sin2 𝜂 cos ((𝜔𝛼 +

𝜔𝛽

2
) 𝜏) − cos (

𝜔𝛽𝜏

2
) 

𝐶𝑐(𝜏) = −2 sin (
𝜔𝛼𝜏

2
) sin (

𝜔𝛽𝜏

2
) 

In this formula, 𝑘𝐻, 𝜔𝛼, 𝜔𝛽, 𝜔+, and 𝜔− are given by 

𝑘𝐻 = (
𝐵𝐻𝜔𝐻

𝜔𝛼𝜔𝛽
)

2

 

𝜔𝛼 = |(𝜔𝐻 +
𝐴𝐻

2
) cos 𝜂𝛼 −

𝐵𝐻

2
sin 𝜂𝛽| 

𝜔𝛽 = |(𝜔𝐻 −
𝐴𝐻

2
) cos 𝜂𝛼 +

𝐵𝐻

2
sin 𝜂𝛽| 

𝜔± = 𝜔𝛼 ± 𝜔𝛽 

where 𝐴𝐻 and 𝐵𝐻 represent secular and pseudo-secular hyperfine coupling constants of 1H, respectively, 

𝜔𝐼 represents the nuclear Larmor frequency, and 𝜂𝛼,𝛽 and 𝜂 are given by 

𝜂𝛼,𝛽 = tan−1 (−
±

𝐵𝐻
2

±
𝐴𝐻
2

+𝜔𝐻

) 

𝜂 =
𝜂𝛼 − 𝜂𝛽

2
 

In the weak-coupling regime where 𝐴𝐻 ≪ 𝜔𝐻 and 𝐵𝐻 ≪ 𝜔𝐻, the above equations indicate 𝜔𝛼 ≈ 𝜔𝐻, 

𝜔𝛽 ≈ 𝜔𝐻, sin 𝜂 ≈ 0, cos 𝜂 ≈ 1, 𝑘 ≈ (𝐵𝐻
𝜔𝐻

)
2

≪ 1. Thus, equation (S1) can be re-written as 

𝑉𝐶𝑃
𝐻 (𝜏, 𝑇) ≈ 1 −

𝑘𝐻

2
[1 − cos(𝜔𝐻𝜏)] [1 − cos (2𝜔𝐻 (𝑇 +

𝜏

2
))] = 1 − 𝐾𝐻(1 − 𝑆𝐻) = 1 − 𝐾𝐻 + 𝐾𝐻𝑆𝐻  (S2) 

where 

𝐾𝐻(𝜏) =
𝑘𝐻

2
[1 − cos(𝜔𝐻𝜏)] ≪ 1 

𝑆𝐻(𝜏, 𝑇) = cos [2𝜔𝐻 (𝑇 + 
𝜏

2
)] 

CP-ESEEM of S = 1/2, I = 3/2 system in weak-coupling regime 

For a S = 1/2 spin system coupled with 7Li (I = 3/2), because both the nuclear quadrupole splitting and 

hyperfine splitting of 7Li are negligible compared to its nuclear Zeeman splitting, the CP-ESEEM spectrum 

dominated by three transitions among with |∆𝑚𝐼| = 1 . When these single-quantum transitions are 

considered exclusively, the echo modulation of 7Li behaves similarly with that of 1H whose only transition 

is between 𝑚𝐼 = −1/2 and 𝑚𝐼 = +1/2 sublevels. Thus, the echo-modulation of 7Li could be simplified 

as: 
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𝑉𝐶𝑃
𝐿𝑖 (𝜏, 𝑇) ≈ 1 − 𝑐𝑘𝐿𝑖[1 − cos(𝜔𝐿𝑖𝜏)] [1 − cos (2𝜔𝐿𝑖 (𝑇 +

𝜏

2
))] = 1 − 𝐾𝐿𝑖(1 − 𝑆𝐿𝑖) = 1 − 𝐾𝐿𝑖 + 𝐾𝐿𝑖𝑆𝐿𝑖 

                   (S3) 

where 𝑐 is a constant that reflects the contribution of the three transitions and 𝐾𝐿𝑖 and 𝑆𝐿𝑖 are expressed as 

𝐾𝐿𝑖(𝜏) = 𝑐𝑘𝐿𝑖[1 − cos(𝜔𝐿𝑖𝜏)] ≪ 1 

𝑆𝐿𝑖(𝜏, 𝑇) = cos [2𝜔𝐿𝑖 (𝑇 +  
𝜏

2
)] 

In CP-ESEEM experiments, 𝜏 is fixed and 𝑇 is varied. Hence, 𝐾𝐻(𝜏)and 𝐾𝐿𝑖(𝜏) are constant whereas 

𝑆𝐻(𝜏, 𝑇) and 𝑆𝐿𝑖(𝜏, 𝑇) are oscillatory. Fourier transform of Equation (S2) and Equation (S3) versus T gives 

peaks centered at 2𝜔𝐻  and 2𝜔𝐿𝑖 , which are observed in the frequency-domain CP-ESEEM spectra of 

Mg9HOTP4 in LiClO4‒THF. 

CP-ESEEM of Mg9HOTP4 in THF 

For the system where the Mg9HOTP4 crystallites are soaked in tetrahydrofuran (THF), the ligand-based 

radical interacts with the nuclear spin of 1H nuclei in HOTP, the coordinating H2O, and THF. Suppose that 

there are N radicals in a sample of Mg9HOTP4 ‒THF, each of which interacts with on average m 1H in 

HOTP, H2O, or THF. The total echo modulation is given by 

𝑉𝐶𝑃(𝜏, 𝑇) = 𝑁 ∏ 𝑉𝐶𝑃
𝑖,𝐻(𝜏, 𝑇)𝑚

𝑖=1                              (S4) 

where 𝑉𝐶𝑃
𝑖,𝐻(𝜏, 𝑇) represents the contribution of the ith 1H. 

Applying Equation (S2), Equation (S4) can be rewritten as 

𝑉𝐶𝑃(𝜏, 𝑇) = 𝑁 ∏(1 − 𝐾𝐻,𝑖 + 𝐾𝐻,𝑖𝑆𝐻)

𝑚

𝑖=1

= 𝑁 [1 + ∑(−𝐾𝐻,𝑖 + 𝐾𝐻,𝑖𝑆𝐻,𝑖) + 𝑂(𝐾𝐻
2

𝑚

𝑖=1

)] 

≈ 𝑁(1 − ∑ 𝐾𝐻,𝑖
𝑚
𝑖=1 ) + 𝑁 ∑ 𝐾𝐻,𝑖

𝑚
𝑖=1 𝑆𝐻              (S5) 

where 𝐾𝐻,𝑖 represents 𝐾(𝜏) of the ith 1H in HOTP, H2O, or THF, and 𝑆𝐻 represents 𝑆(𝜏, 𝑇) of 1H in all three 

types of molecules. Note that when the hyperfine constant of 1H is much smaller than the nuclear Larmor 

frequency, 𝑆𝐻  is independent on the hyperfine interaction, and higher order terms of 𝐾𝐻  are omitted 

because 𝐾𝐻 ≪ 1. 

In Equation (S5), the first term is frequency-independent, whereas the second term represents the 

modulation from 1H in HOTP, H2O, and THF. The modulation depth is proportional the coefficient, 

𝑁 ∑ 𝐾𝐻,𝑖
𝑚
𝑖=1 . 

CP-ESEEM of Mg9HOTP4 in LiClO4‒THF 

For the system where the Mg9HOTP4 crystallites are soaked in a THF solution of LiClO4, in addition to 

the nuclear spin of 1H in the HOTP, the coordinating H2O, and THF, the ligand-based radical interacts with 

the nuclear spin of 6Li and 7Li when Li+ bind to the ligand. Herein, we only consider the majority isotope, 

7Li. 
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Suppose that within the N radicals in the sample of Mg9HOTP4, M of them are bound by on average p 

7Li cations. Assume that the binding of lithium cations does not affect the interaction between the radical 

and 1H in the HOTP, the coordinating H2O, and THF. The echo modulation is given by 

𝑉𝐶𝑃(𝜏, 𝑇) = 𝑀 ∏ 𝑉𝐶𝑃
𝑖,𝐻(𝜏, 𝑇)𝑚

𝑖=1 ∏ 𝑉𝐶𝑃
𝑘,𝐿𝑖(𝜏, 𝑇)𝑝

𝑘=1 + (𝑁 − 𝑀) ∏ 𝑉𝐶𝑃
𝑖,𝐻(𝜏, 𝑇)𝑚

𝑖=1          (S6) 

where 𝑉𝐶𝑃
𝑗,𝐿𝑖(𝜏, 𝑇) represents the contribution of the jth 7Li.  

Applying Equation (S2) and Equation (S3), Equation (S6) can be written as 

𝑉3𝑃(𝜏, 𝑇) = ∏(1 − 𝐾𝐻,𝑖 + 𝐾𝐻,𝑖𝑆𝐻)

𝑚

𝑖=1

[𝑀 ∏(1 − 𝐾𝐿𝑖,𝑘 + 𝐾𝐿𝑖,𝑘𝑆𝐿𝑖)

𝑝

𝑘=1

+ (𝑁 − 𝑀)] 

= [1 + ∑(−𝐾𝐻,𝑖 + 𝐾𝐻,𝑖𝑆𝐻) + 𝑂(𝐾𝐻
2

𝑚

𝑖=1

)] × {𝑀 [1 + ∑(−𝐾𝐿𝑖,𝑘 + 𝐾𝐿𝑖,𝑘𝑆𝐿𝑖) + 𝑂(𝐾𝐿𝑖
2

𝑝

𝑘=1

)] + (𝑁 − 𝑀)} 

= 𝑁(1 − ∑ 𝐾𝐻,𝑖
𝑚
𝑖=1 − 𝑀

𝑁
∑ 𝐾𝐿𝑖,𝑘

𝑝
𝑘=1 ) + 𝑁(∑ 𝐾𝐻,𝑖

𝑚
𝑖=1 )𝑆𝐻 + 𝑀(∑ 𝐾𝐿𝑖,𝑘

𝑝
𝑘=1 )𝑆𝐿𝑖       (S7) 

where 𝐾𝐿𝑖,𝑘 represents 𝐾(𝜏) of the kth 7Li and 𝑆𝐿𝑖 represents 𝑆(𝜏, 𝑇) of 7Li. Higher order terms are omitted 

because 𝐾𝐻 ≪ 1,  and 𝐾𝐿𝑖 ≪ 1 in the weak-coupling regime. 

In Equation (S7), the first term is frequency-independent, the second term represents the modulation 

from 1H in the HOTP, the coordinating H2O, and THF, and the third term represents the modulation from 

7Li. Therefore, the ratio between the modulation depth of 7Li and 1H is given by the ratio of their coefficients, 

which is given by 

𝐼7𝐿𝑖
𝐼1𝐻

=
∑ 𝐾𝐿𝑖,𝑘

𝑝
𝑘=1

∑ 𝐾𝐻,𝑖
𝑚
𝑖=1

× 𝑀

𝑁
= 𝑐𝐾𝑅                (S8) 

where 𝑐𝐾 =
∑ 𝐾𝐿𝑖,𝑘

𝑝
𝑘=1

∑ 𝐾𝐻,𝑖
𝑚
𝑖=1

 and 𝑅 =
𝑀

𝑁
. 𝑐𝐾 is a constant. Therefore, the ratio 

𝐼7𝐿𝑖
𝐼1𝐻

 is proportional to the ratio 

(R) of radicals bound by 7Li cations (M) within all radicals (N). 

Langmuir adsorption of Li+ by Mg9HOTP4 

Because hyperfine interaction inversely scales with the square of distance between the electron spin and 

the nuclear spin, the CP-ESEEM method is capable of detecting Li+ only within a short distance from the 

radical. Hence, it is reasonable to interpret the adsorption of Li+ in Mg9HOTP4 by the Langmuir adsorption 

model that assumes monolayer adsorption, 

𝑞 =
𝑞𝑚𝑎𝑥𝐾𝑒𝑞[𝐿𝑖+]

1+𝐾𝑒𝑞[𝐿𝑖+]
            (S9) 
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where 𝑞 represents the number of occupied adsorption sites, 𝑞𝑚𝑎𝑥 represents the number of adsorption sites, 

𝐾𝑒𝑞 represents the adsorption equilibrium constant, and [𝐿𝑖+] is the equilibrium concentration of lithium 

cations in the THF solution. 

Assume that the distribution of radicals is homogeneous within a Mg9HOTP4 crystallite and that the 

adsorption capabilities of HOTP radicals and diamagnetic HOTP are identical. In this case, the fractional 

occupancy of adsorption sites in Mg9HOTP4 is equal to the fractional occupancy of radicals, 

𝑞

𝑞𝑚𝑎𝑥
= 𝑀

𝑁
= 𝑅      (S10) 

According to Equation (S10) and (S11), 

𝐼7𝐿𝑖
𝐼1𝐻

= 𝑐𝑘𝑟 = 𝑐𝑘
𝐾𝑒𝑞[𝐿𝑖+]

1+𝐾𝑒𝑞[𝐿𝑖+]
     (S11) 

This model provides satisfactory explanations to the experimental observations (Figure 5.8e). 
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