
Co-Reference Resolution in Portuguese and Spanish Texts
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Abstract

Co-reference resolution is a task focused on identify-
ing the expressions in a text referring to the same en-
tity. It has attracted a great deal of attention due to
its importance in language understanding and as a sub-
task for other Natural Language Processing problems.
The current state-of-the-art approaches are based on
the supervised training of deep neural networks, which
presents a challenge for less-resourced languages, such
as Portuguese. In this paper we propose a state-of-
the-art neural co-reference resolution model for Por-
tuguese and Spanish texts. The developed model ex-
plores a cross-lingual learning approach, aligning Por-
tuguese and Spanish word embeddings in a single vec-
tor space and training simultaneously with data from
both languages, tackling the problem of Portuguese be-
ing a less-resourced language. Our model builds on a
previous neural co-reference resolution system, devel-
oped and tuned for English data, which we adapt to
the cross-lingual scenario.
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1 Introduction

Natural Language Processing (NLP) is a scientific
field focused on giving computing machines the ability
to process, interpret and generate natural language (i.e.
human language). Hence, NLP involves several tasks,
such as the co-reference resolution task. Co-reference
resolution consists in identifying the expressions in a
text (e.g. pronouns and nouns) that refer to the same
entity. Those referring expressions are called mentions
and the entity to which they refer to it is called the
referent. A group of mentions with the same referent
is called a co-reference chain or a cluster. The goal of
a co-reference resolution system is to output all the co-
reference chains of a given text.

The problem of co-reference resolution has been
studied for many years. However, recently, researchers
started testing cutting-edge deep learning techniques to
solve it, re-gaining the interest in the subject. Co-
reference resolution already has several existent solu-
tions trained and tested over English texts, but few ex-
periments with neural models have been done for Por-
tuguese, as a less-resourced language. For this work
we propose a model for co-reference resolution on Por-
tuguese and Spanish texts. We explore a cross-lingual

learning approach, aligning Portuguese and Spanish
word embeddings in a single vector space and using data
from both languages to train. Our co-reference reso-
lution system is based on a previous Neural Network
(NN) approach developed for English data, aligned with
the state-of-the-art - NeuralCoref1. The code developed
during this work is available online2.

This paper presents the following structure: Section
2 introduces related work on co-reference resolution, fo-
cusing on systems developed for Portuguese and Spanish
texts. Section 3 describes the proposed NN model, its
hyperparameters and training strategy, and the cross-
lingual word embeddings used. Section 4 details the ex-
perimental evaluation, specifying the datasets and their
pre-processing, the evaluation metrics, and the obtained
results. Finally, Section 5 summarizes the conclusions
and presents suggestions for future work.

2 Related Work

Over the years, several works have been developed
for co-reference resolution (Sukthanker et al., 2018). Ini-
tial approaches worked on rule based resolution, using
hand-crafted rules based on syntactic and semantic fea-
tures of the text. Over the years, co-reference resolu-
tion shifted to machine learning approaches (e.g. us-
ing decision trees) and recently to deep learning mod-
els, relying on NNs. The latter models present the best
results on the task and correspond to the state-of-the-
art. Stylianou and Vlahavas (2019) presented a review
on several neural models, such as the ones developed by
Clark and Manning (2016) and Lee et al. (2017), achiev-
ing high results for English data.

Regarding co-reference resolution for Portuguese
data, Fonseca et al. (2017a) presented CORP (Co-
Reference Resolution for Portuguese), a rule based ap-
proach using lexical, syntactic and semantic knowledge.
The model has a multi-step architecture, applying a
rule in each step and grouping two mentions if the re-
strictions are satisfied. They start by performing men-
tion detection using CoGrOO parser (Silva, 2013), a
grammar checker which also provides syntactic annota-
tions. Then, a set of 13 rules is applied: 11 lexical and
2 semantic. The lexical rules cover exact and partial
matches, appositive constructions, abbreviations, nom-
inative predicates and relative pronouns. The semantic
rules cover hyponymy and synonymy relations, obtained
using Onto.PT (Oliveira, 2012).

1https://github.com/huggingface/neuralcoref
2https://github.com/NadiaSofia/Co-reference-Resolution-for-

PT-and-ES.git
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CORP links a mention to its antecedents if some rule
is verified. Based on these co-reference pairs, clusters
are formed. However, in some cases a mention can be
linked to antecedents from different clusters (i.e. refer-
ring to different entities), so it is necessary to decide
which cluster the mention belongs to. In this situation,
CORP would erroneously output a single cluster with
all mentions. To tackle that clustering problem, Fon-
seca et al. (2018) proposed a clustering method which
takes into account discourse structure, using the CORP
model as baseline. They assume that any mention is
new in the discourse if it does not have a link to one or
more antecedents. Thus, the clustering algorithm works
as follows: if the mention does not have any co-reference
relation, a new cluster is created; if the mention only has
a co-reference relation with one cluster, it is linked to
that cluster; if the mention has co-reference relations
with more than one cluster, a clustering criteria is ap-
plied to decide to which one it is linked.

As a clustering criteria, Fonseca et al. (2018) pre-
sented the five options: Closest Cluster, Cluster Weight,
Mention Weight, Mention + Cluster Weight and F1-
Score Weight. Given a mention m to link: the cluster
weight is obtained summing +1 for each CORP rule sat-
isfied by the co-referent mentions to m from that cluster;
the mention weight is obtained summing +1 for each co-
referent mention to m; the F1-Score weight of a cluster
is obtained summing the weight of each CORP rule sat-
isfied by the co-referent mentions to m from that cluster,
where the weight of each rule corresponds to the CoNLL
F1-Score obtained by applying it individually.

Both systems presented were tested on the Por-
tuguese dataset Corref-PT (Fonseca et al., 2017b).

Regarding co-reference resolution for Spanish data,
some works were developed for the SemEval-2010 Task
1 (Recasens et al., 2010). They were developed on a
gold scenario regarding mention detection, using the
gold mention boundaries from the dataset. The dataset
used was AnCora-CO-ES (Recasens and Mart́ı, 2010),
which was already divided in training and test sets.

Kobdani and Schütze (2010) proposed SUCRE, an
approach based on a relational database model and a
regular feature definition language. Its architecture is
divided in two parts: pre-processing and co-reference
resolution. In pre-processing, the text corpus is modeled
to a relational database model, which involves extract-
ing atomic word features, detecting markables (i.e. men-
tions) and extracting atomic markable features. Atomic
features are attributes - examples of atomic word fea-
tures are the position of the word in the corpus, the
gender and number, and the Part-of-Speech (POS) tag;
examples of atomic markable features are the number
of words in the markable, the syntactic role and the
semantic class. Having the relational database model,
co-reference resolution can be performed. Considering
this, SUCRE has five functional components:

1. Relational Database Model of Text Corpus: re-
quires at least the Word, Markable and Link tables.

2. Link Generator: for training, it generates a posi-
tive instance for each co-referent markable pair and
negative instances for a markable and all its not
co-referent antecedent markables.

3. Link Feature Extractor: link features are defined
over a pair of markables. A regular feature defi-
nition language with some keywords and functions
is used to select different word combinations of the
two markables.

4. Learning: trains a Decision Tree classifier on the
train data.

5. Decoding: applicable to test data. Creates the clus-
ters using best-first clustering - searches for the best
antecedent (i.e. the one with the highest probabil-
ity) predicted as co-referent.

Sapena et al. (2010) developed RelaxCor, a co-
reference resolution system based on constraint satisfac-
tion. It represents the problem as an undirected graph
connecting any pair of candidate co-referent mentions.
Given a pair of mentions, a set of constraints restrict-
ing their compatibility is used to compute the weight of
the edge connecting them. Each constraint has a weight
associated, reflecting its confidence. The edge weight is
the sum of the weights of the constraints that apply to
that mention pair. The weights can be positive or nega-
tive, indicating whether the mentions are co-referent or
not, respectively.

The constraints are learned automatically by eval-
uating a set of features over each pair of mentions in
the training data. The features used are lexical, mor-
phological, syntactic, semantic, and about distance and
position. The learned constraints are conjunctions of
feature-value pairs, forming a positive example if the
considered pair of mentions is co-referent, and a neg-
ative one otherwise. The weight associated with each
constraint is the fraction of co-referent examples where
the constraint applies minus a balance value.

RelaxCor uses relaxation labeling over the set of con-
straints for the resolution process. Relaxation labeling is
an iterative algorithm that performs function optimiza-
tion based on local information. It maintains a vector
with a probability distribution for each mention, where
each value corresponds to the probability of the men-
tion belonging to a specific partition (i.e. entity) given
all the possible partitions. During the resolution pro-
cess, these probability vectors are updated taking into
account the edge weights and the probability vectors of
the adjacent mentions. The larger the edge weight, the
greater the influence of the adjacent probability vector.
The algorithm updates the probability vectors in each
step until convergence. The final partitioning is directly
obtained by assigning each mention to the partition with
the highest probability.

Attardi et al. (2010) proposed TANL-1, a co-
reference resolution system using a binary classifier and
a greedy clustering technique. A Maximum Entropy
classifier is trained to determine whether two mentions
refer to the same entity or not. Regarding the train-
ing instances, a positive instance is created by pairing
each mention with each of its co-referent antecedents,
and a negative instance is created by pairing each men-
tion with each of its preceding non co-referent mentions.
For each pair of mentions, the classifier is trained using
lexical, distance, syntax, type (namely Named Entity
and Pronoun types), gender and number features. Ac-
cording to the output of the classifier, the mentions are
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MUC B3 CEAFe CoNLL

P R F1 P R F1 P R F1 Avg F1

ES

TANL-1 56.5 16.6 25.7 93.4 65.2 76.8 64.7 66.9 65.8 56.1
RelaxCor 73.8 14.8 24.7 97.5 65.3 78.2 66.6 66.6 66.6 56.5
SUCRE 58.3 52.7 55.3 79.0 75.8 77.4 69.8 69.8 69.8 67.5

Arch-BiLSTM 42.7 65.7 51.6 72.2 86.6 78.8 87.5 72.3 79.2 69.9

PT
CORP 44.2 52.2 47.9 35.8 45.8 40.2 46.1 43.9 44.9 44.3

CORP+Clustering 54.9 50.2 52.5 51.8 43.6 47.3 46.2 52.8 49.3 49.7
Arch2 46.8 59.7 52.5 47.0 62.6 53.7 55.1 34.5 42.4 49.5

Direct Transfer (ES-PT) Arch2 56.9 60.9 58.7 58.6 39.7 45.8 33.0 28.0 29.7 44.8

Table 1: Evaluation results for co-reference resolution on AnCora-CO-ES and Corref-PT datasets.

clustered using best-first clustering.

All the previously presented models were developed
on a monolingual scenario and using rule based or ma-
chine learning approaches. Not many co-reference res-
olution neural models have been developed for Por-
tuguese or Spanish, nor models exploring cross-lingual
learning for these languages. However, recently, Cruz
et al. (2018) proposed a state-of-the-art system for co-
reference resolution on Spanish and Portuguese data,
exploring a cross-lingual setting: direct transfer learn-
ing from Spanish to Portuguese.

Their work was focused on the classification phase
of co-reference resolution, so the model was supplied
with gold mention boundaries, not dealing with men-
tion detection. The linking algorithm used was closest
antecedent, which links each mention to its closest posi-
tively identified antecedent, if there is one.

They subdivided the proposed neural models in two
steps: (i) extracting representative features for men-
tions, which is performed using Convolutional Neural
Networks (CNNs), Long Short-Term Memory networks
(LSTMs) or dense layers; (ii) assessing co-reference affin-
ity, which is performed using dense layers. Given this,
they tested five different model variations:

1. Arch1: composed by an embedding layer whose
vectors were obtained from a pre-parsed FastText
file, containing the most common words at train-
ing; word embeddings are summed getting a men-
tion embedding; the embeddings from both men-
tions are stacked and passed through a standard
1D convolutional layer; the obtained representation
is concatenated with scalar distance features and
passed through two fully-connected layers: a stan-
dard one and a final sigmoid-activated one, which
is the output layer.

2. Arch2: the embedding layer is created by tokeniz-
ing all the texts from the input dataset, loading the
entire embeddings model and using FastText abil-
ity to predict embeddings for the out-of-vocabulary
words; remaining layers are still the same as Arch1.

3. Arch2-dense: the embedding layer is the same as
Arch2; resulting embeddings are also summed and
then concatenated with the distance features; the
obtained vector is passed through two hidden layers
and the final output layer.

4. Arch-deep-CNN: the embedding layer is the same
as Arch2; to obtain the mention representation, in-
stead of summing the word embeddings, their vec-
tors are passed through two 1D convolutional lay-
ers; the obtained vectors are max-pooled along the

first axis, and then passed through two hidden lay-
ers and the final output layer.

5. Arch-BiLSTM: the embedding layer is the same
as Arch2; then, the word embeddings are fed into
a Bidirectional LSTM layer; the last state of the
LSTM is extracted and passed through two hidden
layers and the final output layer.

All hidden and convolutional layers are activated by
a ReLU function. For the word embeddings, they used
pre-trained FastText multilingual word vectors (Grave
et al., 2018), whose vector spaces were aligned after
training, meaning the Portuguese and Spanish versions
of a word have close vector representations in their re-
spective embedding spaces.

To obtain the training instances, Cruz et al. (2018)
created pair-wise combinations of mentions by pair-
ing each mention with all its candidate antecedents.
An instance is created for every pair of mention and
antecedent, adding a third element specifying their
co-reference relation: (mention, antecedent, P ) if pos-
itively co-referent, or (mention, antecedent,N) if not.
Since this generates a highly unbalanced dataset, with
more non co-referent instances, they used a random un-
dersampling of that class. The undersampling percent-
age which was able to maximize the model performance
was 70%.

The two datasets used were AnCora-CO-ES for
Spanish, and Corref-PT for Portuguese. The AnCora-
CO-ES corpus was already split, so the results were re-
ported on the test set, the development set was used
for validation and the training set was used to train the
models. On the other hand, the Corref-PT corpus was
not split, so they randomly selected 60% for training,
20% for development and 20% for testing.

Table 1 summarizes the results on the MUC, B3 and
CEAFe metrics, and the CoNLL score for the systems
presented in this section. For CORP+Clustering (Fon-
seca et al., 2018), we report the results using the Clus-
ter Weight criteria, which presented the best results.
Similarly, for the work of Cruz et al. (2018) we only
report results for the architecture with the best per-
formance. Additionally, exploring a cross-lingual sce-
nario, Cruz et al. (2018) experimented direct transfer
of model weights from Spanish to Portuguese by train-
ing the model on the Spanish data and testing it on the
Portuguese test set. The results of the architecture with
the best performance for direct transfer learning are also
reported in Table 1.
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3 Co-Reference Resolution for Por-
tuguese and Spanish Texts

This section presents the developed model, which is
an adaptation of a previous one: NeuralCoref. Figure 1
shows the overview of our system.

NeuralCoref is an extension for SpaCy, implementing
a state-of-the-art neural co-reference resolution system.
It uses NNs to resolve co-reference clusters and includes
simple contextual information in mention representa-
tions. Its co-reference resolution algorithm is divided
in three steps: (i) extracting a series of mentions (pro-
nouns, noun phrases and named entities); (ii) computing
a set of features for each mention and pair of mentions;
(iii) finding the most likely antecedent for each mention
(if there is one) based on the set of features.

The first step is performed by a rule based men-
tion detection function, using SpaCy Tagger, Parser and
Named Entity Recognition (NER) annotations to iden-
tify the potential mentions. The mention detection rules
defined in NeuralCoref were specific for English texts, so
for our model we modified this function. We will explain
it in detail in Subsection 3.1.

Once all the potential mentions are identified, the
model reaches the second step: extracting a set of fea-
tures for each mention and each pair of mentions. This is
performed using word embeddings and some additional
integer and boolean features. To include some simple
contextual information about the mentions in the fea-
tures, the model takes embeddings for several words in-
side and around each mention and averages them, gen-
erating span vectors.

The single mention features are:

− The type of the mention (e.g. noun, etc.);
− If the mention is nested;
− The type of the document (e.g. news, etc.);
− The location of the mention;
− The size of the mention;
− Indices for the word embeddings of the following

mention elements: root, first word, last word, previ-
ous word, next word, second previous word, second
next word, root head;

− Span vectors for the following elements: mention,
five words before the mention, five words after the
mention, sentence, document.

For a mention pair, the features are:

− If the mentions have the same speaker;
− If the mention speaker’s name is in the antecedent;
− If the antecedent speaker’s name is in the mention;
− If there is an exact string match between them;
− If there is a relaxed string match between them (i.e.

nouns/proper nouns match);
− If there is a match between the mentions’ roots;
− The distance between them;
− The sentence distance between them;
− If the mentions overlap.

Finally, these features are concatenated and fed into
two NNs, entering the third step. The model has a com-
mon embedding layer that transforms the words em-
bedding indices (one of the mention features explained
above) in word vectors, before feeding the NNs. The

first NN computes a score for each pair of a mention
and a possible antecedent, taking as input the single
mention features for each mention, along with their pair
features. The second NN computes a score for a mention
having no antecedent, taking as input its single mention
features. All these scores are compared and the high-
est determines if the mention has an antecedent and if
so, which one. The training goes through three suc-
cessive phases: All-Pairs, Top-Pairs and Ranking. The
model moves on to the next stage when the established
number of epochs is over or if the evaluation metric on
the development set stops increasing for three epochs.
When changing to the next stage, the best model from
the previous stage is loaded. The first phase, All-Pairs,
uses a cross-entropy loss on the full set of mention pairs.
The second phase, Top-Pairs, also uses a cross-entropy
loss but only on the top scoring antecedents (true and
false) of a mention. The last phase, Ranking, uses a
max-margin loss with slack-rescaled costs.

NeuralCoref was developed to process English data
(CoNLL-2012 corpus), so for our model, in addition to
changing the rules for mention detection, we adapted it
to read the Portuguese and Spanish corpora and to work
in a cross-lingual scenario, using it as base model.

3.1 Mention Detection

For the mention detection task, we relied on SpaCy
models for each language, providing POS Tagger, Parser
and NER annotations. This information is used on a set
of rules to identify candidate mentions. For Portuguese
we used the pt core news sm model and for Spanish we
used the es core news sm model. We started by parsing
the corpus documents with SpaCy. From the SpaCy
parsed doc, we were able to extract spans (i.e. phrases),
which we analyzed one by one to obtain the candidate
mentions - pronouns, noun phrases and named entities.

For each span, we went through each token applying
the following set of rules:

1. Verify if the coarse-grained POS tag corresponds
to a noun (NOUN), a proper noun (PROPN) or a
pronoun (PRON), or if the syntactic dependency
label corresponds to a nominal subject, an indirect
object or an object. If this does not verify, move on
to the next token.

2. If the token is a personal or relative pronoun, add
it as a candidate mention.

i. If the pronoun is part of a conjunction, ob-
tain the span that goes from its leftmost to its
rightmost syntactic descendants and add it as
a candidate mention.

ii. Move on to the next token.

3. Obtain the leftmost and rightmost token’s syntac-
tic descendants. Take the span that goes from the
left one to the right one and clean it, by verifying
if it does not start or end in punctuation, conjunc-
tions, interjections or prepositions. If the start (or
end) is not valid, move it to the next (or previous,
respectively) position, until reaching a valid span
or an empty one. If a valid span is obtained, add it
as a candidate mention. Otherwise, move on to the
next token.

4. Given the previously obtained span, verify if there
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Figure 1: Overview of the co-reference resolution system proposed.

is punctuation in it. If so, separate a segment con-
taining the token being processed, whose limits cor-
respond to the closest punctuation (on each side),
not including them (e.g. previous span: o presi-
dente, Marcelo Rebelo de Sousa, initial token: pres-
idente, separated segment: o presidente). Clean
the separated span (as explained above) and, if it
is valid, add it as a candidate mention. Otherwise,
move on to the next token.

5. Given the previously obtained span, verify if there
are conjunctions or prepositions in it. If so, sepa-
rate a segment containing the initial token, whose
limits correspond to those terms (the closest ones),
not including them (e.g. previous span: o gato e o
cão, initial token: cão, separated segment: o cão).
Clean the separated span (as explained above) and,
if it is valid, add it as a candidate mention. Other-
wise, move on to the next token.

6. Finally, if the span obtained from the previous steps
starts and/or ends with a verb, remove the verb
(e.g. previous span: a equipa comandada, new span:
a equipa). Clean the obtained span and, if it is
valid, add it as a candidate mention.

We started by implementing rules 1, 2, 3 and 5 as
a base. Comparing the obtained candidate mentions to
the gold ones, we observed that a considerable number of
candidate mentions contained punctuation in them and
some smaller gold mentions within those were not recog-
nized as candidate mentions. We covered those cases by
adding rule 4 to the previous ones. We also noticed that
some examples like the one described in rule 6 were hap-
pening, in which some candidate noun phrases included
a verb classifying the noun, but the gold mentions did
not, so we added that rule, increasing the number of
correct mentions detected on both languages.

In addition to these rules, SpaCy is able to recognize
Named Entities (NEs). For Portuguese and Spanish, the
accepted entities can represent a named person or family
(PER), a name of politically or geographically defined
location (LOC), a named corporate, governmental, or
other organizational entity (ORG), and miscellaneous
entities - events, nationalities, etc. (MISC). In both
languages, we added those NEs as candidate mentions.
Analyzing some examples from each language dataset

separately, we concluded that some additional specific
rules could be added.

For Spanish, we noticed that the used dataset con-
tained underscores as mentions to missing subjects (e.g.
Lo peor que [ ] podemos hacer a un menor de edad).
Most of the times, those underscores were identified as
proper nouns or syntactically classified as nominal sub-
jects or objects, as they were supposed to. However,
going through the rules, sometimes the candidate men-
tions recognized did not include the underscores individ-
ually, only spans with them surrounded by other words.
To overcome this, we added a rule to verify if the token
being processed was an underscore, and if so we added
it as a candidate mention.

For Portuguese, we observed that our function was
considering parts of a proper noun as candidate men-
tions, along with the complete proper noun (e.g. candi-
date mentions: [[Maria] [Joana]], gold mention: [Maria
Joana]). Since the dataset does not consider these cases
as mentions, we added a rule verifying if a candidate
mention corresponding to a proper noun was contained
in another one, also corresponding to a proper noun. If
so, the contained mention was removed from the can-
didate mentions, reducing the number of wrong candi-
dates generated. We also noticed that in examples like
a atleta Maria (a nominal modifier followed by a proper
noun) our rules detected [a atleta [Maria]] as candidate
mentions, instead of [a atleta] [Maria] as in most of the
gold annotations. To fix this, we added a rule verifying
if a candidate mention corresponding to a proper noun
was contained in another candidate mention. If so, we
took the part differentiating them (i.e. a atleta) and
cleaned it. If the obtained span was valid, we added it
as a candidate mention. Despite this generating several
more candidate mentions, it also adds more correct can-
didates, maintaining the ratio between them. This com-
plete set of rules can generate duplicates, so by the end
we cleaned the candidate mentions to eliminate them.

3.2 Cross-Lingual Word Embeddings

Cross-lingual approaches to word embeddings at-
tempt to unify language representations, trying to get
similar representations according to the words’ meaning
regardless of their language. For our proposed model, we
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focused on developing a cross-lingual system for Span-
ish and Portuguese, so we used the MUSE library3 to
obtain the cross-lingual word embeddings.

The library already provides embeddings for Por-
tuguese and Spanish aligned on a single vector space;
however, they only make available a text file with the
embeddings of the words they used in the alignment.
Since it is not possible to obtain the embeddings for
out-of-vocabulary words and not all words in our train-
ing data are present there, we redid the alignment. As
there is more Spanish data available, it was used as the
source language and Portuguese was used as the tar-
get language for the alignment. We used the Super-
vised method available in the MUSE library, which takes
a bilingual dictionary and learns a mapping from the
source to the target space using (iterative) Procrustes
alignment. The library already had available a bilingual
dictionary for Portuguese and Spanish (obtained using
the Unsupervised method), which we used to align our
embeddings. We chose the Supervised method over the
Unsupervised one since all the necessary resources were
available and the former is faster.

In addition to the bilingual dictionary, the Super-
vised method also takes as input text files with em-
beddings for each language. Those files must contain a
very considerable amount of samples (i.e. word embed-
dings), so we can obtain a good alignment. To obtain
those input files, we started by getting pre-trained Fast-
Text word vectors for each language4. The word vectors
were available in two formats: a text file and a binary
model, which can be used to obtain vectors for out-of-
vocabulary words. We gathered all the FastText word
embeddings in the text file, and added the ones cor-
responding to the out-of-vocabulary words (present in
the training data and not in the file), loading the binary
model and using FastText ability to predict their embed-
dings. We did this for both Portuguese and Spanish, us-
ing the obtained files as input for the MUSE model. The
model outputs a text file with the Portuguese MUSE
embeddings and another one with the Spanish MUSE
embeddings, aligned in the same vector space. The em-
beddings in each output file represent the words given
in the corresponding input file.

Since we used a lot of words for the alignment, in the
end we filtered each output file obtained, including just
the words in the respective training data, using those
versions in our model.

3.3 PCA Projection

Following the work of Mu et al. (2017), we decided to
do a post-processing for the word embeddings, in which
the objective was to obtain more discriminative repre-
sentations. The post-processing consists in eliminating
from the word vectors: the common mean vector and a
few top dominating directions, obtained through Prin-
cipal Component Analysis (PCA). The idea behind it
is that all word representations share a same common
mean vector and have the same dominating directions.
Such vector and directions strongly influence the word
vectors in the same way, so by eliminating them the rep-

3https://github.com/facebookresearch/MUSE
4https://fasttext.cc/docs/en/crawl-vectors.html

resentations capture more discriminative information.

Given the word representations {r(w), w ∈ V }, V
being the vocabulary and w a word, the post-processing
algorithm goes as follows:

1. Compute the mean of the word representations:

µ =
∑

w∈V r(w)

|V |
2. Update the word representations by subtracting the

mean from them: r̃(w) = r(w)− µ
3. Using the updated word representations, compute
D PCA components (the dominating D directions):
c1, ..., cD = PCA({r̃(w), w ∈ V })

4. Process the representations eliminating the D dom-

inant directions: r′(w) = r̃(w)−
∑D

i=1(cTi r(w))ci

Regarding the dominant directions, D depends on
the representations (e.g. their dimension, the train-
ing methods) and on the downstream application. Mu
et al. (2017) suggest that choosing D around d/100 for
word representations with dimension d works well across
multiple languages, representations and applications.
Since our representations have a dimension d = 300,
we started testing with D = 3. After that, we tried
to increase the value to D = 4 and D = 10, obtaining
worse results overall. Finally, we tested D = 2, but the
results were also lower. Considering this, for our model
we selected D = 3.

3.4 Cross-Lingual Contextual Embeddings

As previously explained, NeuralCoref only includes
some simple contextual information about the mention
in the features by including the embeddings of some
words around it. For our model, we created an addi-
tional single mention feature, whose objective was to
provide more contextual information through contex-
tual embeddings. For that purpose, we used sentence-
transformers library5, which provides models based on
Transformer networks capable of computing contextual
sentence representations. Since we were working with
two languages, we focused on the multilingual mod-
els, namely: distiluse-base-multilingual-cased, a multi-
lingual knowledge distilled version of Multilingual Uni-
versal Sentence Encoder (mUSE).

Multilingual knowledge distillation (Reimers and
Gurevych, 2020) is a method that allows creating mul-
tilingual versions from previously monolingual models.
It can also be applied to previous multilingual models
in order to expand the number of supported languages.
Its training is based on the idea that a translated sen-
tence should be mapped to the same location in the
vector space as the original sentence (meaning the vec-
tor spaces are aligned). The method requires a fixed
teacher model Mt, that produces sentence embeddings
with the desired properties in one or more source lan-
guages. It also requires a set of parallel translated sen-
tences ((s1, t1), ..., (sn, tn)), with s corresponding to sen-
tences in one of the source languages and t to sentences
in one of the target languages. With these resources a
multilingual student model Ms is trained to mimic the
teacher one, such that the same sentence is mapped to
the same vector by both models: Mt(si) ≈ Ms(si) and

5https://github.com/UKPLab/sentence-transformers
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Mt(ti) ≈Ms(ti). Mean-Squared Error (MSE) is used to
train the model.

For distiluse-base-multilingual-cased, the teacher
model used was mUSE Yang et al. (2019) and the mul-
tilingual student model used was XLM-RoBERTa, pre-
trained on 100 languages. mUSE computes multilingual
sentence embeddings using a dual-encoder Transformer
architecture. The Transformer encoder is used to com-
pute context-aware representations of the tokens in a
sentence, which are then averaged together to obtain the
sentence embedding. It was trained for 16 languages in a
multi-task setup, including question-answer prediction,
translation ranking and natural language inference.

XLM-RoBERTa was trained to mimic mUSE with
parallel data for 50 languages (including Portuguese and
Spanish), obtaining the distilled mUSE model.

We used distiluse-base-multilingual-cased to compute
span embeddings for the new feature. Based on the
existent feature containing span vectors, we tried the
following variations:

1. Embedding for the mention.
2. Embedding for the span going from the fifth word

before the mention to the fifth after.
3. Embeddings for: the mention, the span going from

the fifth word before the mention to the fifth after.
4. Embeddings for: the mention, the five words before

the mention, the five words after the mention, the
sentence and the document.

The option that presented better results was the
third new feature variation, so we used it for our model.

3.5 Data Augmentation

As we explained before, one of the challenges for Por-
tuguese co-reference resolution is the shorter amount of
annotated data available. To explore a solution for that
problem we decided to do data augmentation, translat-
ing the Spanish training data to Portuguese and vice-
versa, getting more training data for each language. For
the translator we used the googletrans library6. Algo-
rithm 1 shows our approach for translating each sentence
in the documents.

The main idea behind it is that Portuguese and Span-
ish are similar languages with similar sentence construc-
tions. So, when translating a sentence, the translation
should have a similar structure, with the correspond-
ing words in close positions. Step 6 of the algorithm is
based on that notion: the match with the closest po-
sition is the most likely to be correct, so it is chosen.
Following this idea, we defined a threshold of 3 for the
position difference. We tested higher values, but the
greater the margin, the greater the number of wrong
annotations. This threshold is a balance between flexi-
bility and wrong annotations. We made an exception for
one-to-one matches (i.e. only one match in the transla-
tion and the original sentence), as shown in step 7. We
assumed those were right, regardless of their positions.
When annotating a match, it is possible that there is
already another annotation with the same boundaries.
In those cases, only one can be correct, so we compared
their corresponding dist values and picked the annota-

6https://pypi.org/project/googletrans/

tion with the smallest.

We tried using only exact matches, but those are a
small percentage (less than 50%). One of the reasons be-
hind it is that mentions are translated without their con-
text, generating small differences when compared to its
correspondent in the sentence. To allow those small dif-
ferences, we identified fuzzy matches using fuzzywuzzy7

and fuzzysearch8 libraries.

We used fuzzywuzzy to verify if the fuzzy match be-
tween tm and ts was above a score threshold. Fuzzy-
wuzzy measures sequence similarity on a scale from 0
to 100, weighting different algorithms (e.g. Sequence-
Matcher Ratio, PartialRatio, SortedRatio) and selecting
the best score. Since we only wanted very similar cases,
we tried setting the threshold to 90. However, very few
matches were above it so we lowered it to 80, accepting
more matches, the vast majority of them correct.

If the fuzzy match between tm and ts was above
the threshold, we used fuzzysearch to find the subse-
quences in ts that approximately match tm. Fuzzysearch
uses Levenshtein Distance for that purpose, imposing a
threshold for a maximum distance. We set that maxi-
mum value to 5, allowing only small changes or typos
(e.g. a missing preposition or article).

Algorithm 1 Translation per sentence

1: Translate sentence s - ts
2: for each mention m in s:
3: Translate m - tm
4: if there are matches of tm in ts:
5: Count the matches - count
6: Get the match whose tm

′s 1st word position
in ts is closer to m′s 1st word position in s
and annotate the distance (dist)

7: if count = 1 and (m only appears once in s
or dist ≤ 3):

8: Annotate the match in ts
9: else if count > 1 and dist ≤ 3:

10: Annotate the match in ts
11: else:
12: for fuzzy match of tm in ts:
13: Do steps 5-6

14: if count > 0 and dist ≤ 3:
15: Annotate the match in ts

The data obtained from Spanish translation to Por-
tuguese ended up with 41000 mentions (52% of the orig-
inal annotations) and the data from Portuguese trans-
lation to Spanish with 5314 mentions (59%). This rep-
resents a good increase in the amount of data for Por-
tuguese. Although we used more restrictive conditions,
the translation algorithm still allows some annotation
errors, as expected.

3.6 HyperParameter Choices and Model Train-
ing Strategy

Regarding the model hyperparameters, we kept the
slack-rescaled costs used in the NeuralCoref ranking
loss: 0.8 for a false new, 0.4 for a false link and 1 for
a wrong link. We set the initial learning rate for each

7https://pypi.org/project/fuzzywuzzy/
8https://pypi.org/project/fuzzysearch/
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training phase to 10−3, the minimum learning rate to
10−8 and the patience to 5. We kept these values fixed
during our training, not tuning them.

We also made some changes in the NeuralCoref train-
ing strategy. During our training we used the CoNLL
F1-Score on the development set as evaluation metric.
For a training strategy analysis, we used the base ver-
sion of our model without the additional methods (PCA,
Distilled mUSE and Data Augmentation), supplied with
gold mention boundaries.

We started by changing the criteria to move between
the three training phases. We added a call-out function
which lowers the learning rate by 10−1 if the CoNLL
F1-Score has no improvements for more than 5 epochs
(patience), until the learning rate reaches the minimum
value. Only then, after more than 5 epochs without im-
proving the CoNLL F1-Score with the minimum learn-
ing rate, we would go to the next training phase. We did
not specify a maximum number of epochs for training
or any early stop condition. We used Adam (Kingma
and Ba, 2017) as the optimizer for training.

We trained the model with these parameters and cri-
teria, and we noticed that the second phase (Top-pairs)
was lowering the development set CoNLL F1-Score in-
stead of improving it, in comparison with the results
from the first phase (All-Pairs). Given this information,
we tried to eliminate the second training step, work-
ing only with the other two, which presented improve-
ments on the CoNLL F1-Score. Analyzing in more detail
the epochs, we observed that the best CoNLL F1-Score
for each training phase was obtained in their first few
epochs, without improving on the following ones. To
try to improve the results over the epochs, we imple-
mented a mixed training, switching between All-Pairs
and Ranking phases - train 5 epochs with All-Pairs loss,
then 5 epochs with Ranking loss, 5 epochs with All-Pairs
loss again, and so on - loading the best model at switch-
ing and maintaining the learning rate updates as before.
This showed mild improvements, again obtained on the
early epochs. Finally, we changed the mixed training
strategy to switch between All-Pairs and Ranking when
the CoNLL F1-Score stops improving, instead of run-
ning a specific number of epochs before that. The model
trained with this strategy achieved the best results so we
used it as the Base model of our proposal.

4 Experimental Evaluation

This section presents the experimental evaluation of
the proposed model, detailing the datasets and evalu-
ation metrics used in the experiments, and then dis-
cussing the obtained results.

To focus on evaluating our model on the classifica-
tion task of co-reference resolution, we ran experiments
supplying the model with gold mention boundaries cov-
ering the two scenarios: monolingual and cross-lingual.

For the monolingual scenario we trained the model
on Portuguese and Spanish data separately. For Por-
tuguese we used the Portuguese MUSE embeddings and
for Spanish we used the Spanish MUSE embeddings. We
tested adding each proposed method to the Base model
individually and then combining them. The results are
reported on the test portion of each dataset.

For the cross-lingual scenario we trained the model
simultaneously with Portuguese and Spanish data. We
used both Portuguese and Spanish MUSE embeddings.
For words appearing in both files we used the Span-
ish representation (either one should work since they
are aligned). Similarly, we tested adding each proposed
method to the Base model individually and then com-
bining them. We reported the results on Portuguese
and Spanish test sets individually, to evaluate the per-
formance of the cross-lingual model on each language.

We also ran experiments in both the monolingual and
cross-lingual scenarios with our mention detection mech-
anism instead of gold mention boundaries. The men-
tion detection algorithm generates many candidates, re-
quiring more computational resources, such as time and
memory. Since the additional proposed methods further
increase the resources needed (e.g. adding the contex-
tual embeddings feature implies bigger feature vectors
and data augmentation implies more mentions), we only
tested this variant on the Base model.

4.1 Datasets

Similar to the work of Cruz et al. (2018), the datasets
used to train and test our model were Corref-PT for
Portuguese, and AnCora-CO-ES for Spanish. Corref-
PT is the largest Portuguese dataset annotated with
co-reference information (Brazilian variant, since Euro-
pean corpora are rarer), containing 124K tokens and
182 documents. Similarly, AnCora-CO-ES is the largest
dataset available for Spanish with co-reference informa-
tion, containing 380K tokens and 1183 documents.

We also did a similar pre-processing of both datasets.
The Spanish corpus was already divided, so we used the
corresponding train, development and test sets. For the
Portuguese corpus, we divided its documents randomly,
using 60%, 20% and 20% for the train, development and
test sets, respectively.

Additionally, we analyzed some examples in each
dataset. We noticed that some names in both datasets
were written in a single line with underscores separat-
ing their words, instead of having each separate word in
a different line (e.g. Instituto de Agronomia, instead of
Instituto / de / Agronomia). This affects SpaCy’s an-
ottations for those tokens, making it harder to correctly
detect those mentions. Additionally, the embeddings
for both are different, since the first would use just one
word embedding and the second would use the average
for the three word embeddings. Having the separate em-
beddings can help the model detecting similarity with a
co-referent mention using one of the words (e.g. a next
reference as o Instituto). For these reasons, we decided
to modify both datasets and separate the words in the
underscores without affecting the co-reference annota-
tions, by starting them on the first word and ending on
the last one.

We also observed that some annotated gold men-
tions started and/or ended with a punctuation mark.
The mention detection function cleans the candidates,
in order for them not to start/end in punctuation (e.g.
a casa instead of a casa ,), so those examples would
never be considered as candidate mentions. Since the
punctuation does not change the mention, we consid-
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ered those cases simple errors, so we corrected them in
both datasets by changing the mention start (or end) to
the next (or previous, respectively) word.

4.2 Evaluation Metrics

To evaluate our model, we reported results on the
three most common metrics used for the evaluation of
co-reference resolution systems: MUC, B3 and CEAFe.
We also reported the results on the CoNLL metric,
which combines the previous ones. These were the met-
rics reported in the related works presented, allowing us
to make comparisons.

MUC, B3 and CEAFe are defined in terms of how
they calculate Precision and Recall. For the three met-
rics, the F1-Score is computed as a harmonic mean of
Precision and Recall. The CoNLL metric is the mean of
the three F1-Scores.

Consider K = ki : i = 1, 2, ..., |K| as the gold entity
set and S = si : i = 1, 2, ..., |S| as the predicted entity
set. ki and si represent the entities (i.e. clusters), with
|K| and |S| being the number of mentions.

MUC (Vilain et al., 1995) is a link based metric that
operates by comparing the entities defined by the gold
links and the predicted links, instead of the links them-
selves. Recall (or Precision) is based on the minimum
number of links that need to be added to the predicted
entities (or gold entities, respectively), in order to get
them aligned with the gold ones (or predicted ones, re-
spectively). The following equations show how to com-
pute Precision and Recall:

Precision =

∑
si∈S(|si| − |p(si)|)∑

si∈S(|si| − 1)
(1)

Recall =

∑
ki∈K(|ki| − |p(ki)|)∑

ki∈K(|ki| − 1)
(2)

In Equation 2, p(ki) is a partition of ki containing
subsets of it, where each subset is created by intersect-
ing ki with the predicted entities that overlap with it.
Similarly, in Equation 1, p(si) is a partition of si relative
to the gold standard.

B3 (Bagga and Baldwin, 1998) measures perfor-
mance on the mention level. It computes individual Pre-
cision and Recall for each mention and then computes
the average of these values to get the final Precision and
Recall, as shown in the following equations:

Precision(mi) =
|kmi

∩ smi
|

|smi
|

Precision =

∑Ms

i Precision(mi)

Ms

(3)

Recall(mi) =
|kmi

∩ smi
|

|kmi |

Recall =

∑Mk

i Recall(mi)

Mk

(4)

For each mention mi, Recall (or Precision) computes
the number of correct mentions in the predicted en-
tity containing mi over the number of mentions in the
gold entity (or predicted entity, respectively) containing

mi. In Equations 3 and 4, smi
and kmi

represent the
predicted and gold entities containing mi, respectively.
When computing the final measures, Ms and Mk are the
numbers of predicted and gold mentions, respectively.
Using gold mention boundaries, Ms = Mk.

However, when using a mention detection system,
there are twinless mentions - predicted mentions that
are not mapped to any gold mention and vice-versa.
To overcome that problem, when performing mention
detection the following modifications were incorporated
in the scorer (Cai and Strube, 2010):

− Include the non-detected gold mentions in the pre-
diction as singletons.

− Discard the detected mentions not included in the
gold ones and resolved as singletons.

− Computing Recall: discard the twinless predicted
mentions in the predicted mentions set.

− Computing Precision: add the twinless predicted
mentions to the gold mentions set as singletons.

CEAF (Luo, 2005) computes the alignment between
gold and predicted entities. It finds the best one-to-one
mapping between gold and predicted entities, using a
similarity measure (φ) for each pair of entities to de-
termine the value of each possible alignment. Every
predicted entity is aligned with at most one gold entity.
The best mapping function g∗ (i.e. the one with the
highest total similarity) is used to compute Precision
and Recall, as shown in Equations 5 and 6. K∗ is the
set of gold entities included in the best mapping.

Precision =

∑
ki∈K∗ φ(ki, g

∗(ki))∑
si∈S φ(si, si)

(5)

Recall =

∑
ki∈K∗ φ(ki, g

∗(ki))∑
ki∈K φ(ki, ki)

(6)

We used the entity based variant, CEAFe, which
computes the similarity as the relative number of com-
mon mentions between the two entities: φ(k, s) =
2·|k∩s|
|k|+|s| . With CEAFe, the denominator of Equations 5

and 6 corresponds to the number of predicted and gold
entities, respectively.

4.3 Results

Table 2 reports the results of the proposed model
trained on a monolingual scenario for each language,
using gold mention boundaries.

Regarding the monolingual training on Span-
ish data, the models combining Base+DmUSE and
Base+PCA+DmUSE+DA had the best performances,
with 74.7% and 74.6% CoNLL F1-Scores, respectively.
However, each individual method generated improve-
ments over the Base version. The overall results re-
ported on B3 and CEAFe are considerably high, which
means there is a good alignment between the predicted
and gold entities and that a good percentage of mentions
are being resolved to the right entity. MUC results are
a little lower, which we assume is related to it disregard-
ing singletons, which are annotated in Spanish data and
represent a considerable amount of mentions, implying
their correct prediction improves the other metrics. Our
model has the best performance, in comparison with the
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MUC B3 CEAFe CoNLL

P R F1 P R F1 P R F1 Avg F1

ES

Base 62.6 55.4 58.8 82.3 76.6 79.4 80.5 86.2 83.2 73.8
+PCA 65.8 54.9 59.9 83.5 77.0 80.1 79.6 87.6 83.4 74.5

+DmUSE 64.1 56.6 60.1 82.8 77.4 80.0 81.1 86.9 83.9 74.7
+DA 64.1 56.4 60.0 81.5 77.4 79.4 80.6 86.5 83.5 74.3

+PCA+DmUSE 62.7 56.4 59.4 82.2 77.1 79.6 81.0 86.0 83.4 74.1
+PCA+DA 62.0 57.0 59.4 81.6 77.4 79.4 80.9 84.8 82.8 73.9

+DmUSE+DA 63.0 56.8 59.7 82.3 77.4 79.8 81.1 86.0 83.4 74.3
+PCA+DmUSE+DA 63.6 57.4 60.3 82.6 77.9 80.2 80.9 85.7 83.2 74.6

PT

Base 84.6 57.9 68.7 87.8 58.3 70.1 38.9 72.3 50.6 63.1
+PCA 77.4 60.9 68.1 79.5 59.8 68.2 44.9 70.9 55.0 63.9

+DmUSE 76.0 61.9 68.2 76.3 60.7 67.6 45.7 68.8 54.9 63.6
+DA 77.5 62.4 69.1 74.8 60.9 67.2 43.9 67.2 53.1 63.1

+PCA+DmUSE 79.9 60.3 68.7 81.9 60.0 69.3 42.4 70.8 53.0 63.7
+PCA+DA 83.3 59.0 69.1 85.8 59.4 70.2 40.7 72.9 52.2 63.9

+DmUSE+DA 85.3 59.3 70.0 87.0 59.4 70.6 39.8 72.9 51.5 64.1
+PCA+DmUSE+DA 83.6 59.1 69.2 86.6 59.1 70.2 40.5 72.7 52.0 63.8

Table 2: Evaluation results for monolingual co-reference resolution on AnCora-CO-ES and Corref-PT datasets using
gold mention boundaries.

previous works’ results reported in Table 1 (+4.8% on
CoNLL F1-Score).

For the monolingual training on Portuguese data,
the model combining Base+DmUSE+DA had the best
performance, with 64.1% CoNLL F1-Score. Individu-
ally, DA was the only method that did not improve the
model; however, it improved the percentage of links and
mentions predicted correctly from the gold data (higher
Recall MUC and B3 values). Results are lower com-
pared to the ones obtained for Spanish data, as ex-
pected. That happens because Portuguese is a less re-
sourced language. Despite that, we achieved promising
results, reporting a better performance in comparison
with the previous models’ results presented in Table 1
(+14.4% on CoNLL F1-Score).

In particular, we think that DmUSE improves the
results on both languages not only due to the additional
contextual information, but also due to providing a rep-
resentation for out-of-vocabulary words existent in the
test but not in the training data. Those words had no
MUSE embeddings so previously they were represented
with arrays of zeros.

Table 3 reports the results of the proposed cross-
lingual model trained simultaneously with both Span-
ish and Portuguese data, using gold mention bound-
aries, and tested on each individual test set. The cross-
lingual model succeeded in generalizing and perform-
ing co-reference resolution for both languages, offering
competitive results for both Portuguese and Spanish.
However, when compared to the monolingual approach,
we cannot say that this generalization achieves better
performance for either language. The only previous
work exploring cross-lingual settings was the one pre-
sented by Cruz et al. (2018). They only reported results
for the Portuguese test set, as they focused of direct
transfer learning from Spanish to Portuguese. Our ap-
proach achieved better results in comparison with theirs
(+18.9% on CoNLL F1-Score), which may be partially
related to Portuguese data also being used for training.

On this cross-lingual training scenario, the model
combining Base+DmUSE+DA had the best perfor-

mance in the Spanish test data, with 74.9% CoNLL
F1-Score. For the Portuguese test data, the best
performance was achieved by the model combining
Base+PCA+DmUSE, with 63.7% CoNLL F1-Score.

Tables 4 and 5 report the results for the Base model
trained in the monolingual and cross-lingual scenarios,
respectively, but using our mention detection function
instead of gold mention boundaries. Regarding the men-
tions detected, the Recall values are high for both lan-
guages, around 85%, meaning 85% of the gold mentions
were successfully detected. However, the Precision val-
ues are lower, meaning a lot of incorrect mentions were
detected. For Spanish 48.3% of the mentions detected
were right, while for Portuguese it was only 16.7%.

As expected, the results for both scenarios are lower
when compared to those obtained using gold mentions.
Flaws in mention detection provoke error propagation
to the co-reference resolution task, affecting its metrics.
Similarly to the results obtained with the gold mentions,
the cross-lingual model is capable of generalizing but re-
ports slightly lower results in comparison with the cor-
responding monolingual models.

5 Conclusions and Future Work

In this paper we presented a state-of-the-art neural
co-reference resolution model for Portuguese and Span-
ish data, built on a previous one developed for En-
glish data - NeuralCoref. We tested additional meth-
ods to improve the model, namely post-processing for
cross-lingual word embeddings and adding a mention
feature based on cross-lingual contextual embeddings.
Exploring another solution for the smaller amount of
Portuguese resources for this task, we translated each
training set to the other language, generating more co-
reference annotated data.

Our model was trained on a monolingual scenario
for each language, using gold mention boundaries, and
achieved a better performance in comparison with the
existing ones, trained and tested on the AnCora-CO-
ES and Corref-PT corpora. We also presented a cross-
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MUC B3 CEAFe CoNLL

P R F1 P R F1 P R F1 Avg F1

ES

Base 62.9 56.6 59.6 81.3 76.8 79.0 81.1 86.0 83.5 74.0
+PCA 62.6 54.8 58.5 82.1 76.4 79.1 80.3 86.4 83.2 73.6

+DmUSE 63.3 56.7 59.8 80.6 77.1 78.8 81.5 86.7 84.0 74.2
+DA 63.6 56.1 59.6 83.1 77.0 80.0 80.8 86.6 83.6 74.4

+PCA+DmUSE 65.5 56.2 60.5 83.0 77.2 80.0 80.7 87.7 84.1 73.9
+PCA+DA 62.4 55.2 58.6 81.7 76.8 79.1 80.5 86.1 83.2 73.6

+DmUSE+DA 66.7 56.6 61.2 83.0 77.4 80.1 79.8 87.2 83.3 74.9
+PCA+DmUSE+DA 65.6 55.1 59.9 84.9 76.4 80.4 79.4 87.1 83.1 74.5

PT

Base 73.9 64.0 68.6 68.8 62.7 65.6 46.6 63.6 53.8 62.7
+PCA 73.2 62.7 67.5 71.8 61.8 66.5 47.6 66.3 55.4 63.1

+DmUSE 75.1 62.1 68.0 73.3 60.9 66.5 45.6 67.0 54.3 62.9
+DA 82.5 55.8 66.6 87.0 56.6 68.5 38.5 72.4 50.3 61.8

+PCA+DmUSE 74.4 63.3 68.4 72.7 62.2 67.0 47.7 67.1 55.8 63.7
+PCA+DA 77.0 59.1 66.9 78.6 58.8 67.2 42.1 68.8 52.3 62.1

+DmUSE+DA 80.8 58.5 67.9 81.8 58.5 68.2 39.8 69.8 50.7 62.3
+PCA+DmUSE+DA 79.9 59.7 68.3 81.2 59.7 68.8 41.9 70.7 52.6 63.3

Table 3: Evaluation results for cross-lingual co-reference resolution on AnCora-CO-ES and Corref-PT datasets using
gold mention boundaries.

Mentions MUC B3 CEAFe CoNLL

P R F1 P R F1 P R F1 P R F1 Avg F1

ES Base 48.3 85.3 61.7 64.8 43.3 51.9 42.9 63.3 51.2 31.7 77.2 45.0 49.4
PT Base 16.7 84.8 28.8 60.7 31.0 41.0 15.5 37.7 22.0 3.6 62.4 6.8 23.3

Table 4: Evaluation results for monolingual co-reference resolution on AnCora-CO-ES and Corref-PT datasets using
mention detection.

Mentions MUC B3 CEAFe CoNLL

P R F1 P R F1 P R F1 P R F1 Avg F1

ES Base 48.3 85.3 61.7 65.7 42.2 51.4 43.3 62.9 51.3 31.7 77.5 45.0 49.2
PT Base 16.7 84.8 28.8 60.9 28.7 39.0 15.6 36.5 21.9 3.5 61.7 6.6 22.5

Table 5: Evaluation results for cross-lingual co-reference resolution on AnCora-CO-ES and Corref-PT datasets using
mention detection.

lingual variant of the co-reference resolution model,
trained simultaneously on data from both languages. To
the best of our knowledge, it is one of the first systems
exploring cross-lingual learning with Spanish and Por-
tuguese. The model reports competitive results, in com-
parison with in-language trained models. Additionally,
we developed a mention detection function, capable of
identifying candidate mentions on the AnCora-CO-ES
and Corref-PT corpora, running experiments with it.
The results obtained were considerably lower in com-
parison with the models using gold mentions, confirming
that errors in mention detection affect the co-reference
resolution task.

Despite the interesting results, there is room for im-
provement in future work. As the model hyperparame-
ters were not tuned, a simple future improvement would
be to fine tune them. In the training process, the num-
ber of positive and negative (i.e. co-referent and non
co-referent) instances is highly unbalanced towards the
positive side, for both languages. Hence, a possible route
is to explore undersampling, as proposed by Cruz et al.
(2018). Regarding the word embeddings, one possible
option would be to replace the FastText embeddings by
cross-lingual contextual embeddings such as ELMo or
BERT, using only contextual representations. There are

some methods available for their alignment, like the one
presented by Schuster et al. (2019). Alternatively there
are also multilingual models already available, similar
to the distilled mUSE. Focusing on the model, a new
feature could be added.

For a mention-pair, the contextual representations
of its mentions (obtained from distilled mUSE) can be
compared using cosine similarity, and that value can be
added as a new mention-pair feature.

Another promising line of work is to improve the
mention detection. Following recent research, the model
can be adapted to jointly tackle mention detection and
co-reference resolution, so those tasks share the same
optimization goal, as in the work developed by Lee et al.
(2017). We believe that an improvement to mention
detection subtask would be reflected as an improvement
on the co-reference resolution performance.
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