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Relative complement maps are also used to

- define coproducts $\Delta x=\sum_{y \leq x} x \otimes x \backslash y$ from a (relative) complementation on a poset ( $X, \leq$ ) (Feynman diagrams, rooted trees)
- to prove Euler-Maclaurin formulae on convex polytopes [Garoufalidis, Pommersheim (2010)], [Berline, Vergne (2007)].
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to a 1-1 correspondence on a class of locality lattices $(L, T)$

$$
\top \longleftrightarrow \psi^{\top}
$$

with "orthocomplementations" $\psi^{\top}$.

$$
U \top W \Leftrightarrow W \in \downarrow U^{\top} \quad \text { and } \quad \psi^{\top}(U)=\max U^{\top} .
$$

## Part I.

## Orthogonality in Laurent expansions
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separates two meromorphic germs.

- $\left(z_{1}-z_{2}\right) \perp^{Q}\left(z_{1}+z_{2}\right)$ with $Q$ : canonical inner product on $\mathbb{R}^{2}$.
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The inner product $Q$ and the orthocomplementation $\psi^{Q}$ play a central role in the following decomposition.
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## Examples

1
3
3
$(\mathcal{P}(X), \subseteq, \cap, \cup, \Psi)$ with $\psi: X \supseteq A \mapsto X \backslash A$ is an orthomodular lattice;
When $V$ is finite dimensional, the lattice $(G(V), \leq, \cap,+)$ is a complemented lattice.
3 Given a Euclidean vector space $(V,\langle\cdot, \cdot\rangle)$, the map $\psi_{\langle\cdot \cdot\rangle}: W \longmapsto W^{\perp}:=\{v \in V,\langle v, w\rangle=0 \forall w \in W\}$ defines an orthocomplement map on $G(V)$. $(G(V), \leq, \cap,+, \psi(\langle\rangle$,$) is an orthomodular lattice.$
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A locality relation (or weak degenerate orthogonality) on a poset $(P, \leq)$ is a locality relation $T$ on the set $P$ which satisfies one of the following equivalent compatibility condition with the partial order

- (i) $\left(a \mapsto a^{\top}\right.$ is antitone) $a \leq b \Longrightarrow b^{\top} \subseteq a^{\top} \quad$ (called a Galois connection on $P \times \mathcal{P}(P)$ )
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## Example:

This generalises the correspondence orthogonality $\longleftrightarrow$ orthogonal complement on vector spaces.
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Lattice (resp.strongly separating) locality relation on $G(V)$ $\longleftrightarrow$ Vector space (resp.strongly non-degenerate) locality relation on $V$
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## Example

On a Hilbert space ( $V,\langle\cdot, \cdot\rangle$ ) this amounts to the correspondence we started from

$$
\perp \quad \longleftrightarrow \quad\left(\Psi^{\perp}: U \mapsto U^{\perp}\right)
$$
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## Example beyond orthogonality

Take $V:=\mathbb{R}^{2}$,

$$
G\left(\mathbb{R}^{2}\right)=\left\{\{0\}, \mathbb{R}^{2}\right\} \cup\left\{U_{\theta}:=\mathbb{R} e^{i \theta} \mid \theta \in[0, \pi)\right\}
$$

Any disjoint union $[0, \pi)=l^{\prime} \sqcup l^{\prime \prime}$ and bijection $l^{\prime} \rightarrow l^{\prime \prime}$ gives rise to an involutive map $\psi:[0, \pi) \rightarrow[0, \pi)$ with $\psi\left(l^{\prime}\right)=l^{\prime \prime}$ and an orthocomplement map

$$
\psi: U_{\theta} \longmapsto U_{\psi(\theta)}
$$

on $G\left(\mathbb{R}^{2}\right)$.

## Back to the orthogonal complement

Any bijection $\psi:[0, \pi / 2) \rightarrow[\pi / 2, \pi)$ induces an involution $\psi:[0, \pi) \rightarrow[0, \pi)$, e.g.

$$
\psi(\theta)=\pi-\theta, \quad \theta \in[0, \pi)
$$

yields back $\psi^{\perp}$ for the canonical inner product.

- generalise to orthocomplements beyond $\perp^{Q}$ the Laurent expansions for multi-variable meromorphic germs with linear poles built in [L. Guo, S.P., B. Zhang, to appear in PJM].
- generalise to orthocomplements beyond $\perp^{Q}$ the Laurent expansions for multi-variable meromorphic germs with linear poles built in [L. Guo, S.P., B. Zhang, to appear in PJM].
- study the Galois group of transformations of multi-variable meromorphic germs with linear poles which stablise holomorphic germs at zero.
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## Special lattices

Distributivity and modularity are hereditary properties.


The diamond lattice is modular and the pentagon lattice is not modular. They are both non distributive, non $\oplus$ distributive, non $\oplus$-modular and have no orthocomplementation.

extended pentagon lattice

The extended pentagon lattice $\oplus$-modular but not modular.

