
Metals 2014, 4, 196-234; doi:10.3390/met4020196 

 

metals 
ISSN 2075-4701 

www.mdpi.com/journal/metals/ 

Review 

Non-Equilibrium Solidification of Undercooled Metallic Melts 

Dieter M. Herlach 

Institut für Materialphysik im Weltraum, Deutsches Zentrum für Luft- und Raumfahrt, DLR,  

Köln 51147, Germany; E-Mail: dieter.herlach@dlr.de; Tel.: +49-2203-6012332; Fax: +49-2203-61768 

Received: 15 May 2014; in revised form: 3 June 2014 / Accepted: 4 June 2014 /  

Published: 20 June 2014 

 

Abstract: If a liquid is undercooled below its equilibrium melting temperature an excess 

Gibbs free energy is created. This gives access to solidification of metastable solids under 

non-equilibrium conditions. In the present work, techniques of containerless processing are 

applied. Electromagnetic and electrostatic levitation enable to freely suspend a liquid drop 

of a few millimeters in diameter. Heterogeneous nucleation on container walls is 

completely avoided leading to large undercoolings. The freely suspended drop is accessible 

for direct observation of rapid solidification under conditions far away from equilibrium by 

applying proper diagnostic means. Nucleation of metastable crystalline phases is monitored 

by X-ray diffraction using synchrotron radiation during non-equilibrium solidification. 

While nucleation preselects the crystallographic phase, subsequent crystal growth controls 

the microstructure evolution. Metastable microstructures are obtained from deeply 

undercooled melts as supersaturated solid solutions, disordered superlattice structures of 

intermetallics. Nucleation and crystal growth take place by heat and mass transport. 

Comparative experiments in reduced gravity allow for investigations on how forced 

convection can be used to alter the transport processes and design materials by using 

undercooling and convection as process parameters. 

Keywords: undercooling; containerless solidification; metastable solids; dendrite  

growth; supersaturated alloys; disordered superlattices; grain refinement; forced 

convection; microgravity 
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1. Introduction 

Metallic materials are prepared from the liquid state as their parent phase. The conditions under 

which the liquid solidifies determine the physical and chemical properties of the as-solidified material. 

In most cases, time and energy consuming post-solidification treatment of the material is mandatory to 

obtain the final product with its desired properties and design performance. Therefore, efforts are 

directed towards virtual material design with computer-assisted modelling. This can shorten the entire 

production chain—ranging from casting the shaped solid from the melt, to the final tuning of the 

product in order to save costs during the production process. The goal is to fabricate novel materials 

with improved properties for specific applications.  

Computational material science, from the liquid state, requires detailed knowledge of the physical 

mechanisms involved in the solidification process. In particular, these are crystal nucleation and crystal 

growth. Both of these processes are driven by an undercooling of the liquid below its equilibrium 

melting temperature to develop conditions where a driving force for the formation of supercritical 

nuclei and the advancement of a solidification front are created. This gives access to non-equilibrium 

solidification pathways, which can form metastable solids, which may differ in their physical and 

chemical properties from their stable counterparts. Detailed modelling of solidification, far away from 

thermodynamic equilibrium, requires that every detail of the solidification process must be investigated. 

In order to achieve the state of an undercooled melt, it is advantageous to remove heterogeneous 

nucleation sites, which, otherwise, limit the undercoolability. The most efficient way to realize such 

conditions is the containerless processing of melts [1]. In such a process, the most dominant 

heterogeneous nucleation process, involving interaction with container walls, is completely avoided. 

Nowadays, electromagnetic [2] and electrostatic levitation techniques [3,4] have been developed for 

containerless undercooling and solidification of molten metals and alloys. A freely suspended drop 

gives the extra benefit of being able to directly observe the solidification process by combining the 

levitation technique with proper diagnostic means [5,6]. Short range ordering in undercooled metallic 

melts, as precursor of crystal nucleation, has been investigated by using neutron diffraction [7] and 

diffraction of synchrotron radiation [8] on containerless undercooled melts [9]. Additionally, primary 

phase selection processes for rapid solidification of metastable phases has been observed in situ by 

energy dispersive X-ray diffraction using synchrotron radiation of high intensity [10]. Rapid growth of 

dendrites is observed on levitation-undercooled melts by using video camera techniques, characterized 

by high spatial and temporal resolution [11]. 

During crystallization of a melt, the heat of crystallization is released, which leads to a temperature 

rise during the initial solidification. In the case of containerless processing, heat is transferred by heat 

radiation under Ultra-High-Vacuum conditions (e.g., in electrostatic levitation) and, additionally, by 

heat conduction in an environmental gas if the sample is processed in an inert noble gas atmosphere 

(e.g., in electromagnetic levitation). If the sample is undercooled prior to solidification, the initial 

crystallization process is very rapid. As a consequence, the production of heat, due to the rapid release 

of the heat of crystallization, occurs much more rapidly than the transfer of the heat of the sample to 

the environment. Therefore, the undercooled melt serves as a heat sink. This leads to a temperature rise 

during the initial crystallization of the sample known as recalescence. The non-equilibrium process of 

rapid solidification is accessible to direct analysis by investigating the recalescence profile. 
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Both nucleation and subsequent crystal growth are governed by heat and mass transport. Thus, any 

transport process stimulated externally by natural convection and/or forced convection due to stirring 

effects of alternating electromagnetic fields in electromagnetic levitation experiments may cause a 

serious influence on the solidification process. To understand this effect, and to develop a quantitative 

description of crystallization in the presence of forced convection, comparative experiments on Earth 

and in reduced gravity are of great help. Under the special conditions of reduced gravity, for instance, 

in Space, the forces needed to compensate disturbing accelerations are about three orders of magnitude 

smaller than the force needed to compensate the gravitational force for levitation experiments on Earth. 

In a cooperative effort by the European Space Agency (ESA) and the German Space Center—Space 

Management (DLR), a facility for Electro-Magnetic Levitation (EML) is under constructions for use in 

reduced gravity. Launch of this facility to the Columbus European module of the International Space 

Station (ISS) is scheduled for summer 2014. International research teams prepared experiments using 

the EML multiuser facility for investigations on undercooled metallic melts in space [12]. 

The present article aims to give an overview on the current state of research on undercooled melts 

and their non-equilibrium solidification. 

2. Crystallization 

2.1. Crystal Nucleation 

Crystal nucleation is the first step in crystallization of undercooled melts. It selects the 

crystallographic phase, may it be stable or metastable. Within nucleation theory, one distinguishes 

between homogeneous and heterogeneous nucleation. Homogeneous nucleation is an intrinsic process 

that depends exclusively on materials properties. In contrast, heterogeneous nucleation is an extrinsic 

process in which, besides the undercooled liquid and the crystal nucleus, a third partner is involved. 

This can be a foreign phase, surface oxides, and/or container walls. In particular, container walls are 

involved in crystal nucleation of metallic melts because they are contained in a crucible. They are 

acting as catalysts of nucleation, decreasing the activation energy to form nuclei of supercritical size. If 

heterogeneous nucleation is avoided, the onset of homogeneous nucleation will initiate crystallization. 

The formation of a homogeneous nucleus requires the maximum activation energy and, therefore, 

gives the limit of maximum undercooling of a melt. 

2.1.1. Homogeneous Nucleation 

The electrostatic levitator is very suitable to study nucleation undercooling with special emphasis to 

homogeneous nucleation. To observe homogeneous nucleation, very large undercoolings have to be 

realized, as the onset of homogeneous nucleation gives the physical limit for maximum 

undercoolability of a melt. To realize such conditions, heterogeneous nucleation has to be eliminated. 

Electrostatic levitation under Ultra-High-Vacuum is ideally suited for such experimental studies since 

heterogeneous nucleation on container walls is completely avoided and heterogeneous nucleation on 

surface motes is reduced, or even eliminated, due to self-cleaning of the surface by evaporation at 

elevated temperature.  
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Nucleation undercooling studies on pure Zr are presented to demonstrate how physically different 

nucleation processes are experimentally investigated. Figure 1 shows a temperature-time-profile 

measured on pure Zr sample in the electrostatic levitator (cf. inset). The solid sample is heated up to its 

melting temperature, TL. In the case of a pure metal, such as Zr, the sample melts congruently at TL. 

The small step in the melting plateau is due to the change in spectral emissivity when the solid 

transforms to a liquid. After complete melting, the liquid sample is heated to a temperature well above 

TL before cooling. During subsequent cooling, the liquid sample undercools well below TL. When 

spontaneous nucleation sets in at an undercooling, ∆T = TL − Tn (Tn: nucleation temperature), the 

nucleated crystal grows rapidly due to a large thermodynamic driving force generated at such deep 

undercoolings. The rapid release of the heat of crystallization leads to a steep rise of temperature 

during recalescence. From such temperature-time profiles, ∆T is easily inferred since Tn is well defined 

by the onset of recalescence. After the entire sample has solidified, the next heating and cooling cycle 

is started. 

Figure 1. Temperature-time profile measured on a zirconium drop levitated in an 

electrostatic levitator. The sample melts at TL = 2128 K. During undercooling nucleation 

sets in at TN = 1757 K. Subsequently, rapid crystal growth of β-Zr solid phase (bcc) leads 

to a steep rise of temperature during recalescence. The second recalescence event at 980 K 

is attributed to a transformation of solid β-Zr to solid α-Zr phase (hcp). The inset shows the 

determination of the undercooling from the measured temperature-time profile. 

 

Usually, the solidification of an undercooled metallic melt is a two-stage process. During 

recalescence a fraction of the sample, fR, solidifies during recalescence under a non-equilibrium 

condition. The remaining melt, fpr = 1 − fR, solidifies under near-equilibrium conditions during  

post-recalescence period. fR increases with the degree of undercooling and becomes unified, fR = 1 if  

∆T = ∆Thyp. The hypercooling limit, ∆Thyp, is reached if the heat of fusion ∆Hf is just sufficient to heat 

the sample with its specific heat Cp up to TL. In the case of quasiadiabatic conditions, i.e., if the amount 

of heat transferred to the environment is negligible compared to the heat produced during recalescence, 

the hypercooling limit is given by ∆Thyp = ∆Hf/Cp. In the case of pure Zr, the hypercooling limit is 

estimated as ∆Thyp = 359 K with ∆Hf = 14652 J/mol and Cp = 40.8 J∙mol/K. With increasing 

undercooling, ∆T' > ∆Thyp, the post-recalescence plateau vanishes and TL will not be reached during 

recalescence. In this experiment, an undercooling of ∆T = 371 K is measured, which is larger  

than ∆Thyp. 
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Figure 2 shows the distribution functions of undercoolings measured in the electromagnetic 

levitator (left) and the electrostatic levitator (right). The experimental results are analysed within a 

statistical model developed by Skripov [13]. According to nucleation theory [14], the activation 

energy, ∆G*, for the formation of a nucleus of critical size is given by:  
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with σ the solid-liquid interfacial energy, ∆GV = GL − GS, the difference of Gibbs free energy per unit 

volume of liquid, GL and solid GS phase, and f( ) the catalytic potency factor for heterogeneous 

nucleation with   the wetting angle. In the case of homogeneous nucleation, f( ) = 1. 

For pure metals, the driving force for nucleation, ∆GV, is approximated by ∆GV = ∆Sf∙∆T∙Vm
−1

 with 

∆Sf = ∆Hf/Tm and ∆Hf the enthalpy of fusion and Vm the molar volume [15]. The solid-liquid interfacial 

energy σ is given by the negentropic model [16] as: 
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with NA Avogadro’s number and the dimensionless interfacial energy α = 0.7 for bcc structured solid 

β-Zr that primarily nucleates in the undercooled melt. The steady state nucleation rate, Iss, is computed by: 
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where η(T) denotes the temperature dependent viscosity, ao a typical interatomic spacing, kB 

Boltzmann’s constant, and N0 the number of potential nucleation sites. For homogeneous nucleation, 

KV in Equation (3) is of the order of KV ≈ 10
+39

 m
−3

∙s
−1

 [17] or even KV ≈ 10
+42

 m
−3

∙s
−1

 [18] because 

each atom in the melt can act as a potential nucleation site, N0 = NA/Vm. The prefactor is estimated 

from the product of Avogadro’s number and the impingement frequency that is of the order of the 

Debye frequency, 10
−13

 Hz. In case of heterogeneous nucleation, only atoms at the catalysing substrate 

can act as a nucleation site. Therefore, N0 and, hence, KV, are drastically reduced in case of 

heterogeneous nucleation, as compared with homogeneous nucleation. 

Nucleation is a stochastic process of rare and independent events. Therefore, the Poisson 

distribution is applied to determine KV and C of Equation (3) from the distribution function of the 

measured undercoolings. Under non-isothermal conditions (cooling rate T ≠ 0), the probability for 

one nucleation event in a sample of volume V is given by: 

( ) ( )
ω(1, δ ) δ exp d

m

T

ss ss

T

VI T VI T
T T T T

TT

 
    

  
  (4) 

From these Equations (3) and (4) the cumulative distribution function F(T) is determined: 
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Large undercoolings were achieved by levitation techniques. In the case of electrostatic levitation, 

the undercoolings are about 50 K larger than in case of electromagnetic levitation. From the analysis 
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within the Skripov model, the activation energy ∆G* and the prefactor in the nucleation rate, KV, are 

inferred. Both quantities are characterizing the nucleation process. In the case of electromagnetic 

levitation, the analysis suggests heterogeneous nucleation to be dominant. The investigations by using 

the electrostatic levitator hint to maximum undercoolings as limited by the onset of homogeneous 

nucleation. Assuming homogeneous nucleation, the solid-liquid interfacial energy is estimated within 

classical nucleation theory, which is otherwise not accessible for experimental determination.  

Equation (5), in combination with the results of the statistical analysis, yields the product  

α∙f( )
1/3

 = 0.61 for Zr from the undercooling experiments in the ESL. In the literature, a great variety 

of dimensionless solid-liquid interfacial energies are reported from modelling work. From the present 

investigations, the different approaches of solid-liquid interface modelling are evaluated by comparing 

the modelling results with findings inferred from maximum undercooling of Zr in electrostatic 

levitation experiments. Since the prefactor, KV, is comparable in the order of magnitude to the value 

given by Turnbull for homogeneous nucleation, f( ) ≈ 1 is assumed. This leads to a lower limit of  

the dimensionless interfacial energy α ≥ 0.61. The comparison with the modelling results shows that 

the negentropic model, with α = 0.70 [16], gives the best agreement with the present experiment.  

Density-functional theory yields α = 0.46 and α = 0.48 [19] and molecular dynamics simulations yield 

α = 0.29, α = 0.32, and α = 0.36, respectively [20], depending on the potentials used for the 

simulations. All these values underestimate the solid-liquid interfacial energy inferred from the 

experiments. Only the negentropic model by Spaepen is in agreement with the experiments. More details 

are given in [21]. 

Figure 2. Probability distribution functions of undercoolings measured in approximately 

100 cycles on pure Zr in the electromagnetic (red bars) and the electrostatic levitator  

(green bars) [21]. The solid lines give the functions, as computed according to a statistical 

analysis of nucleation within the Skripov model. 
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2.1.2. Catalysis of Metastable Phase Nucleation by External Triggering 

A freely suspended liquid drop offers the unique possibility to externally stimulate heterogeneous 

nucleation by touching the undercooled drop with a nucleation-triggering needle. The principle of such 

an experiment is shown in Figure 3, on the left hand side. The crystallization needle is used to trigger, 

externally, solidification at a preselected undercooling and a well-defined position at the surface of the 

sample. In such a way, the crystallization kinetics is investigated as a function of undercooling [22]. 

Figure 3 illustrates triggered nucleation of a metastable bcc phase of Fe-24 at%Ni alloy. A trigger 

needle made of a Fe95Mo5 alloy is used since this alloy forms a stable bcc structure in the temperature 

range of the present experiment. In the Figure 3, right hand side the left peak represents a recalescence 

event, as observed following spontaneous nucleation at 1472 K (∆T = 278 K). An increase of 

temperature up to 1751 K is found in good agreement with the equilibrium liquidus temperature of this 

alloy. Apparently, spontaneous crystallization leads to the formation of the stable fcc phase, even at 

large undercoolings. The right peak was observed following solidification-triggering with the  

Fe-Mo tip at a temperature of 1556 K (∆T = 194 K). Obviously, the increase of temperature during 

recalescence ends at a temperature well below the equilibrium liquidus line, which points to a 

metastable bcc solidification product. Immediately following the recalescence peak, a weak hump is 

found in the cooling trace, which is due to a solid-state transformation of primarily formed metastable 

bcc phase into stable fcc phase. This hump is missing in the temperature-time profile for the 

spontaneous nucleation. This confirms that during spontaneous crystallization the fcc phase is 

nucleated, whereas triggered solidification leads to nucleation of a metastable bcc phase, which, 

however, transforms into the stable fcc phase during cooling of the sample to ambient  

temperature [23]. This means that the analysis of the as-solidified alloy does not allow for 

unambiguous determination of phase selection processes during rapid crystallization of deeply 

undercooled metallic alloys. 

Figure 3. (Left) Principle of nucleation triggering of a metastable bcc phase in Fe76Ni24 

alloy by using a nucleation trigger made of Fe95Mo5 bcc phase. (Right) Two  

temperature-time profiles obtained during solidification of undercooled Fe76Ni24 alloy. 

Spontaneous crystallization of stable fcc phase (γ, blue line), and solidification of a 

metastable bcc phase upon triggering with the Fe95Mo5 nucleation trigger (green line). 
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The cooling rates of the order of 10–100 K/s in the above-described undercooling experiments on 

Fe-Ni alloys are not sufficient to conserve the primary solidified metastable bcc phase during cooling 

to ambient temperatures. If the cooling rate is increased up to 10
5
–10

6
 K/s, the solid-state 

transformation of primary formed bcc phase into the stable fcc phase can be, however, partly avoided. 

This has been demonstrated in the early drop-tube experiments by Cech [24,25], and, later on, by 

atomization experiments [26]. Meanwhile, an electromagnetic levitation chamber is used to combine it 

with external diagnostic means, e.g., neutron scattering and X-ray scattering by synchrotron  

radiation [5]. The primary crystallization of a metastable bcc phase in Ni-V alloys at large 

undercoolings was directly evidenced by in situ energy dispersive X-ray diffraction on levitation 

processed undercooled melt, using high intensity synchrotron radiation at the European Synchrotron 

Radiation Facility [6]. This becomes possible as a full diffraction spectrum is recorded in a very short 

time interval of less than 0.5 s. 

2.1.3. Experimental Determination of Metastable Phase Diagrams 

By systematic investigations, as a function of concentration and undercooling using this diagnostic 

means, complete metastable phase diagrams have been experimentally constructed as, well-shown, in 

Figure 4, for the Ni-V alloy system [10]. This alloy crystallizes in three different phases, depending on 

the concentration. With increasing vanadium fraction, the equilibrium solidification changes from 

primary α-Ni (fcc) to an intermetallic phase ζ’ (tetragonal), and, finally, to β-V (bcc). Upon 

undercooling, the three phases compete. The metastable bcc β-V phase has been primarily formed 

beyond a critical undercooling within the ranges of the stable α-Ni and ζ’ phases. Diffraction pattern 1, 

taken from a melt undercooled by 50 K below the liquidus temperature Tl (ζ’), shows diffuse maxima 

characteristic of a liquid. Diffraction pattern 2 reveals that, at ∆T = 60 K, a part of the undercooled 

melt crystallized into the metastable bcc phase during the weak recalescence. The bcc phase grows 

continuously upon further cooling (diffraction pattern 3) until the second reaction sets in at  

∆T = 120 K, where reflections of the equilibrium ζ’ phase emerge. At the same time, the bcc phase 

completely disappears, either by remelting or via a liquid–solid reaction. For lower vanadium 

concentrations, only primary nucleation of the equilibrium fcc phase was observed, even though, for 

some compositions, the undercooling was well below Tlm (β)—the metastable extension of the liquidus 

temperature of the β-V phase. However, after several seconds, the bcc phase was formed during the 

second crystallization event. The nucleation and growth of the metastable bcc phase did not influence 

the intensity of the fcc phase reflections, thus, one may conclude it grows from the undercooled melt 

independently. Again, the metastable phase decomposes after crystallization of the remaining liquid 

into a mixture of the equilibrium phases, ζ’ and fcc. Although the observed formation of the 

metastable bcc phase is thermodynamically viable, its nucleation before the ζ’ phase, which, in 

general, possesses a lower solid–liquid interfacial energy, can only be explained by the catalytic effect 

of the oxides, triggering the heterogeneous nucleation of the bcc phase at the droplet surface [6]. These 

investigations unambiguously demonstrate that in situ observations of phase selection processes are 

needed to develop a complete understanding of the formation of different crystallographic phases, 

stable or metastable, during non-equilibrium solidification of deeply undercooled melts while,  

post mortem analyses of as-solidified samples are not sufficient to explore the entire crystallization 
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history. Primarily formed crystalline phases can transform to the stable crystalline phase during the  

post-recalescence period by remelting processes or even during cooling by solid-solid phase 

transformations. Quenching the levitated drop immediately after recalescence allows to freezing in the 

primarily crystallized metastable phase, as reported from similar experimental investigations of phase 

selection of steel alloys and refractory metals [27]. 

Figure 4. (a) nucleation map of Ni-V system after [10]. The symbols mark the primarily 

solidified phases as a function of composition and nucleation temperature. Metastable 

extensions of the equilibrium liquidus lines are shown by dotted lines. (b) Temperature–time 

profile and (c) corresponding X-ray diffraction patterns recorded during solidification of a 

levitated Ni41V59 alloy. Numbers 1–4 mark the time at which the patterns are recorded. 

Related liquidus temperatures of the stable ζ’ and the metastable bcc and stable fcc phases 

are shown. A part of the undercooled melt (pattern 1) primarily crystallizes into the 

metastable bcc phase (pattern 2 and 3) followed up by the crystallization of the 

intermetallic ζ’ phase (pattern 4), taken from [6]. 

 

Nucleation preselects the crystallographic phase stable or metastable in undercooled melts. 

Subsequent crystal growth controls the evolution of metastable microstructures. The latter one will be 

discussed in the next section. 
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2.2. Crystal Growth 

Crystal growth in undercooled melts leads to a heating up the solid-liquid interface due to the 

release of the heat of crystallization. As a consequence, a negative temperature gradient will be 

established in front of the interface since the undercooled melt acts as a heat sink. This will destabilize 

the initially planar interface. In alloys, a concentration gradient will be built up in addition. Due to 

limited solubility of the solute in the solid phase, compared to the liquid phase, solute will pile up in 

front of the interface. The resulting concentration gradient will reinforce, in addition to the negative 

temperature gradient, the instability of the solidification front. Eventually, the morphological 

destabilization of an initially planar interface will lead to dendrite growth. Dendrites consist of the 

main stem and side-branches, which grow into the melt. 

2.2.1. Sharp Interface Theory of Dendrite Growth 

An extended model of sharp interface theory is applied to describe the growth dynamics of 

dendrites as a function of undercooling [28,29]. Accordingly, the total undercooling measured in the 

experiment is expressed as the sum of various contributions: 

∆T = ∆TT + ∆TR +∆TN + ∆TK + ∆TC (6) 

with ∆TT the thermal undercooling, ∆TR the curvature undercooling, ∆TN the undercooling due to  

the shift of the equilibrium slope of the liquidus mE to its non-equilibrium value mV, ∆TK the  

kinetic undercooling, and ∆TC the constitutional undercooling, respectively. The thermal undercooling 

∆TT = Ti − T∞ with Ti the temperature at the tip of the dendrite and T∞ the temperature of the 

undercooled melt far from the interface is expressed by: 

∆TT = ∆Thyp Iv(PeT) (7) 

Iv(PeT) = PeT exp(PeT) E1 is the Ivantsov function for heat diffusion with PeT = (VR)/2a the thermal 

Peclet number, V the velocity of the tip of the dendrite, R the radius of curvature at the tip of the 

dendrite, and a the thermal diffusivity. E1 denotes the first exponential integral function. Due to the 

strong curvature of the dendrite tip, a reduction of the melting temperature, due to the Gibbs Thomson 

effect, has to be taken into account by the curvature undercooling ∆TR = TL − Ti with TL the liquidus 

temperature and Ti the temperature at the tip: 

                        (8) 

where Γ = ζ/∆Sf (ζ: interface energy, ∆Sf the entropy of fusion) is the capillary constant  

(Gibbs-Thomson parameter), εs is the parameter of anisotropy of the interface energy, and θ is the 

angle between the normal to the interface and the direction of growth along the growth-axis. ∆TN takes 

into account the change of liquidus line, due to deviations from equilibrium at large dendrite growth 

velocities, and is expressed by:  

∆TN = (mE − m(V)) Co (9) 

mE is the slope of liquidus line of the equilibrium phase diagram and m(V) is the slope of the liquidus 

line in the kinetic phase diagram at nominal composition Co. 

The kinetic undercooling ∆TK is given by: 
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∆TK = V/µ; µ = µo(1 − εKcos4θ) (10) 

where µ is the kinetic growth coefficient for growth of the dendrite tip, εK is the parameter of 

anisotropy for the growth kinetics [30] and is determined by atomic simulations [31]. The kinetic 

undercooling is controlled by the atomic attachment kinetics at the solid-liquid interface that can differ 

essentially for specific atomic bonding conditions and structural peculiarities. Investigations of the 

growth kinetics in an undercooled melt of the intermetallic compound Cu50Zr50 that melts congruently, 

and is a glass forming alloy with highly reduced glass temperature, gives evidence of dendrite growth 

to be controlled by atomic diffusion in the temperature range above the glass temperature [32].  

In non-congruently melting alloys, chemical mass transport by segregation has to be considered.  

The constitutional undercooling in alloys with solidification interval is given by: 

∆TC = mV Co (k(V) − 1) Iv(PeC)/[1 − (1 − k(V)) Iv(PeC)] (11) 

PeC = (VR)/2D is the Péclet number of mass diffusion with D the diffusion coefficient,  

Iv(PeC) = PeC exp(PeC) E1 the Ivantsov function for mass diffusion, k(V) the velocity dependent 

partition coefficient. Under the conditions of rapid solidification, for the range of growth velocity  

V < VD (where VD is the atomic diffusive speed in the bulk liquid), the liquidus slope is described  

by [33]: 

 (12) 

with kE the partition coefficient of the equilibrium phase diagram. The solute partitioning as a function 

of growth velocity is described by the non-equilibrium partition coefficient k(V), which becomes 

dependent on the growth velocity for the case of rapid solidification [34]: 
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with VDi the interface diffusion velocity obtained by dividing the diffusion coefficient in the  

solid-liquid interface by the interatomic spacing. The diffusion coefficient in the interface is smaller 

compared with the bulk diffusion coefficient [35]. Equation (6) describes the relation of undercooling 

in terms of the Péclet numbers, i.e., as a function of the product V·R. For unique determination of the 

growth velocity V and tip radius R as a function of undercooling, ∆T one needs a second equation for 

the tip radius R, which comes from stability analysis: 
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ξT and ξC are the stability functions depending on the thermal and the chemical Péclet number.  

They are given by: 
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and are defined by the stiffness ε = 15εC for a crystal with cubic symmetry and with the anisotropy εC 

of the interface energy. The parameters ζo, a1, and a2 are obtained by fitting to experimental data, or 

from an asymptotic analysis as described in [36]. 

Since we are dealing with solidification of electromagnetically levitated drops, forced convection, 

induced by the strong alternating electromagnetic fields needed to levitate the drop, has to be taken 

into account. Accordingly, the thermal undercooling ∆TT = Ti − T∞ is expressed by [37]: 

  1

1
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T hyp T T T T TT T Pe Pe Pe q qPe q q Pe q
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where ∆Thyp = ∆Hf/Cp is the hypercooling temperature of solidification, defined as the ratio of the heat 

of fusion, ∆Hf and the heat capacity of the liquid Cp,    
 
          is the flow thermal Péclet 

number, with Uo the velocity of the uniformly forced flow far from the dendrite tip. We estimate the 

fluid flow velocity from the energy balance between the electromagnetic field, the gravitational field, 

and the viscous dissipation: 
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where g is the modulus of vector of the gravity acceleration, ρ is the mass density, η is the dynamic 

viscosity of the liquid phase, δ is the skin depth, Ro is the radius of the sample, and Bo is the time 

averaged value of the magnetic field inside the levitation coil. Using typical parameters of a metallic 

system and regarding the boundary conditions of electromagnetic levitation experiments, typical fluid 

flow velocities in liquid metallic drops are determined, ranging in the order of magnitude of several 

tenths of centimeters per second. This is in agreement with magnetohydrodynamic simulations and 

experimental observations [38]. 

In case of forced convection inside the melt, the stability parameter ζ* becomes dependent on the 

fluid flow velocity Uo. It is given by: 
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where ζo is a constant; Re = UoR/η is the Reynolds number. The function χ(Re) can be found in [39]. 

For computation of the stability parameter ζ* we choose the results of phase-field modelling [40] with 

ζoε
7/4 

c /ζ* = 1.675 for the 3D upstream fluid flow imposed on the scale of a freely growing dendrite. 

Thus, from the two main Equations (6) and (14), the velocity V and the tip radius R of the dendrite can 

be calculated as a function of the initial undercooling ∆T. 
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To analyse further the influence of convection on solidification kinetics, we have used the  

―thin-interface‖ analysis of the phase-field model according to the work by Karma et al. [41], where 

the interface thickness is assumed to be small compared to the scale of the crystal, but not smaller than  

the microscopic capillary length. The phase-field and energy equations were taken from the model 

with the momentum and continuity equations of motion of the liquid phase as developed by 

Beckermann et al. [42]. Figure 5 illustrates the growth of an equiaxed dendrite, without (left) and with 

(right) flow. The green lines in Figure 5 represent the flow direction that is directed downwards. The 

simulation clearly shows how the growth kinetics is influenced by fluid flow. The branch of the 

dendrite growing opposite to the fluid stream (up-stream branch) develops much faster than the branch 

of the dendrite growing parallel with the fluid stream (down-stream branch) on the opposite side. 

Without any fluid flow, the equiaxed dendrite is symmetric. 

Figure 5. Equiaxed dendrite within an undercooled liquid, without (left) and with (right) 

convection; fluid flow streams from top to bottom on the right picture; results from phase 

field modelling [37]. 

  

2.2.2. Influence of Forced Convection on Dendrite Growth Kinetics 

Al50Ni50 was chosen for the investigations on growth kinetics under the conditions of forced 

convection on Earth and reduced convection in reduced gravity [43]. This alloy melts congruently and 

forms an intermetallic B2 β-phase under equilibrium conditions. Crystallization of ordered superlattice 

structures requires short-range atomic diffusion at the solid-liquid interface. This leads to sluggish 

growth dynamics, at least at small and intermediate undercoolings (V: 0.1–0.5 m/s) [44]. These growth 

velocities are directly comparable to the speed of fluid flow in levitated metallic melts due to the 

strong stirring effects of the alternating electromagnetic field [45]. Fluid flow motion inside the liquid 

drop changes the growth dynamics. This effect, however, will be reduced if the liquid drops are 

processed in a reduced gravity environment since electromagnetically induced convection and natural 

convection are much less pronounced. Figure 6 shows the results of measurements of dendrite growth 

velocity as a function of undercooling for Al50Ni50 alloy, both under terrestrial conditions (circles) and 

in reduced gravity (diamonds). All growth velocities measured in reduced gravity are significantly 

smaller than those determined under terrestrial conditions. At growth velocities exceeding the fluid 

flow velocity V > U ≈ 0.6 m/s, data of dendrite growth velocity from terrestrial and from reduced 
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gravity experiments coincide. The results of sharp interface modelling neglecting the influence of fluid 

flow are depicted in Figure 6 (solid line). It describes the experimental results obtained in reduced 

gravity. The sharp interface model regarding convection describes the experimental results obtained 

under terrestrial conditions if a fluid flow velocity, of U ≈ 1.2 m/s, is assumed (cf. dashed line in  

Figure 6). At growth velocities V > 0.6 m/s, the computed relation of V = f(∆T), without and with 

convection, converge to one line since, in this region, the dynamics of solidification is mainly limited 

by thermal diffusivity. 

Figure 6. Dendrite growth velocity of B2 β-phase of Al50Ni50 alloy as a function of 

undercooling measured under terrestrial conditions (circles) and in reduced gravity 

(diamonds). The solid line represents the prediction of dendrite growth theory without 

convection and the dashed line with convection. U denotes the speed of fluid flow inside an 

electromagnetically levitated droplet as estimated by magneto-hydrodynamic simulations [45]. 

 

2.2.3. Deviations from Local Equilibrium during Rapid Dendrite Growth in Pure Ni 

Pure metals show in general very large dendrite growth velocities which can range up to 100 m/s at 

large undercoolings ∆T ≈ 300 K [2]. Dendrite growth in pure metals is controlled, exclusively, by heat 

transport and atomic attachment kinetics at the solid-liquid interface. The curvature undercooling can 

be neglected since a thermal dendrite has a large curvature radius at its tip compared to alloys. This is 

caused by the fact that the thermal diffusivity is by orders of magnitude higher than the mass diffusion 

coefficient in alloys. As a consequence, the total undercooling of a pure metal can be approximated by 

the sum of thermal and kinetic undercooling, ∆T ≈ ∆TT + ∆TK. At small undercoolings, the thermal 

undercooling dominates while, at large undercoolings, the kinetic undercooling of the interface 

becomes dominant. Concerning the interface undercooling different cases can be distinguished.  

According to Coriell and Turnbull atomic attachment kinetics at the solid-liquid interface of pure 

metals should be collision limited [46]. This means that the atomic vibration frequency, which is in the 

order of the Debye frequency (10
13

 Hz) in the liquid phase, shall give the limiting factor of atomic 

attachment kinetics and, therefore, the speed of sound will be the upper limit of growth velocity. 

Assuming collision, limited growth the kinetic growth coefficient should be µ = 2.77 m/s/K for pure 
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Ni. Otherwise, atomic simulations of atomic attachment kinetics in pure metals suggest that thermally 

driven Brownian motion sets the upper limit of atomic attachment kinetics. In this case, the kinetic 

growth coefficient should be smaller by a factor of 5–6 [47], thus, µ = 0.5 m/s/K. 

In the case of diffusion-limited atomic attachment kinetics the kinetic growth coefficient should be 

even orders of magnitude smaller compared with collision-limited growth since the relaxation 

frequency for atomic diffusion is much less than the Debye frequency. Diffusion limited growth is 

observed in intermetallic compounds with superlattice crystal structure. In this case, atoms have to sort 

themselves out to find the proper lattice place. For this process, at least short-range diffusion is 

necessary. Diffusion limited growth has been reported first for FeSi and CoSi equiatomic intermetallic 

compounds [44]. Assuming diffusion controlled attachment kinetics in pure Ni, a kinetic growth 

coefficient of µ = 0.0069 m/s/K is estimated. For comparison, atomic simulation of kinetic growth 

coefficients give for growth in 100 direction µ100 = 0.36 m/s/K for pure Ni and µ100 = 0.015 m/s/K for 

the equiatomic intermetallic compound AlNi, respectively [48]. These values are not directly 

comparable with the figures given above, but reveal, qualitatively, the decrease of the kinetic growth 

coefficient for collision-limited growth of pure Ni and diffusion-controlled growth for the intermetallic 

compound AlNi. 

Figure 7. Dendrite growth velocity V as a function of undercooling ∆T, measured for pure 

Ni, using a Capacity Proximity Sensor, CPS (open circles) [49], a High Speed Camera 

(HSC) in terrestrial experiments (open diamonds) [11] and a High Speed Camera in 

reduced gravity experiments using the TEMPUS facility during parabolic flight campaigns 

(full squares) [50]. The lines give the predictions of dendrite growth theory assuming 

collision-limited growth (dashed), thermally limited growth (dotted) and diffusion limited 

growth (dash-dotted). The solid line gives a fit through the results obtained from 

microgravity experiments in which forced convection is neglected.  

 

Figure 7 exhibits measurements of dendrite growth velocity, V, as a function of undercooling, ∆T, 

of pure Ni. The open circles represent results of measurements using the Capacity Proximity Sensor 
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(CPS) [49], the open diamonds give results of measurements using a High Speed Camera (HSC) [11]. 

Both sets of these experiments are performed under terrestrial conditions. In addition, the full squares 

exhibit results of measurements in reduced gravity using the TEMPUS facility (cf. Chapter 3.3) and  

the HSC [50]. These results scatter much less compared with the measurements under terrestrial 

conditions. Obviously, the measured values are significantly smaller in comparison with the CPS data 

measured under terrestrial conditions. This difference is attributed to the strong convection in 

electromagnetically levitated melts, which leads to an increase of the growth velocity, as described in 

the previous chapter. The lines represent results of calculations of the dendrite growth velocity within 

the sharp interface model. The dashed line corresponds to collision-limited growth, the dotted line to 

thermally controlled growth, the dash-dotted line to diffusion limited growth, and the solid line is a fit 

through the high accuracy data obtained in reduced gravity with negligible convection. The kinetic 

growth coefficient is used as fit parameter and yields a value close to the computed value assuming 

collision-limited growth. From these comparative investigations, it is concluded that the assumption of 

collision limited growth leads to a good description of dendrite growth in undercooled nickel. 

2.2.4. Solute Trapping and Supersaturated Solid Solutions 

In alloys chemical segregation plays an important role in microstructure evolution. This is because 

the solubility of the solute in the solvent is less in the solid state compared with the liquid state. As a 

consequence, solute will pile up in front of the solid-liquid interface during solidification under near 

equilibrium conditions. Only part of the solute can be dissolved in the solid phase with a concentration 

that is given by the equilibrium phase diagram. However, if the velocity of the growing dendrite is 

increased and is approaching the atomic diffusive speed solute will be trapped in the solid phase with a 

concentration that is beyond chemical equilibrium. If the growth velocity is exceeding the atomic 

diffusive speed, the fast growing dendrite stem will trap all solute and complete partition-less 

solidification occurs. The concept of solute trapping is schematically illustrated in Figure 8.  

Figure 8. Illustration of solute partitioning at small dendrite growth velocity (left) and 

complete solute trapping at higher velocity (right). If the dendrite growth velocity V is less 

than the atomic diffusive speed VD, solute atoms are segregating. In contrast if the growth 

velocity is larger than the atomic diffusive speed solute is trapped in the solid leading to 

solidification of a supersaturated solid solution. 
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Solute trapping during rapid dendrite growth of undercooled melts has been demonstrated in previous 

investigations of both completely miscible solid solutions, such as Cu-Ni [51], and alloys with 

complex phase diagrams in the region of dilute concentration, such as Ni99B1 alloy [52]. This has been 

further supported by equivalent investigations on the dilute Ni99Zr1 alloy in which the dendrite growth 

velocity has been measured as a function of undercooling using the CPS. The diffusion coefficient, as 

one of the most important parameter in modeling dendrite growth, was independently determined  

by laser surface re-solidification experiments in combination with Rutherford backscattering 

experiments [53]. 

Figure 9 shows the dendrite growth velocity as a function of undercooling measured on Ni99Zr1, 

both by the Photo Diode Sensor technique (open symbols) and a High Speed Camera (closed symbols), 

respectively. The solid line represents results of dendrite growth modelling within the sharp interface 

theory [54]. The results found using the Photo Diode Sensor technique and the HSC system are 

matching. Due to methodical and technical improvements, the HSC measurements have lower 

experimental scatter.  

Figure 9. Theoretical predictions (solid line) of the dendrite growth velocity V vs. the 

undercooling ∆T in comparison with (i) measurements using the Photo Diode technique 

(open squares) and with (ii) measurements using a High Speed Camera system (solid circles) 

for the dilute Ni99Zr1 alloy. At a critical point ∆T(V = VD) = ∆T* = 198 K, a transition from 

solutal and thermal growth to purely thermally controlled growth occurs and diffusion-less 

solidification begins to proceed at ∆T(V ≥ VD) ≥ ∆T*. 

 

The experimental data on solidification of the Ni99Zr1 alloy cover a wide range of undercoolings up 

to ∆T = 271 K and of dendrite growth velocities up to V = 37.5 m/s. They clearly exhibit an abrupt 

change in the solidification mechanism at a fixed critical undercooling ∆T*, at which the dendrite tip 
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velocity is equal to the solute diffusion speed in bulk liquid, V = VD. The sharp-interface model of 

dendritic growth is used to interpret the experimental results. The model attempts to describe:  

(i) diffusion-limited growth of dendrites (i.e., growth of ―solutal‖ dendrites at low undercoolings);  

(ii) diffusion-limited and thermally-controlled growth of dendrites (i.e., growth of ―solutal‖ and 

―thermal‖ dendrites in the intermediate range of undercoolings); and (iii) purely thermally-controlled 

dendritic solidification at higher undercoolings. The description of dendritic growth over the whole 

range of undercooling is made possible by introducing both deviations from local equilibrium at the 

interface, as well as in the solute diffusion field. Both contributions play an important role in high 

solidification velocities. 

It can be seen from Figure 9 that sharp interface theory reasonably predicts three regimes for 

dendritic solidification in agreement with the experimental data. The first regime is described by the 

low-velocity branch predicted for chemical diffusion—limited growth. The second regime is transitive, 

and is characterized by growth of both solutal and thermal dendrites. The third regime occurs at higher 

undercoolings, consistent with ∆T(V) ≥ ∆T*(VD). This regime begins with an abrupt change in the 

kinetic curve at ∆T = ∆T*, which can be explained by the end of the transition from solutal and  

thermal dendrites to thermal dendrites and the onset of diffusion-less dendritic growth. The first  

region ends at an undercooling of about ∆T ≈ 90 K. The second region covers the undercooling range 

90 K < ∆T < 198 K, while the third region starts at ∆T ≈ 198 K.  

Figure 10. Microstructures of a dilute Ni99B1 alloy solidified from a melt undercooled by 

60 K (left) and solidified upon an undercooling of 300 K (right). The microstructures have 

been received by neutron autoradiography technique that is extremely sensitive for boron 

detection. The distribution of boron is visible by the dark regions while nickel-rich regions 

appear bright. The left microstructure shows strong segregation of boron in the interdendritic 

regions while the right microstructure shows more or less homogeneous distribution of 

boron over the entire cross section [52]. 
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The sharp-interface model predicts an abrupt change in the growth kinetics with a break point at a 

critical undercooling ∆T* and at a solidification velocity V = VD for the onset of the diffusion-less 

growth of crystals. Even though the dendritic growth velocity is reasonably predicted for the whole 

range of undercoolings, the theoretical curve overestimates the experimental data in the region of 

diffusion-limited growth with ∆T < 90 K. One reason for such a disagreement might be the 

dependence of the solute partitioning and the diffusion coefficient on the temperature, and this 

dependence should be taken into consideration for future modelling work. The consequences of 

dendrite growth kinetics in undercooled melts of alloys on the microstructure evolution is 

demonstrated in Figure 10.  

2.2.5. Disorder Trapping and Disordered Superlattice Structure 

An analogous effect to solute trapping, disorder trapping [55] occurs during rapid crystallization of 

undercooled melts of intermetallics with superlattice structure. In such systems, crystal growth is very 

sluggish at small undercoolings [44]. The atomic attachment of atoms from the liquid to the solid 

needs short-range atomic diffusion, as atoms have to sort themselves out to find their proper lattice 

place in the superlattice structure. If undercooling increases the non-equilibrium effect of disorder, 

trapping leads to the solidification of a metastable disordered structure. 

The mechanism of disorder trapping is schematically illustrated in Figure 11 for the equiatomic 

intermetallic Al50Ni50 alloy.  

Figure 11. Schematic illustration of ordered growth forming an ordered superlattice 

structure at small dendrite growth velocity (left) disorder trapping at higher velocity 

leading to a disordered superlattice structure (right). Similar as for solute trapping the 

atomic diffusive speed is the essential parameter separating the regions of equilibrium and 

non-equilibrium crystallization. 

 

Measurements of the dendrite growth velocity of intermetallic phases exhibit a steep rise in the 

growth velocity versus undercooling relation at a critical undercooling ∆T*. This change of the 

dendrite growth kinetics has been attributed to a transition from ordered to disordered growth of 

superlattice structures [56–58]. However, for Ni50Al50 diffraction experiments on the as-solidified 

samples at ambient temperatures failed to prove a disordered superlattice structure [57]. This result 
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was explained by transformations of primary solidified disordered structures to stable ordered phases 

during the post-recalescence and the post-solidification period [58]. It was shown that metastable 

disordered phases transform to the ordered state on a rather short time scale [59]. Transmission 

electron microscopy on rapidly solidified Ni-Al intermetallic alloys reveal antiphase domains, which 

indicate the occurrence of disorder trapping during crystallization of drop tube processed melts [60] 

and rapid laser surface re-solidification of Ni-Al intermetallic phases [61]. During pulsed laser melting 

studies on Ni3Al, a disordered fcc phase has been quenched in although an ordered L12 phase is stable 

up to the melting temperature, providing direct evidence of disorder trapping during non-equilibrium 

solidification [62]. Nevertheless, these studies provide no direct experimental link between the 

occurrence of disorder trapping and the growth velocity-undercooling relationship. 

Figure 12 shows the results of measurements of dendrite growth velocity as a function of 

undercooling for the intermetallic Ni50Al50 alloy. The measured growth velocities continuously 

increase with undercooling. If the undercooling exceeds a value of ∆T* ≈ 250 K, a steep rise of V is 

observed. At smaller undercoolings, the growth velocities are of the order of about 1 m/s or even less, 

this is comparable with fluid flow in electromagnetically levitated drops (cf. Figure 6). The 

intermetallic Ni50Al50 alloy melts congruently. Hence, mass transport by mass redistribution and, 

consequently, constitutional effects can be neglected, therefore, the constitutional undercooling  

∆Tc ≈ 0. Due to the large curvature radius of thermal dendrites, the curvature undercooling can be 

equally neglected. Therefore, the thermal undercooling and the kinetic undercooling control the 

dendrite growth kinetics of the intermetallic Al50Ni50 compound.  

Figure 12. Top: Dendrite growth velocity V as a function of undercooling ∆T measured by 

use of a high-speed video camera (full circles) and computed by applying the sharp 

interface model, with (solid line) and without (dashed-dotted line), taking into account 

small constitutional effects due to the shift of the congruent melting point in the kinetic 

phase diagram. If any constitutional contributions are neglected the temperature 

characteristics of V(∆T) does not change with the exception that the sharp increase of V 

sets in at a critical undercooling, being about 25 K smaller (dashed-dotted line). Bottom: 

The order parameter η is shown as a function of undercooling as inferred from the analysis 

of the experimental results. 
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The results of the measured dendrite growth velocities are analysed within the sharp interface model 

introduced in Chapter 2.2.1. In addition to the system of equations given by this model, the  

non-equilibrium effect of disorder trapping has to be introduced in this concept. In order to so, we 

combine the sharp interface theory with a model of disorder trapping, as developed by Boettinger and 

Aziz [55] that has been extended by Assadi and Greer [63]. This approach bases on the thermodynamic 

description in which the Gibbs free energy of the liquid, GL, is expressed by a regular solution model 

and that of the solid intermetallic phase, GS, is expressed as a function of the order parameter, η. η is 

defined by the difference of the fractions of atoms located in the correct and the wrong places within 

the superlattice of the ordered B2 structure. The link between non-equilibrium thermodynamics and 

crystal growth is established by three kinetic equations. One of these equations is the growth equation 

by Wilson and Frenkel:  
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with ΔGLS = GL − GS. The solidification of the congruently melting intermetallic phase of Ni50Al50 

requires no long-range diffusion. Collision limited growth for the atomic attachment kinetics of atoms 

from the liquid to the solid is assumed so that the kinetic prefactor V0 is approximated by the velocity 

of sound VS. For sorting of the atoms on the different sublattices, however, diffusion within the  

solid-liquid interface is required, which is governed by the speed of interface diffusion VDI and by 

diffusion in the bulk liquid, VD, which are two to three orders of magnitude smaller than VS. The 

balance of the mass fluxes to the different sublattices of the more or less ordered solid phase during 

crystal growth defines two other kinetic equations [55,58]. Apart from thermodynamic and kinetic 

parameters, the equation system depends on five variables. These are the temperature of the solid-liquid 

interface Ti, the composition of the solid, xs, and of the liquid phase, xl, the order parameter η, and the 

growth velocity V. For a given V and at a fixed xl, the other three variables, xs, Ti and η can be 

determined by numerically solving the equation system. Hence, the model provides a description for 

the velocity dependence of the order parameter η(V). Moreover, by linking xl, xs, and Ti, it allows for 

calculating a metastable phase diagram in which the liquidus temperature line depends on the velocity 

V, thus, TL(V). From this kinetic phase diagram, the kinetic undercooling ∆TK (difference between 

local equilibrium liquidus and velocity dependent liquidus temperature), k(V) and m(V) are directly 

inferred. More details of the computations are given in [64]. 

The results of the computations of dendrite growth velocity as a function of undercooling are given 

in the upper part of Figure 12 (solid line). It is evident that the predictions of the extended sharp 

interface model are in reasonable agreement with the experimental results over the entire range of 

undercooling accessible by application of the electromagnetic levitation technique.  

At large undercoolings the model reproduces the sharp increase of V at ∆T*. Small constitutional 

effects by the slight shift of the congruent melting point in the kinetic phase diagram are taken into 

account in the present calculations. If these constitutional effects are neglected, the critical 

undercooling at which V steeply rises is slightly shifted to lower undercoolings (cf. dashed-dotted line 

in Figure 12). The variation of the order parameter η with undercooling as predicted by the model of 

disorder trapping [55] is shown in the lower part of Figure 12. It continuously decreases with 

increasing undercooling and drops suddenly to zero at an undercooling at which disorder trapping sets 
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in as indicated by the sharp increase of dendrite growth velocity in the upper part of Figure 12. Even 

for small velocities, the order parameter is considerably smaller than 1 because some degree of 

disorder is favourable at elevated temperatures due to the entropic term in the Gibbs free energy. 

The question may arise whether the disordered superlattice structure which is formed upon large 

undercoolings ∆T > 270 K prior to solidification is preserved during cooling to ambient temperature. 

Since the transition from disordered to ordered phase takes place rapidly [59], a primarily formed 

disordered B2 phase is not necessarily present in the as solidified sample. In order to obtain 

unambiguous evidence of the formation of a metastable disordered phase during rapid solidification of 

the deeply undercooled melts Energy Dispersive X-ray Diffraction (EDXD) has been conducted on 

levitation processed Al50Ni50 alloys using synchrotron radiation at the European Synchrotron Radiation 

Facility (ESRF) in Grenoble [64].  

Figure 13 (left) shows the results of EDXD on a levitation processed Ni50Al50 sample undercooled 

by 235 K prior to solidification. That is less than the critical undercooling, ∆T* ≈ 250 K, at which the 

abrupt increase of V is observed. In the top left part the temperature-time profile recorded during the 

experiment cycle is shown. The sample was molten and subsequently heated to a temperature above 

the liquidus temperature of TL = 1949 K. Subsequently, it is cooled and undercooled. At a temperature 

TN = 1714 K, corresponding to an undercooling of ∆T = 235 K, nucleation and subsequent growth of a 

solid phase occurs that leads to a rapid temperature rise due to the release of the heat of fusion during 

rapid solidification (recalescence). Then, the sample solidifies during the post-recalescence period and 

is cooled to ambient temperatures. The bottom left part of Figure 13 exhibits three diffraction spectra 

recorded during the time intervals as indicated in the temperature-time profile; A: on the undercooled 

liquid, B: during recalescence, and C: after solidification of the liquid. Spectrum B is acquired in a 

time interval of 1 s. Spectra B and C indicate that the thermodynamically stable ordered Ni50Al50 

compound of B2 structure is directly formed during solidification. The same phase selection is 

observed for experiments in which smaller undercoolings (∆T < 235 K) are obtained. It is emphasized 

that, in all these cases, the (1,0,0) peak of the ordered B2 phase has been detected immediately after 

recalescence in a reproducible way.  

Figure 13 (right) shows equivalent results of EDXD measurements on a Ni50Al50 sample which, 

however, is undercooled by an amount of ∆T = 255 K that is larger than ∆T* at which the temperature 

characteristics of the growth dynamics suddenly changes. Again, three spectra are depicted; A: on the 

undercooled liquid, B: during the recalescence, and C: after the solidification. Here, a phase is formed 

from the liquid (spectrum A) that shows only the (1,1,0) reflection of the NiAl intermetallic 

compound. However, the (1,0,0) diffraction peak is missing that represents the superlattice structure of 

the ordered B2 phase. Obviously, a metastable disordered NiAl intermetallic compound is formed 

during rapid solidification due to disorder trapping, if the melt is undercooled beyond ∆T* ≈ 250 K. A 

few seconds later, this metastable disordered phase transforms to the stable ordered B2 phase as 

indicated by the occurrence of the (1,0,0) reflection in spectrum C, which results from the ordering of 

the as-solidified disordered superlattice structure during the post-recalescence period. Comparing both 

sets of EDXD experiments, it is evident that in fact the change in the temperature characteristics of the 

growth velocity—undercooling relation V(∆T), at ∆T* ≈ 250 K is caused by disorder trapping during 

rapid dendrite growth in the undercooled melt. 
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Figure 13. Temperature-time profiles (upper part) and EDXD spectra (lower part) 

measured during solidification of a Ni50Al50 melt at an undercooling of ∆T = 235 K (left) 

and ∆T = 255 K (right). The arrows in the temperature-time profiles indicate the time 

intervals during which the X-ray diffractograms A, B, C were acquired. Note that the 

Bragg peak indexed by β (1,0,0), which corresponds to the superlattice structure of ordered 

B2 phase is missing on trace B on the right hand side. 

 

2.2.6. Dendrite Growth in Undercooled Glass-Forming Cu50Zr50 Alloy 

Thus far, the majority of the measured velocity-undercooling (V-∆T) relations in metallic systems 

show a monotonous increase of V with ∆T. In this case the energetics controls the growth [65].  

In glass-forming systems, however, the mobility of the atomic movement rapidly decreases if ∆T is 

approaching ∆Tg = TL − Tg. The steeply decreasing diffusion coefficient eventually overcomes the 

acceleration of the interface due to the increase of the thermodynamic driving force for crystallization, 

the Gibbs free energy difference ∆G = Gl − Gs with Gl and Gs the Gibbs free energy of liquid and 

solid, respectively. This leads to a maximum in the V-∆T relation. This was experimentally observed in a 

great variety of non-metallic glass-forming systems, such as o-terphenyl [66], tri-α-naphthylbenzene [67], 

Li2O-2SiO2 [68], and MgO-CaO-2SiO2 [69]. However, thus far, there is only one work that reports a 

maximum in the V-∆T relation measured for the Cu50Zr50 glass-forming alloy [32].  

The results of the measurements of V as a function of ∆T are shown in Figure 14. The squares give 

the experimental data. Taking the values of the melting temperature and the glass temperature of 

Cu50Zr50, the difference between Tl = 1209 K and Tg = 670 K, is determined as ∆Tg = 539 K. This 

corresponds to a relative glass temperature Tg/Tl = 0.56 [70]. Such a high value is indicative for an 

excellent glass forming ability [17]. A maximum in the V-∆T relation is experimentally observed.  

It indicates that, at undercoolings less than the undercooling of the maximum growth velocity, dendrite 
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growth is controlled by the thermal transport, while at undercoolings larger than the undercooling of 

the maximum growth velocity, dendrite growth is governed by atomic diffusion. The maximum 

undercooling achieved in the experiment is approaching the temperature range above the glass 

temperature where the rapidly decreasing diffusion coefficient increasingly influences the atomic 

attachment kinetics and, thus, the mobility of the solidification front 

Figure 14. Measured growth velocity V as a function of undercooling ∆T (squares). There 

is a specific undercooling: At ∆T* = 144 K the thermal undercooling ∆Tt equals to the 

kinetic undercooling ∆Tk, The solid line gives the prediction of dendrite growth theory 

assuming diffusion-limited growth and taking into account a temperature dependent 

diffusion coefficient (see the text). 

 

The experimental results are analysed within the sharp interface model, as described in Chapter 2.2.1. 

Taking into account the temperature dependence of the diffusion coefficient extends this model. The 

Cu50Zr50 is an intermetallic compound, which melts congruently. Therefore, constitutional contributions 

to the undercooling can be excluded similar as in the case of Al50Ni50 compound discussed in a 

previous chapter. In addition, the curvature undercooling is neglected because this contribution is small 

for thermal dendrites with their large curvature radius at the tip. Therefore, the total undercooling is 

approximated by ∆T ≈ ∆TT + ∆TK. The kinetic undercooling, ∆TK, is controlled by the atomic 

attachment kinetics at the solid-liquid interface. In case of an intermetallic compound, such as 

Cu50Zr50, and even more because of the good glass-forming ability of this alloy the atomic attachment 

kinetics will be diffusion controlled. In this case, the prefactor Vo in equation (19) shall correspond to 

the atomic diffusive speed, Vd. Equation (19) is then rewritten as: 
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 (20) 

where Dl(T) is the temperature dependent diffusion coefficient in the liquid and Qd is the  

activation energy for diffusion. This is the case when ordering in the liquid [71,72] is necessary for 

crystallization [73]. The activation energy of crystallization in a number of metals and alloys is the 
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same as for diffusion [74]. Obviously, the diffusion-limited crystallization mode prevails even in pure 

metals at large undercoolings, e.g., it seems thermally-limited for Ag at low ∆T [75] but is actually 

diffusion-limited on the whole for ∆T up to ∆Tg [76]. According to Aziz and Boettinger [56], the  

pre-factor C in Equation (20) is defined as C = f/λ with λ the interatomic spacing and f a geometrical 

factor of order unity. If λ (=1.98 Å) is given as the average lattice spacing normal to (100) and (110) 

surfaces in the MD simulation [77], the inter-diffusion coefficient Dl = Voλ/f can be determined. 

For further analysis, each experimental point is fitted with the dendrite growth model to obtain the 

upper limit of the growth velocity V0 at each measured undercooling ∆T. V0 is then plotted as a 

function of 1000/Ti in a semi-logarithmic diagram, as shown in Figure 15. It is interesting to see that 

the evolution of V0 with Ti follows the Arrhenius law except for the last three experimental points at 

high ∆T. This means that crystallization of Cu50Zr50 melt is thermally activated with a prefactor  

CDo = 1425.8 m/s and an activation energy         
 

   
         . Based upon these results, 

the dendrite growth velocity V is calculated as a function of the total undercooling ∆T. The results of 

these computations are presented by the solid line in Figure 14. The experimental results of the 

dendrite growth velocity are well reproduced. A maximum V = 0.227 m/s is found at ∆T = 209 K 

which is quite close to the experimental measurement of a maximum V = 0.025 m/s at ∆T = 200 K.  

It is interesting to note that using the temperature dependent viscosity does not lead to a matching of 

the experiments and the modelling [32], in contrast to the present work where the temperature 

dependent diffusion coefficient is used to take into account the mobility of the solid-liquid interface. 

This may be understood by the fact that the Einstein-Stokes relation does not hold for Zr-based glass 

forming alloys [78]. 

Figure 15. Arrhenius plot of the upper limit of growth velocity V0 as a function of  

1000 times the reciprocal interface temperature 1000/Ti: experimental data (squares); 

results of the computations (solid line). 

 

As to a similar undercooled glass-forming Ni50Zr50 alloy, from which a stoichiometric compound 

NiZr is crystallized, the self-diffusion coefficient of Ni DNi was measured [79]. The activation energy 
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for the atomic diffusion is determined as Qd = 0.73 ± 0.03 eV which is very close to the value inferred 

from the slope of the computed line in Figure 15, Qd = 0.827 eV. If DNi is extended to low temperatures, 

there are no large differences between DNi and the current result inferred from the dendrite growth 

measurements in undercooled Cu50Zr50 alloy. The temperature dependent self-diffusion coefficients of 

Cu, DCu and, Zr, DZr were investigated by MD simulations for Cu50Zr50 [80]. The activation energies, 

as determined from these results, lead to the activation energies of the atomic self-diffusion for Cu and 

Zr, QCu = 0.42 eV and QZr = 0.44 eV. Despite potential significant uncertainties due to the difference 

in the interatomic potentials, the current diffusion coefficient and its activation energy are within the 

uncertainty of MD simulation results. Thus, it is quite reasonable to conclude that crystallization of 

undercooled Cu50Zr50 alloy is diffusion-limited through the undercooling range where the interface 

undercooling is dominant. The deviations at high ∆T (Figures 14 and 15) are attributed to two effects. 

First, the anisotropy effect of the kinetic coefficient which is quite important for selecting the operating 

state of the dendrite [81] especially at high ∆T is not considered in the solvability theory. Second, the 

diffusion changes from a thermally activated single atom to a more collective atomic mechanism when 

the temperature of the undercooled melt approaches the glass temperature, T → Tg, and the Arrhenius 

law does not hold at very high ∆T [82,83]. 

3. Levitation Techniques 

3.1. Electromagnetic Levitation 

For metallic systems the most suitable technique for freely suspending spheres of diameter up to  

1 cm is the electromagnetic levitation technique. Figure 16 shows an electromagnetically levitated 

sphere in a levitation coil. The principle of electromagnetic levitation is based on the induction of eddy 

currents in an electrically conducting material if the material experiences a time dependent magnetic 

field B (Lenz rule): 

BE
t

  


 (21) 

with E the electrostatic field. For a non-uniform magnetic field the eddy currents induced in a sample 

produce a magnetic dipole moment m that is opposite to the primary field B. This leads to a 

diamagnetic repulsion force Fr:  

( )rF m B    (22) 

between the primary field und the sample. If the repulsion force Fr is equal in amount and opposite in 

direction to the gravitational force, Fr = mg∙g, the sample is levitated. mg denotes the mass of the 

sample and g the gravitational acceleration. Electromagnetic levitation can be used to levitate metallic 

and even semi-conducting samples. However, electromagnetic levitation of semiconductors requires 

either doping with a metallic element to increase the electrical conductivity or preheating the pure 

semiconductor to a temperature of about 1000 K by a laser or by a graphite susceptor within the 

levitation coil so that the intrinsic conduction is sufficiently increased to electronically couple the 

sample to the alternating external field. A characteristic feature of electromagnetic levitation is that 

both levitation and heating of the sample are always occurring simultaneously. This offers the 
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advantage that no extra source of heating is required to melt the material, but it is associated with the 

disadvantage that levitation and heating can only be controlled independently in a very limited range. 

Figure 16. Schematics of electromagnetic levitation; the droplet is placed in a levitation 

coil consisting of four water cooled windings and two counter windings at the top to 

stabilize the position of the levitated drop. Two infrared pyrometers measure contactless 

the temperature of the droplet from the top and from a radial side. A high-speed camera is 

used to observe the rapid propagation of the solidification front. Cooling gas from the top 

is necessary to remove the heat from the sample to be cooled and undercooled. This is 

achieved by a high thermal conductivity gas like He. The arrows give the geometry of the 

magnetic field inside the coil. FL and Fg denote the levitation force and the gravitational 

force while Ic is the current induced in the droplet by the alternating electromagnetic field.  

 

According to Rony [84], the mean force on an electrically conductive non-ferromagnetic sample is 

determined by: 

4π
( )

3 2μ
em

o

r B B
F G q


     (23) 

Here, r denotes the radius of the sphere-like sample, µo the permeability of vacuum. The function G(q) 

is calculated as: 
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q is the ratio of the sample radius and the skin depth δ: 
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ω, ζ, and µ are the angular frequency of the electrical current, the electrical conductivity and the 

magnetic permeability of the sample, respectively. According to equation (23), the levitation force 

scales with the gradient of the magnetic field. To optimize levitation, it is therefore crucial to design 

properly the geometry of the levitation coil and optimize the function G(q). The efficiency of 

electromagnetic levitation is adjusted by the parameters of the frequency of the alternating 

electromagnetic field, the sample size and the electrical conductivity of the sample. For a  

vanishing conductivity, (q → 0) G(q) becomes zero and levitation is not possible as q → ∞ G(q) is 

approaching saturation. 

To levitate a sample of mass m the gravitational force Fg has to be compensated by the 

electromagnetic levitation force Fem: 

34π
,  ρ

3
em g g

r
F F F m g g       (26) 

where ρ denotes the mass density of the material. The z-component of the force follows as: 

2 2μ
ρ
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z G q


 


 (27) 

For a given magnetic field and sample size, the levitation force is determined by the skin depth δ and 

the mass density m. The mean power absorption P is calculated according to Roney [83] as: 

2 34π
ω ( )

2μ 3o

B r
P H q     (28) 

with: 
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H(q) is the efficiency of the power absorption. For vanishing electrical conductivity no power is 

absorbed by the sample. On the other hand, for an ideal conductor no ohmic losses occur so that H(q) 

converges to zero. 

The temperature control of electromagnetically levitated samples requires a separate action of P and 

Fem as far as possible. The essential difference between P and Fem is that the functions G(q) and H(q) 

have a different characteristics with respect to the frequency of the alternating electromagnetic field: 

Fem depends on the product (B•)B, while P is proportional to B
2
 (cf. Equations (23) and (28)). Hence, 

temperature control is possible within a limited range by choosing a proper frequency of the alternating 

field and by a movement of the sample along the symmetry axis of a conically shaped coil. In the lower 

regions of the coil, the windings are tighter, thus, the magnetic field and power absorption are greater 

than in the upper region of the coil with lower field strength. By increasing the power, the sample is 

lifted up into regions of larger field gradients and smaller magnetic field strength and cools down [77]. 

3.2. Electrostatic Levitation 

Electromagnetic levitation requires sample material that is electrically conductive. Therefore, the 

application of electromagnetic levitation is restricted to metals and (doped) semiconductors. The 
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advantage of electrostatic levitation is that levitation and heating is decoupled and the samples can be 

processed under ultra-high vacuum conditions provided the vapour pressure of the processed material 

is small. However, there is a problem with the stability of the sample position. According to the 

theorem of Samuel Earnshow, it is not possible to levitate a charged sphere within a static electrostatic  

field [85].  

Electrostatic levitation is based on the Coulomb forces acting on an electrically charged sample in a 

quasi-static electrical field [86]. A sample with a surface charge q and a mass m is levitated against 

gravity within a static electrostatic field  as: 

 (30) 

 is the unit vector in z direction, i.e., parallel to the electrostatic field. A stable position of the sample 

is based on a local potential minimum at  for all directions in space. 
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The Maxwell-equation for Gauss’s law affords: 

ρ

εo

    (32) 

Under vacuum conditions, ΔΦ = 0. Hence, a potential minimum does not exist and a stable sample 

position under stationary conditions is not possible. This means electrostatic levitation requires a 

sophisticated dynamic sample position and electrostatic field control. This became possible since the 

1990a, when high voltage amplifiers were developed, which can be controlled with high slew rates of 

changing the voltage U, dU/dt > 400 V/µs. 

Figure 17 shows schematically the active sample positioning system. An electrically charged 

sample is levitated between two horizontal electrodes within a widened positioning laser beam filling 

the whole space between the electrodes. The sample shadow is detected by a two-dimensional  

photo-sensitive detector that gives information on the vertical and horizontal position of the sample.  

A real time computer control algorithm developed by Tilo Meister [87] reads this information and  

adjusts instantaneously the voltage of the amplifier. In order to control the sample position in all  

three-dimensional directions, two positioning lasers perpendicular to each other and an assembly of six 

electrodes are used.  

Two central electrodes, arranged as a plate capacitor, are surrounded by four electrodes in plane, 

which are cross-linked with the positioning lasers to push the sample in the central position. The forces 

acting in z-direction, F(z), are the gravitational force, the force due to the electrical field, and the force 

between the sample and the grounded centre electrodes. With the method of image charges the force of 

a charged sphere between the electrodes can be determined by: 
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with the position of the sample z, the distance of the electrodes dz, the charge q of the sample, the 

vacuum permittivity εo, and the number of reflections n. Neglecting multiple reflections, F(z) is 

approximated as: 
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 (34) 

In the middle of the electrodes the forces of the image charge acting on the sample are compensating 

each other. The equation of motion for the z direction is given by:          
  

  

 
  

  

  
 

 (35) 

The field in x-direction and y-direction are assumed to be between two parallel electrodes: 
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κ is a geometrical factor regarding the distance of the sample and the lateral electrodes. 

Figure 17. Sketch of the fully automated active sample positioning system.  

 

For conducting an experiment using the electrostatic levitator, the sample in diameter of about  

2–4 mm is placed at the lower electrode, which is grounded. The high voltage power supply is 

switched on and immediately an electrostatic field between upper and lower electrode in z-direction is 

built up. At the same time, the sample is charged. Since the upper electrode is on negative potential, 

the surface of the sample is loaded with positive charge q
i
 that is calculated as [88]: 
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with r the radius of the sample and L = 1.645 a geometrical factor. The image charge of the bottom 

electrode dominates the initial levitation voltage. The force acting on a sample while lifting is  

given by: 
2
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Combining Equations (37) and (38) yields the initial voltage for levitation: 
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The charge of the sample in the beginning of the experiment is then: 
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The voltage U
o 

z  needed to keep the sample in the middle of the electrodes is calculated as: 
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The initial voltage is larger than the voltage that is needed to levitate the sample in the middle of the 

horizontal electrodes. For a constant initial voltage, the time is approximated which elapses until the 

sample hits the electrode. This time is used to estimate the minimum sampling rate required for 

positioning. For a silicon sample with a diameter of 2 mm, the sampling rate is 2 × 10
−3

 s. 

Electrostatic levitation offers the advantage that positioning and heating are decoupled in contrast to 

electromagnetic levitation. Heating is realized in electrostatic levitation by an infrared laser. Increasing 

the temperature of the sample leads to an evaporation of surface atoms, which is useful for 

undercooling experiments since the evaporation cleans the surface and, thereby, reduces, or even 

eliminates heterogeneous nucleation motes at the surface of the sample. On the other hand, the sample 

surface looses surface charge by evaporation. Therefore, the voltage has to be increased to keep the 

sample levitated. To facilitate recharging of the sample during levitation, a focused ultra violet light 

source with a high energy of several eV (λ = 115–350 nm) is used. In addition to this procedure, the 

sample is also recharged at elevated temperatures by thermionic emission of electrons [89]. 

3.3. Electromagnetic Levitation in Reduced Gravity 

The application of electromagnetic levitation on Earth is limited by several restrictions. The strong 

electromagnetic fields needed to compensate the gravitational force cause strong stirring effects in the 

liquid and, hence, disturb mass and heat transport that influence solidification. The strong electromagnetic 

levitation fields exert a magnetic pressure on the liquid sample that leads to strong deviations from a 

sphere-like geometry, which is needed for measurements of surface tension and mass density. These 

limitations are overcome if the electromagnetic levitation technique is applied in reduced gravity.  

In the environment of space, the forces to compensate disturbing accelerations are some orders of 

magnitude smaller compared with experiments on ground. A special instrument called TEMPUS 
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(TEMPUS is a German acronym for Tiegelfreies Elektro-Magnetisches Prozessieren Unter 

Schwerelosigkeit.) has been designed to provide means of containerless processing in space [90]. 

A schematic view of the TEMPUS concept is shown in Figure 18. Positioning and heating is 

separated in TEMPUS by placing the sample into the superposition of a quadrupole and a dipole field 

of two independent coil systems. Both coil systems are powered independently by two rf generators at 

different radio frequencies. This two-coil concept has led to a drastic increase of the heating efficiency 

of an electromagnetically processed drop in reduced gravity compared to usual levitation on Earth. The 

coil system is integrated in a UHV chamber. The recipient can be backfilled with high purity Ar, He, 

and/or He-3.5%H2 processing gas. Solidification of the undercooled melt can be externally triggered 

by touching the undercooled sample with a nucleation trigger needle, which is an integral part of the 

sample holder. The samples are transferred into the coil system from sample storage within ceramic 

cups or refractory metal cages. 

Figure 18. Schematic view of the TEMPUS facility. All subsystems are shown with the 

exception of the radial temperature detector.  

 

TEMPUS is equipped with pyrometers and video cameras. The sample is observed from two 

orthogonal views. From the top a pyrometer measures the temperature with a frequency of 1 kHz.  

A video camera is included in the optical path for sample observation with a maximum frame rate  

of 400 Hz. From the side, two different instruments can be installed, either a pyrometer specialized for 

measurements of the crystal growth velocity at rates up to 1 kHz (RAD), which is combined with a 

video camera with frame rates up to 400 Hz, or a high-resolution video camera (RMK) with special 

optics. The resolution is 10
−4

 for a 8 mm sample, as required for measurements of the thermal 

expansion. TEMPUS was successfully flown by NASA Spacelab missions IML2 (International 

Microgravity Laboratory 1994) and MSL1/MSL1R (Materials Science Laboratory 1997). 

In a common effort by the DLR Space Agency and the ESA, an Electro-Magnetic Levitator (EML) 

is currently under development for use on board the International Space Station (ISS). It is under 

construction by ASTRIUM. Comparing with TEMPUS, some important improvements are realized. 

The first one concerns the coil design. While TEMPUS used two different coils, the EML facility will 

  
  Positioning 
System 

 Heating 

Pyrometer 
4 Channels, 
1 MHz  

  

Dipole field   Sample 

Trigger 
needle 

  Pumping Units 

Video 
Camera 

100 
kHz 

Mirror 

400 
kHz 

860
 W 

1080 
 W 

Quadrupole field 



Metals 2014, 4 228 

 

 

make use of a new concept [91] such that only one coil system carries two different high frequency 

alternating currents. The first one operates at a frequency of 135–155 kHz, and serves as positioning 

system, whereas the second one operates at a frequency of 365–390 kHz and provides efficient 

heating. At maximum power, the positioning force in radial direction is about 80% and in axial 

direction about 120% of the force of the two-coil system of TEMPUS. The heating efficiency of EML 

is by a factor of 1.6 higher and the maximum heating power in the sample is about 30% higher 

compared with TEMPUS. The EML facility is equipped with axial temperature measurement and 

video observation of the sample. The temperature of the sample is measured by a one colour pyrometer 

in axial direction in the range between 573 K and 2373 K at an integration time of 5 ms and an 

accuracy better than 0.1 K at temperatures greater than 873 K and less than 3.0 mK in the temperature 

range 573 K–673 K. The measurement rate amounts to 100 Hz. An axial digital video camera allows to 

observing the sample during processing. The maximum resolution is 1280 × 1024 pixels, and the 

frame rate ranges between 15 Hz and 200 Hz, depending on the pixel density. In addition to the 

pyrometer and video system working in axial direction, a high-speed camera is used to observe the 

propagation of a rapidly moving solidification front. The maximum measuring frequency is 30 kHz at 

a sensor area of 256 × 256 pixels. In addition, thermal radiation monitoring from radial view is 

possible. At present, several international teams are preparing experiments to be performed in the EML 

facility on board the International Space Station, both to measure with high accuracy thermo-physical 

parameters of undercooled melts and studying physical mechanism of non-equilibrium solidification of 

undercooled melts [12]. 

4. Conclusions  

Containerless processing by electromagnetic and electrostatic levitation has been applied to 

investigate crystal nucleation and rapid dendrite growth in undercooled melts of pure zirconium and 

pure nickel and various binary metallic alloys. Very large undercoolings were achieved. A statistical 

analysis of the distribution function of maximum undercoolings in electrostatic levitation experiments 

hints to the onset of homogeneous nucleation in undercooled Zr-melts. From the homogeneous 

nucleation rate calculated within classical nucleation theory, a lower limit of the solid-liquid interfacial 

energy was deduced. This value indicates that results by density functional theory and molecular 

dynamics simulations may lead to an underestimation of the solid-liquid interfacial energies. 

Comparative experiments on Earth, and in reduced gravity, of measurements of dendrite growth in 

undercooled Al50Ni50 clearly reveal the importance of forced convection on growth dynamics, which 

has to be taken into account to predict growth dynamics in undercooled melts in particular in the low 

undercooling range, in which the dendrite growth velocity is comparable, or even less than the fluid 

flow velocity in electromagnetically levitated melts. Non-equilibrium effects have been clearly 

detected by measurements of the dendrite growth velocity as a function of undercooling. In dilute 

Ni99Zr1 alloy a critical undercooling was identified at which a transition from chemically to pure 

thermally controlled growth is observed. As evidenced by neutron auto-radiography investigations on a 

similar dilute alloy, Ni99B1, it was demonstrated that this transition is accompanied by complete 

partitionless solidification leading to a metastable supersaturated solution. A similar phenomenon, 

disorder trapping was studied by undercooling experiments on the intermetallic compound Al50Ni50. 
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By measurements of the dendrite growth velocity of the equiatomic Al50Ni50 alloy at very large 

undercoolings, a transition from ordered to disordered growth of the B2 β-phase was identified.  

By taking into account a velocity dependent order parameter, dendrite growth theory was extended 

such that it describes quantitatively the dendrite growth velocity over the entire undercooling range 

accessible by containerless processing and reproducing the transition from ordered to disordered 

growth. This leads to the solidification of a metastable disordered superlattice structure of the 

intermetallic compound. Finally, a glass forming binary metallic alloy, Cu50Zr50, was investigated  

with respect to its dendritic growth dynamics. For the first time, a maximum in the dendrite growth 

velocity—undercooling relation was observed for a metallic alloy, which is a common feature for  

non-metallic glass forming systems. The analysis of these experiments reveal diffusion controlled 

growth in particular in the regime of temperatures between the maximum growth velocity and the glass 

transition temperature. All of these investigations prove containerless processing to be a powerful 

experimental tool to investigate phenomena of solidification, which are far away from equilibrium. 

They lead to various solid metastable materials. Hence, undercooling is an efficient parameter to 

control phase selection during solidification. 
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