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1. Introduction

Let X be a Banach space, U and A be metrizable topological spaces and consider, for
1€ U and A € A, the variational inequality problem:

(P\,) Find z € K(u) such that there exists 2* € T'(z, \)
with (z*,y — ) > 0, Yy € K(p).

where T : X x A — 2% and K : U — 2% are two set-valued maps. In such a setting, A
and p play the role of a perturbation respectively on the operator and on the constraint
set defining the variational inequality.

The analysis of the stability (or sensitivity) of the parametric variational inequality con-
sists in evaluating the influence of those perturbations on the solution set S(A,u) of
problem (P,,). This analysis can be qualitative (continuity properties of the solution
map S(-,-)) or quantitative (Holder-type evaluations of the distance between two solution
sets S(A, 1) and S(N, i) in term of the norm of the perturbations ||\ — N|| and ||u — /||,
whenever A and U are normed spaces).

Both the qualitative and the quantitative points of view have been extensively studied for
different types of variational inequalities. Some monotonicity properties are always re-
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quired, namely the operator is assumed to be monotone or pseudomonotone for the quali-
tative analysis [11, 13, 15, 17, 20, 23] and strongly monotone or strongly pseudomonotone
for the quantitative approach, see [2, 1, 4, 11, 26, 27] and references therein. But for
many applications (mathematical economics, quasiconvex programming,...) monotonicity
or pseudomonotonicity constitutes a too strong hypothesis.

This paper is devoted to the qualitative analysis of the variational inequality problem
(Py,) and the obtained results extend to the quasimonotone setting previous results
for monotone or pseudomonotone variational inequalities. The quantitative analysis of
quasimonotone variational inequalities has been developped by the authors in [1]. For
both parts of the analysis, an appropriate notion of solution to be able to obtain stability
results in the quasimonotone case is the so-called star-solution.

The paper is organized as follows. In Section 2 we fix our notation and we define the
concept of star-solution while in Section 3 we bring to the fore some properties of Mosco
convergence of sets which will be useful for the stability analysis. In Section 4 our main
results (upper semicontinuity and lower semicontinuity of the solution map) are stated
and proved. Finally, thanks to the concept of normal operator, we derive, in Section 5, a
stability result for quasiconvex optimization problems.

2. Preliminaries

Let X be a real Banach space, X* its topological dual and (-,-) the duality pairing. The
topological closure, the interior and the boundary of a set A will be denoted respectively
by cl(A), int(A) and bd (A). Given any nonempty subset A of X and a point € X, the
distance from x to A will be denoted by dist(x, A) = inf{||z — y|| : y € A}.

For any x,y € X, we will use the notation [z, y], |z,y[ and ]z, y] for the segments [z, y] =
{tx+ (1 —=t)y:t €[0,1]}, Jx,y[={te+ (1 —t)y : t €]0,1[} and |z,y] = {te+ (1 —t)y : t €
]0,1]}. The domain and the graph of a set-valued operator T : X — 2%" will be denoted,
respectively, by dom (T") and gr(T").

A set-valued operator T : K — 2% is said to be quasimonotone on a subset K if, for all
x,y € K,
de*eT(x): (" y—z)>0=>Vy e€T(y) : (y,y—z)>0

In the sequel we will also use some generalized convexity assumptions. So let us recall
that a function f: X — IR U {400} is said to be:

- quasiconvez on a subset K C dom f if, for any z,y € K and any ¢ € [0, 1],

[tz + (1 =t)y) < max{f(z), f(y)},

- semistrictly quasiconver on a subset K C dom f if, f is quasiconvex and for any
z,y € K,
f@) < fly) = f(z) < fly), Yz €[,y
Let us denote, for any a € IR, by S,(f) and S5(f) the sublevel set and the strict sublevel
set associated to f and a:

So(f)={reX: f(r)<a} and SI(f)={zeX: f(z)<al.
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It is well known that the quasiconvexity of a function f is characterized by the convexity
of the sublevel sets (or the convexity of the strict sublevel sets). Analougously, it is easy
to check that any lower semicontinuous function f, semistrictly quasiconvex on its domain
dom f satisfies the following property:

Va>inff, d(S5(f)) = Sa(f)- (1)

Roughly speaking it means that a lower semicontinuous semistrictly quasiconvex function
f does not have any “flat part” with nonempty interior on dom f \ argminy f.

As announced in the introduction, along this paper we will consider the following per-
turbed (or parametric) Stampacchia variational inequality problem
(P\,) Find z € K(u) such that there exists 2% € T'(z, \)
with (z*,y — ) > 0, Yy € K(p).

where T: X x A — 2%X" and K : U — 2% are two set-valued maps.

As already observed in [6, 7, 1] the classical solution set
S\ p)={zr e K(p):3z* € T(x,\) with (z",y —z) >0, Vy € K(u)}

is not adapted to the case of quasimonotone variational inequalities and their applica-
tions (in particular to obtain stability results and optimality conditions for quasiconvex
programming) whereas the concept of star-solution carries enough information to handle
this quasimonotone setting. The set of star-solutions of the perturbed problem (P ) is

. ~da* € T(z, M)\ {0} with
S (A,u>={$€K<M) Szt y—x) >0, Vy e K(p). }

It is interesting to observe that, in the case of a set-valued operator T with conical values
(as in Section 5), considering star-solutions corresponds to work with classical solutions of
the Stampacchia variational inequality defined by a truncated form T of T, for example
T(zx) = T(x) N S*(0,1) where S*(0,1) stands for the unit sphere of the dual space X*.

It is also important to notice that all star-solutions of (P, ,) are on the boundary of the
constraint set K (1).

3. Int-Mosco convergence of sets

The concept of Mosco convergence of a sequence of subsets has been introduced in [23] to
study the convergence properties of the solutions of various variational inequalities. This
concept has proved to be extremely useful in different fields of analysis.

In this section we investigate some properties of the Mosco convergence which will play a
crucial role for establishing convergence properties for quasimonotone variational inequal-
ities (see Section 4).

Let us first recall, for any sequence (S,),, of subsets of the Banach space X, the definitions
of Lower limit and Upper limit in the sense of Kuratowski:

Liminf S, = {z € X : lim d(z, S,) = 0}

n—oo

Limsup S, = {x € X : liminfd(z, S,) = 0}.
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or, in other words, Liminf, S,, is the set of limits of sequences (x,), with z, € K,, for
any n, while the upper limit is the set of cluster points of such sequences (x,,),. From the
definitions it is clear that the sets Lim inf, S,, and Limsup,, S,, are closed sets. Moreover,
for any sequence (S,,),, one has Liminf, cl(S,) = Lim inf,, .S,,.

Finally we will also consider the weak version of the upper limit, denoted by
w — Limsup,, S,, and defined as the set of weak limits of sequences (x,, )k, Tn, € Sn,
where (S, )x is a subsequence of (S,,),.

According to Mosco [23], we say that a sequence (S,,), of subsets of X converges to a
subset S in the sense of Mosco, if both of the following equalities hold:

w— Limsup S, =S and LiminfS§, =5.

Since one always has Limsup,, S,, C w — Limsup,, S,,, the Mosco convergence of (S,,), to
S turns out to be simply equivalent to the inclusions

a) w—LimsupS, C S and b) S C Liminfs,.

Let us introduce the following slight variant of Mosco convergence.

Definition 3.1. Let S be a subset of X and (S,), be a sequence of subsets of X. We
say that the sequence (S,,), Int-Mosco converges to S if and only if

a) w—LimsupS, CS and b') S C Liminfint(S,).

One should note that if the Int-Mosco limit exists, it is unique.

Clearly, the Int-Mosco convergence implies the Mosco convergence, but the converse is
not true in general, even for nonempty interior subsets (consider, e.g., the sequence of
closed subsets of IR? defined by S,, = B(0,1) U ([1,2 + 1/n] x {0}) where B(0,1) denotes
the closed unit ball). Nevertheless, as shown by the following proposition, both concepts
coincide for sequences of convex subsets with nonempty interior.

Proposition 3.2. Let (S,), be a sequence of convex subsets of X, with int(S,) # 0 and
S be a subset of X. Assume that int(S) # 0. Then the following assertions are equivalent:

i) (Sp)n Mosco converges to S
i) w — Limsup, S, C S, int(S) C Liminf, int(S,) and S is convez
iii)  (Sp)n int-Mosco converges to S.

Proof. Clearly iii) = #i). On the other hand, if 77) holds, due to the closedness of the set
Liminf, int(S,,), one has cl(int(S)) C Liminf, int(S,). But S is convex with nonempty
interior and therefore, S C cl(S) = cl(int(S)) which ensures 7).

Finally i) < i) since, due to the convexity of S, for any n, one has

Liminf S, = Liminfcl(S,) = Liminfcl(int(S,)) = Lim infint(S,).

n n
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Let us now consider the important case of constraint sets K (u) described by inequalities:
given a family of ¢ functions ¢; : X — IR, i = 1,...,q, define the map K : R? — 2% as
follows

Kp) ={reX :gx)<p, Vi=1l...,q}

Our aim, in the forthcoming Proposition 3.3, is to give sufficient conditions ensuring that,
for any sequence (u,), of perturbations converging to some pg, the sequence (K (py))n
Mosco converges (to K (pg)). This Mosco convergence of the constraint sets will be an
essential assumption for the stability results of Sections 4 and 5.

Proposition 3.3. Assume that the functions g; are continuous and semistrictly quasicon-
vex on X. Then for any sequence (), converging to some po, K(p,) Mosco converges
to K (o), provided that K(ug) and the subsets K(p,) have a nonempty interior.

This proposition extends Theorem 2 of [16] where the strict quasiconvexity of the func-
tions g; is required. See also [10, Th. 3.1.6] where strict quasiconvexity of the constraint
functions g; is assumed in order to obtain convergence properties of the map K.

Let us observe that quasiconvexity (even coupled with continuity) of the functions g; is not
enough to obtain this Mosco convergence of the constraint sets as shown by the following
simple example.

Example 3.4. On IR let us consider that ¢ = 1 and g, is defined by g, (z,y) = 22 + 3>
if 22 +y? <1, gi(z,y) = 1if 1 < 22 +9y? < 2 and gi(z,y) = 22 + y?> — 1 otherwise.
Then clearly, for ugp =1 and p, =1 —1/n, n € IN, the sequence of closed convex subsets
(K (f4n))n doesn’t Mosco converge to K ().

Proof. The Mosco convergence of the sequence (K (u,)), to K (1) will be proved using
its equivalent formulation #7) of Proposition 3.2.

a) The upper part of the Mosco convergence is a simple consequence of the lower semi-
continuity of the functions g;. Indeed, let (K (un,))r be any subsequence of (K (un))n
and (zx)r C X be weakly converging to x with z, € K(u,,), for any k& € IN. Since,
for any i € {1,...,q}, ¢; is quasiconvex and lower semicontinuous, it is weakly lower
semicontinuous and

gi(x) < liminf g;(wy) < liminf g, = p
which clearly implies that x € K (o).

b) To prove the lower part of the Mosco convergence of (K (u,)), to K(u), let y be any
element of int(K (p9)). We claim that, for n large enough, y is an element of int (K (u,)).

Let us define I = {i € {1,...,q} : infxg; = pb} and I° = {1,...,q} \ I. Since each
function g; is continuous semistrictly quasiconvex and using (1), we obtain, for any ¢ € I¢
and any o > infy g;,

int(Sa(g:)) = nt(cl(S3 (9:))) = S5 (95)

and thus
y € int(K (1)) = int (ML,5,(9)) = Nyint (S (9:))

= [ﬂiefint(argrrggngz‘)] N [ﬂz‘efcsi (gl)] :

i
0
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From this formula, it is clear that, for any i € I¢, g;(y) < pi. Therefore, for n large
enough (say n > N) and for any ¢ € I°, y is also an element of S; (g:).

On the other hand, if 7 € I, then, for any n, y € int(argminy g;) C int(S,; (¢:)). Thus
finally

Yy E ﬂie[nint(argn}}ngi)] N [mielcu[[\]n}slfﬁl (gl)] = int(K (un))
where I,, = {i € I : u!, = infy g;}. The claim is proved and this completes the proof of
the Mosco convergence of (K (p,))n to K(p). O

Even if the Mosco convergence result established in Proposition 3.3 is deeply linked to
the problem of the convergence of sublevel sets of a function, its conclusion differs from
the approach developped in Beer-Rockafellar-Wets [12] and Rockafellar-Wets [24] where,
for a given function, it was proved that it is possible to recover a fixed sublevel set of this
function as a limit of a sequence of sublevel sets of an appropriate sequence of functions.

4. Semicontinuity of the solution map

In this section we investigate continuity properties of the solution map S* of quasimono-
tone variational inequalities. More precisely, in Subsection 4.1, (sequential) closedness
and upper semicontinuity of S* are considered while Subsection 4.2 is devoted to the
study of lower semicontinuity.

4.1. Upper semicontinuity

Before establishing the (graph) closedness and upper semicontinuity of S*, let us recall
from [6] a very weak kind of continuity for set-valued maps: given a convex subset K C X
and a map T : K — 2% with nonempty values, T is called upper sign-continuous on K
if for any x,y € K, the following implication holds:

(Vt €]0,1], inf (z",y—2x)>0)= sup (z",y—x)>0
I*ET(xt) .Z’*ET(JJ)

where z; = (1 — t)x + ty. If for example T is upper hemicontinuous (i.e., the restriction
of T' to every line segment of K is usc with respect to the w*-topology in X*), then T is
upper sign-continuous. Any strictly positive real function is upper sign-continuous.

Unfortunately, for the applications that we have in scope in Section 5, the upper sign-
continuity is even too strong and we will use a “local” form of it.

Definition 4.1. Let K be a convex subset of X and T : K x A — 2% be a map with
nonempty values. For any A € A, T'(-,\) is called locally upper sign-continuous on K if
for any x € K there exist a neighbourhood V, of z and an upper sign-continuous map
D,(-,A) : Vo N K — 2% with nonempty convex w*-compact values satisfying ®,(y, \) C
T(y,\)\{0},VyeV,NnK.

In the monotone or pseudomonotone case, some closedness (or upper semicontinuity)
results for the solution set of variational inequalities can be found in [11, 13, 15, 17, 20].
See also [25], [3], [10] for alternative approaches.
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To our knowledge, the recent paper of He [18] is the only attempt to obtain stability
results under a monotonicity assumption weaker than pseudomonotonicity. In this paper,
closedness of the solution map is proved in a reflexive Banach space assuming the properly
quasimonotonicity of the operator. In the forthcoming Theorem 4.2 and Corollary 4.4,
we will only assume quasimonotonicity of the operator 7'

Theorem 4.2. Let us suppose that for any (A, u) € A x U, S*(\, u) is nonempty and

i) forallp e U, K(u) is convexr with nonempty interior;
i) for all N € A and all p € U, T(-,\) is quasimonotone and locally upper sign-
continuous on K(u);

i) for all y, — vy, all (Mn, pn) — (A, ), and all z, — z with y € int(K(n)), yn €
int(K(pn)), 2z € K(p), zn € K(pin),

sup (y*, z —y) < liminf sup (Y2 20 — Yn);
y*e T(y,M)\{0} " yheT(yn,An)\{0}

w)  for any pn, — w1, K(u,) Mosco converges to K ().

Then the set-valued map S* is closed.

Remark 4.3. a) In fact one can express Theorem 4.2 in a more detailed way. Indeed let
us consider the concept of weak-int solution for (P, ,) linked to the weak Stampacchia
variational inequality defined by T'(-, ) and int (K (1)) which is defined by: € S} (A, i)
if and only if

x € K(p) and Vy € int(K(p)), Ja* € T(x, )\ {0} with (z",y —z) >0

Then, the formulation of the theorem will be:

Assume that conditions i), 1i1), iv) hold, together with

ii")  for all X € A and all p € U, T(-,\) is quasimonotone on K(u) and for any x €
domT'(-, \) there exist a neighbourhood V, of x and an upper sign-continuous map
D, \) 1 Vo N K (1) — 2% with nonempty w*-compact values satisfying ®,(y, ) C
T(y, )\ {0}, Vy € Vo 0 K(p);

Then the set-valued map S, ., is closed. If, additionally, the operators ®, are conver

valued, the set-valued map S* is closed.

The proof of Theorem 4.2 is built on this formulation.

b) In the particular case where T'(-, A) \ {0} is single-valued for any A € A, the rather tech-
nical hypothesis 7ii) simply expresses the lower semicontinuity of the function (y, z, A) —

(T'(y, )\ {0}, 2 —w).

Proof. According to Remark 4.3 a), let (\,, i), and (z,,) be sequences of A x U and X
respectively such that,

Tpn — T, ()‘m ,un) - ()\Oa /vLO) and Tn € S;,int()‘m :un)7 vn.

Let V, be a convex neighbourhood of x and ®,(-, \g) : Vo N K (g) — 2% be a set-valued
map, upper sign-continuous at x and such that, for any v € V, N K(ug), ®.(v, A\o) is a
nonempty w*-compact subset of T'(v, Ag) \ {0}.
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Due to the Mosco convergence of (K (p,)), and since =, € K(u,), for any n, one im-
mediately obtains x € K(up). Let y be an arbitrary point of [V, N int(K (uo))] \ {z}.
Since K (uo) and V,, are convex, the segment [y, z[ is included in [V, Nint(K (uo))]. Let
2z =ty + (1 —t)x (t €]0,1]) be an element of [y, z|.

We claim that, for any z; € T'(z:, A\o) \ {0},

(zf,x—2z) <0. (2)
Indeed, according to Proposition 3.2 i) = ii), one can find a sequence (z,), converging
to 2, such that 2, € int (K (y)), 20 # Zn, Y1 € IN. Since x,, € S} ;.1 (A, i), there exists

xp € T(xp, A\y) \ {0} verifying
(x, 2n — ) > 0.

But since z¥, # 0 and z, is an element of int(K (u,)), one can assume, without loss of gen-

erality, that the previous inequality is strict, for any n € IN. Thus, by quasimonotonicity
of T'(-, \), we deduce that

(zp,2n — Tp) >0, V2 € Tz, \n) \ {0}
Hypothesis iii) now leads to

sup (zf,x — z) < liminf sup (zp,xp — 2) <0
27 € T(zt,20)\{0} ™ zheT(zn,2n)\{0}

and the claim is proved.

From (2) we derive that, for any ¢ €]0,1] and any z; € @, (2, Ao),
0 S t<Z:,y— Zt> + (1 _t)<2:7$— Zt> S t<Z:7y_ Zt>

which yields
inf fy—x) >0, Vt€]0,1

seat YT T 2 0, 1]
Therefore, according to the upper sign-continuity of ®,(-, A\g) on V. N K(ug) and to the
w*-compactness of ¢, (x, \g), one has

*’ _ > 0
L

which means that for any y € [V, Nint(K (uo))] there exists 2* € T'(z, Ag) \ {0} such that
(x*,y —x) > 0. The latter still holds for any y € int(K (p)) since in this case, K (uo)
being convex, the point x + p/|ly — z||[y — 2] is an element of [V, N int(K (uo))] for p
sufficiently small. Consequently z is an element of S} ; (Ao, to), completing the first part
of the proof.

If the operator ®,(-, \g) is convex valued, using the above proof, we obtain that,

inf sup  (z*,y —x) > 0.
y€ [VaNINE(K (o)) z*€ ®u(z,)0)

and therefore, using a Sion minimax theorem, there exists an element z* € ®,(x, \g) C
T(x,Ao) \ {0} such that,

(" y —x) >0, Vy € [V Nint (K (po))]-

But K(uo) being convex and z* being continuous, the previous inequality still holds for
any y € K(uo) and consequently x is an element of S*(\g, o). ]
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Now invoking classical arguments (e.g. [5, Prop. 1.4.8]) we obtain in finite dimensions the
upper semicontinuity of the set-valued map S*.

Corollary 4.4. If, additionally to the assumptions of Theorem 4.2, the set K(U) =
Uuev K (1) is compact and dim(X) < oo, then the set-valued map S* is upper semi-
continuous on A x U.

4.2. Lower semicontinuity

It is well known that general lower semicontinuity results need quite restrictive assump-
tions. In our case, as it will be enlightened below by Example 4.6, even if the parametrized
constraint sets K (u,) are convex polyhedra and the operator map 7' is constant, the so-
lution map S* may not be lower semicontinuous.

Nevertheless in the forthcoming Theorem 4.5 we will show, in finite dimensions, that the
solution map S* is lower semicontinuous at some particular points (g, f19) where the map
S* coincides with the map S~ (Ao, io) of strict solutions.

Let us recall from [1] the concept of strict solution: z € K () is a strict solution of (P ,)
if there exists z* € T'(x, \) such that (z*,y —x) > 0, for any y € K(u) \ {z}. The set of
strict solutions of (P ) is denoted by S~ (A, i) and is included in bd (K (u)), as a subset
of S*(\, p).

Theorem 4.5. Let K : U — 2R and T : X x A — 2®" be two set-valued maps, Vo a
netghbourhood of \g € A and Uy a neighbourhood of g € U. Assume that

i) for any p € Uy, K(p) has a nonempty interior;
ii)  the map T(-,\) is quasimonotone, for any \ € Vo,
i)  K(Up) is compact;
w)  for any pn, — po, K(pyn) int-Mosco converges to K (uo);
v)  for all y, — y, all (An,pn) — (Mo, o) and all z, — z with y, € int(K(u,)),
y € K(u), z € K(p), zn € K(pin),
sup (y*,z —y) < liminf sup (e Zn — Yn);
y*€T(y,M0)\{0} " yr€T(yn,An)\{0}
vi)  S*(A\, p) is nonempty, for all (A, u) € Vo X Up;
'l)ZZ) S*()\(), Mo) = S><)\0, ,LL())

Then, S* is lower semicontinuous at (Ao, fio)-

Proof. Let zy € S*(\g, o) and a sequence (A, fin ), converging to (Ao, to). According to
the lower part of the int-Mosco convergence of the sequence (K (p,))n to K (), one can
find a sequence (), converging to zy such that x,, € int(K(u,)) for any n.

On the other hand, from hypothesis vi), one can also construct a sequence (z,), such
that, for any n, Z, € S*(\,, itn) and thus, together with [1, Prop. 2.1], there exists, for
any n, an element 7 € T(z,, A\,) \ {0} such that

(T3, y = Zn) >0, Yy € Int(K (1)) \ {Zn}- (3)

As K(Up) is compact, we immediately obtain, possibly considering a subsequence, the
convergence of (z,), to a point Zo of K(Up). In fact, Ty is an element of K (p) by the
upper part of the int-Mosco convergence of (K (p,))n to K (j0).
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Without loss of generality one can assume that there exists N € IN such that, for any
n > N, T, # x,. Indeed, otherwise one can select a subsequence (Z,, ) converging to
and the set-valued map S* is proved to be lower semicontinuous at (g, )

Obviously the map S* is also lower semicontinuous at (Ao, o) if g = xg. So let us assume,
for the rest of the proof, that 7y # zo. By (3), for any n > N, one has (z}, x, — Z,) > 0,
and therefore, by quasimonotonicity of T'(-, A,,),

() Ty — ) <0, Vi € T(xp, \n)-
According to the continuity hypothesis v), this clearly forces
<.Z'*, Ty — l’o> S O, Va* € T(l‘o, )\0) (4)

But, according to assumption vii), zo is an element of S~ (Ao, io). A contradiction with
(4). O

Example 4.6. Let us observe that assumption viz) could not be easily avoided. Indeed,
let us consider the very simple following case of a constant operator 7' defined on IR? by
T(x) ={(1,0)} and of a perturbation map of the constraint set defined on IR by

€] —o00,1] x[0,1]:y >a/u} ifu<0
K() =1 [0,1] x [0,1] it =0
€] —00,1] x [0,1] : y < x/u} otherwise.

Clearly the multivalued map S* is not lower semicontinuous at 0 since

{(n, 1)} if <0
S*(u) =14 {0}y x[0,1] ifpu=0
{(0,0)} otherwise

but all hypothesis of Theorem 4.5 are satisfied, except vii) since S~ (0) is empty.

Let us now give a geometrical sufficient condition for the problem (P, ,,) to satisfy
hypothesis vii) of the above theorem, that is S*(\g, po) = S~ (o, po)-

Let € U be such that K(u) is a convex polyhedron of R”, i.e. K(u) = N, {z € R* :
(a*,x) < p'} where af € IRF, for any i = 1,...,n. For any i, we denote by H;(u) the
closed hyperplane defined by H;(y) = {x € R* : (af,2) = p'}. For any 2 € bd (K (u)),
we will denote by F' (K (u), z) the set F' (K (u),z) = U{H;(u) N K(u) : x € Hi(p)}.

The problem (P,,) is said to be facely non normal if for all x € S*(\, p), all 2* €
T(z,A\)\ {0} and all y € F(K(u),x) \ {z}, one has (z*,y — z) # 0.

Proposition 4.7. Let (Ao, io) be an element of A x U such that K () is convez, polyhe-
dral with nonempty interior. If the problem (P, ,,) is facely non normal then S* (o, po) =

S>()\0, ,uo)-

If, moreover, the operator T'(-, A\g) is quasimonotone then the solution set S*(Xo, o) con-
tains at most one element.
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Proof. It is sufficient to prove that S*(Xo, o) C S” (Ao, tto). So let x be an element of
S*(Xo, o) and z* € T'(x, A\g) \ {0} be such that

(*,y —x) >0, Vy € K(uo).

Since (Py, ) is facely non normal it follows that (x*,y —x) > 0, for all y € F(K(uo), )\
{z}. On the other hand, according to [1, Proposition 2.1],

(" y —x) >0, Vy € int(K (1)) (5)

So let y be any element of K(uo) \ [F'(K (1), x) Uint(K (p0))]. Then the open segment
Jz,y[ is included in int(K (up)). Indeed, if there exist ¢t €]0,1[ and iy € {1,...,n} such
that tx + (1 — t)y € H,, (o) N K (po), then one immediately obtains that = and y are
elements of H;, (1) N K (uo) and thus y € F (K (u),z). A contradiction.

It follows from (5) that

r+y
2

(", y — ) = 2(z", —z)>0

and the proof of the first part is completed. As observed in [1], the uniqueness of the
(strict) solution of (Py,,,,) is straightforward provided that T'(-, Ag) is quasimonotone. [J

5. Application to quasiconvex programming

Let X be a Banach space, U be a metrizable topological space and consider, for y € U,
the following parametrized optimization problem

(Qu) inf f(x)
st. reK(p)={recX g@)<u,i=1,...,q}

where the functions f: X — IR and g; : X — R, i=1,...,q are quasiconvex.

Denote by Opt the (possibly set-valued) solution map of the perturbed optimization prob-
lem (Q,):
Opt: U — 2%
p— Opt(p) = argming ) f

It is very natural to try to give conditions ensuring some regularity of the solution map
Opt. This question has been well treated in [14] where closedness and upper semicontinuity
was established in a general framework. The aim of this short section is to show how
the previous stability results for quasimonotone variational inequalities can be applied
to the perturbed quasiconvex programming problem (Q),,), thus providing an alternative
approach to the one developed in [14].

As shown in [7, 8], an efficient tool to study the properties of quasiconvex functions is the
so-called normal operator N defined as the normal cone to the adjusted sublevel sets 5%,
that is:

Ni(z)={z" € X*: (z*,y —x) <0, Vy € S}(x)}

where S¢(z) = Spu) N E(S}f(x),pz> (with p, = dist(z, S7,))) if © ¢ argmin f, and

S¢(w) = Sf(s) otherwise. Many precious properties of the operator have been proved for
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quasiconvex functions (see [7], [8]). In the case of a semistrictly quasiconvex function
f, the associated normal operator admits a simplified definition Nf(z) = {z* € X* :

<l’*,y - JZ> < 07 ‘v’y € Sf(x)(f>}

Theorem 5.1. Let f : X — IR be a continuous semistrictly quasiconvex function. Let
gi - X =R, i=1,...,q be continuous semistrictly quasiconvex functions. Assume that
for any u € U, the constraint set K (p) has a nonempty interior and K (pu)Nargminy f = ().
Suppose moreover that, for any p € U, (Q,) admits at least one solution.

If the normal operator N§ satisfies the following regularity assumption: for all y, — vy,
all i, — pand all z, — z with y € int(K (1)), yn € int(K(1n)), 2z € K(u), 2, € K(uy),

sup (y*, z —y) < liminf sup (U Zn — Yn)
y*e N#(y)\{0} " yre N¢(ya)\{0}

then the solution map Opt is closed.

If, moreover, K(U) = U,ey K (1) is compact, the map Opt is upper semicontinuous.

Proof. According to [8, Theorem 5.1], for any pu € U, Opt(p) = S*(u) where S*(p) is
the set of star-solutions of the perturbed variational inequality

(P,) Find 7 € K () such that there exists Z* € N¢(z) \ {0}
with (z*,y —2) > 0, Vy € K(u).

By [7, Proposition 3.3], N¢(x) \ {0} is nonempty, for any z € K(U) C (X \ argminy f)
while, from [7, Proposition 3.4], the map N j‘%(x) is quasimonotone. Moreover, according
to [7, Proposition 3.5], the map N #, which is conical valued, is norm-to-w* cone upper
semicontinuous on K (U), that is, for every x € U there exist a neighbourhood V, of
z and a convex base B(u) of N§¢(u) for each u € V, such that S, : u +— B(u) is upper
semicontinuous at x. As shown in [7] (Lemma 3.6 and beginning of the proof of Proposition
3.5) one can construct such bases B(u) to be w*-compact. Therefore the map N¥ is locally
upper sign-continuous on K (U).

Finally, by Proposition 3.3 and since each constraint set K (u) has a nonempty interior,
the sequence of subsets (K (u,)), Mosco converges to K(up), for any sequence (py),
converging to po. Thus, all assumptions of Theorem 4.2 hold for the perturbed variational
inequality (JSM) and the map pu — Opt(u), is (graph) closed. And if K(U) is compact, the
upper semicontinuity of the map Opt follows from Corollary 4.4. n

For semicontinuity results of the solution map of convex optimization problems, the in-
terested reader can refer to [22] and references therein. For quasiconvex programming,
similar results have been obtained in [10] in finite dimensions. See also [28] and [19] for
different approaches.

One can also deduce some convergence properties of the solution map by proving epicon-
vergence of the sequence ( f+v K(#n))n‘ This approach has been used in [24, Th. 7.33 and
Cor. 7.55] to prove the closedness of the mapping Opt, in finite dimensions and assuming
some compactness hypothesis (level coercivity or eventually boundedness). See also [9]
where the same approach is proposed for sequences of quasiconvex functions and convex
subsets. In [21] the convergence results of [9] have been extended to the infinite dimen-
sional setting. Closedness of operator Opt was not considered in [21] but it was shown ([21,
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Th. 3.4]) that, if (f,,). is a sequence of quasiconvex functions epi-converging to f, quasicon-
vex upper semicontinuous, and C,, is a sequence of subsets converging (Kuratowski) to C,
then M C limsup,, M,, where M = {z : f(z) <infc f} and M,, = {z : f.(x) <infe, f.}.

Acknowledgements. The authors are grateful to the referee for his constructive suggestions
and comments.
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